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Abstract. In this paper we study finite generation of the Ext algebra of a Brauer graph
algebra by determining the degrees of the generators. As a consequence we characterize
the Brauer graph algebras that are Koszul and those that are K2.

Introduction

This paper studies finite generation, and the corresponding degrees of the generators,
of the Ext algebra of a Brauer graph algebra. We show that if the Brauer graph has no
truncated edges then the Ext algebra of the associated Brauer graph algebra is finitely
generated in degrees 0, 1 and 2. As a result we characterize those Brauer graph algebras
that are K2 in the sense of Cassidy and Shelton [7]. Moreover, we determine the Koszul
and the d-Koszul Brauer graph algebras.

Let K be a field, Q a finite quiver and I an admissible ideal of KQ. Assume that
the algebra Λ = KQ/I is finite dimensional and indecomposable. Koszul algebras play an
important role in representation theory, and it is well-known that if Λ = KQ/I is a Koszul
algebra then the Ext algebra E(Λ) is finitely generated in degrees 0 and 1. Moreover the
ideal I is quadratic, that is, I is generated by homogeneous elements of length 2. This
work was motivated by the study of the Koszul Brauer graph algebras, and we determine
these algebras in Theorem 2.4, before investigating several generalizations of this concept
among Brauer graph algebras.

One such generalization is the class of d-Koszul algebras, where d > 2; these algebras
were introduced by Berger in [3], in order to include some cubic Artin-Schelter regular
algebras and anti-symmetrizer algebras. Berger, Dubois-Violette and Wambst [4], and
Green, Marcos, Martínez-Villa and Zhang [11] both continued the study of d-Koszul alge-
bras, extending known properties of Koszul algebras. It has since been shown that some
quantum groups and Yang-Mills algebras are included in this framework.
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A graded algebra Λ = KQ/I is a d-Koszul algebra if the n-th projective module in a
minimal graded projective Λ-resolution of Λ0 (the K-space spanned by the vertices of Q)
can be generated in degree δ(n), where the map δ : N → N is defined by

δ(n) =
{
n
2d if n is even
n−1

2 d+ 1 if n is odd.

In particular, the ideal I of a d-Koszul algebra KQ/I is generated by homogeneous ele-
ments of length d. Note that if d = 2, we recover the usual (quadratic) Koszul algebras.
The d-Koszul Brauer graph algebras are fully determined in Theorem 2.4.

It was shown in [11] that the Ext algebra of a d-Koszul algebra is finitely generated in
degrees 0, 1 and 2; thus d-Koszul algebras are K2 algebras in the sense of Cassidy and
Shelton [7]. They define a graded algebra A to be K2 if its Ext algebra E(A) is generated
as an algebra in degrees 0, 1 and 2. In Theorem 8.1, we give a sufficient condition for the
Ext algebra of a Brauer graph algebra to be finitely generated in degrees 0, 1 and 2. We
then characterize the K2 Brauer graph algebras in Theorem 9.4.

Many other generalizations of Koszul algebras have been introduced more recently, such
as almost Koszul algebras [5], piecewise Koszul algebras [17], (p, λ)-Koszul algebras [18],
and multi-Koszul algebras [14]. In this paper, we study a generalization of the Koszul
property by Green and Marcos [10], where they considered algebras KQ/I in which the
ideal I is generated by homogeneous elements of more than one length. The algebra KQ/I
is 2-d-homogeneous if I can be generated by homogeneous elements of lengths 2 and d.
Green and Marcos then introduced 2-d-determined and 2-d-Koszul algebras in [10]. We
discuss these algebras in Section 9, but note here simply that a 2-d-Koszul algebra is
2-d-determined, which in turn is 2-d-homogeneous; moreover a 2-d-determined algebra is
2-d-Koszul if its Ext algebra is finitely generated. Having determined the 2-d-homogeneous
Brauer graph algebras in Section 2, we return to these algebras in Section 9, where we
give a positive answer for Brauer graph algebras to all three questions posed in [10]. As
a consequence we are also able to give new classes of 2-d-Koszul algebras, which was one
of our motivations for this paper. In particular, the second question in [10] asks whether
it is the case that the Ext algebra of a 2-d-Koszul algebra of infinite global dimension
is necessarily generated in degrees 0, 1 and 2. This is indeed the case for Brauer graph
algebras. Moreover, for a 2-d-homogeneous Brauer graph algebra AΓ with Brauer graph
Γ, we show in Theorem 9.6, that the following four conditions are equivalent: (1) Γ has no
truncated edges, (2) AΓ is 2-d-determined, (3) AΓ is 2-d-Koszul, and (4) the Ext algebra
of AΓ is generated in degrees 0, 1 and 2 (that is, AΓ is K2). It should be noted that these
properties are not, in general, equivalent, as is demonstrated by Cassidy and Phan in [6].
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This paper extends the work of Antipov and Generalov, who showed in [1] that the Ext
algebra of a symmetric Brauer graph algebra is finitely generated. We remark that [1]
used different methods, and gave no details of the degrees of the generators.

The body of the paper proves the necessary structural results to describe the uniserial
modules, string modules, syzygies and projective resolutions of the simple modules. The
paper uses the covering theory for Brauer graphs and Brauer graph algebras developed in
[12]. We see at the start of Section 3, that [12] enables us to reduce to the case where
the Brauer graph has no loops or multiple edges and where the multiplicity function is
identically one; this vastly reduces the computations required to determine the Ext algebra.
The definition of a Brauer graph algebra also requires a quantizing function q in order to
define some of the relations (see Section 1). If the field is algebraically closed and if either
the Brauer graph is a tree or the Brauer graph algebra is symmetric, then we may choose
q ≡ 1. At the end of Section 3, we discuss the quantizing function q when the Brauer
graph algebra is graded (but not necessarily symmetric or a Brauer tree algebra), and we
show that we can assume, given some mild assumptions on the field K, that q ≡ 1 in the
study of the Ext algebra.

We would like to thank the referee for their helpful comments.

1. Background and Notation

We now introduce Brauer graph algebras, giving the definitions and notation which we
use throughout the paper.

Let Γ be a finite connected graph with at least one edge. We denote by Γ0 the set of
vertices of Γ and by Γ1 the set of edges of Γ. We equip Γ with a multiplicity function
m : Γ0 → N \ {0} and, for each vertex in Γ, we fix a cyclic ordering o of the edges incident
with this vertex. We call the triple (Γ, o,m) a Brauer graph. We may denote a Brauer
graph by Γ, where the choice of cyclic ordering and multiplicity function are suppressed.
In all examples a planar embedding of Γ is given and we choose the cyclic ordering to be
the clockwise ordering of the edges around each vertex.

For each α ∈ Γ0, let val(α) denote the valency of α, that is, the number of edges incident
with α where we count each loop as two edges. We let Γ(α)

1 denote the set of edges of Γ
which are incident with the vertex α. Let Dm = {α ∈ Γ0 | m(α) val(α) = 1}. If s is an
edge in Γ such that s ∈ Γ(α)

1 for some α ∈ Dm then we say that s is a truncated edge at
the vertex α. Thus an edge s is truncated at α if and only if m(α) = 1 and val(α) = 1. If
s ∈ Γ(α)

1 for some α ∈ Γ0 \ Dm then we say that an edge t in Γ is the immediate successor
of the edge s at the vertex α if t ∈ Γ(α)

1 and t directly follows s in the cyclic ordering
around α. We denote the immediate successor of s at the vertex α by s>. In particular,
if s ∈ Γ(α)

1 where val(α) = 1 and m(α) > 1, then s is its own immediate successor so
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s> = s. An edge s which is a truncated edge at the vertex α has no immediate successor
at the vertex α. For ease of notation, from now on we will simply write successor instead
of immediate successor. We remark that truncated edges are of fundamental importance
in determining the behaviour of the Ext algebra of a Brauer graph algebra.

Following [2] and [15], we let K be a field and introduce the Brauer graph algebra of
a Brauer graph Γ. We associate to Γ a quiver QΓ and a set of relations ρΓ in the path
algebra KQΓ, which we call the Brauer graph relations, defined below. Let IΓ be the ideal
of KQΓ which is generated by the set ρΓ. We define the Brauer graph algebra AΓ of Γ to
be the quotient AΓ = KQΓ/IΓ. We keep the notation of [12] throughout this paper, and
now define QΓ and ρΓ.

If the Brauer graph Γ is α β with m(α) = m(β) = 1 then QΓ is · x
{{ and

ρΓ = {x2} so the Brauer graph algebra is K[x]/(x2).
In the general case, for a Brauer graph (Γ, o,m), which is distinct from α β with

m(α) = m(β) = 1, we define the associated quiver QΓ by

(QΓ)0 = {vs | s ∈ Γ1}

(QΓ)1 =
∪

α∈Γ0\Dm

{
vs → vs> | s ∈ Γ(α)

1

}
.

Now let α ∈ Γ0 \ Dm and let s ∈ Γ(α)
1 . In the case where val(α) = 1 and m(α) > 1,

we define the successor sequence of s at the vertex α as the sequence of one element
s = s0. When val(α) > 1, we define the successor sequence of s at α as the sequence
s0, s1, . . . , sval(α)−1 which has the following properties:

• s = s0

• si = s>i−1 for i = 1, . . . , val(α) − 1.

Note that the loops incident with α are listed twice and the other edges precisely once.
Observe also that if s = s0, s1, s2, . . . , sn−1 is the successor sequence for s at vertex α,
then s1, s2, . . . , sn−1, s0 is the successor sequence for s1 at α. We set sval(α) = s, noting
that s is the successor of sval(α)−1 in this case.

In case Γ has at least one loop, care must be taken. In such circumstances, for each
vertex α, we choose a distinguished edge, sα, incident with α. If ℓ is a loop at α, ℓ occurs
twice in the successor sequence of sα. We distinguish the first and second occurrences of
ℓ in this sequence and view the two occurrences as two edges in Γ1. Thus, Γ1 is the set
of all edges with the proviso that loops are listed twice and have different successors. For

example, suppose that the Brauer graph is Γ = αs

t

u
β with m(β) = 1 so that u

is truncated at β. Then both s and t occur twice in the successor sequence of u at α; the
successor sequence of u at α is u, s, t, s, t, and there is no successor sequence of u at β.
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In this case the quiver QΓ is vs
''++ vtkk

ww
vu

YY . Note that there are two arrows in QΓ

from vs to vt.
In order to define the Brauer graph relations ρΓ we need a quantizing function q. Let

XΓ be the set of pairs (s, α) such that α ∈ Γ0, s ∈ Γ(α)
1 and s is not truncated at either

of its endpoints, and let q : XΓ → K \ {0} be a set function. We denote q((s, α)) by qs,α.
With this additional data we call (Γ, o,m, q) a quantized Brauer graph. We remark that
if the Brauer graph Γ is α β then XΓ = ∅. If the field is algebraically closed and
if either the Brauer graph is a tree or the Brauer graph algebra is symmetric, then q ≡ 1
(see [2]).

There are three types of relations for (Γ, o,m, q). Note that we write our paths from
left to right. For α ∈ Γ0 \ Dm and s ∈ Γ(α)

1 , let s = s0, s1, . . . , sval(α)−1 be the successor
sequence of s at α and let Cs,α be the cycle in QΓ given by

Cs,α = a0a1 · · · aval(α)−1

where ai is the arrow of QΓ given by vsi

ai // vsi+1 for i = 0, . . . , val(α) − 1.

Relations of type one. Let α, β ∈ Γ0 \Dm and let s ∈ Γ(α)
1 ∩Γ(β)

1 . Thus s is not truncated
at either α or β. Then ρΓ contains either qs,αC

m(α)
s,α − qs,βC

m(β)
s,β or qs,βC

m(β)
s,β − qs,αC

m(α)
s,α .

We call this a type one relation. Note that since one of these relations is the negative of
the other, the ideal IΓ does not depend on this choice.

Relations of type two. Let α ∈ Dm, β ∈ Γ0 \ Dm, and let s ∈ Γ(α)
1 ∩ Γ(β)

1 . Thus s is
truncated at α but not at β. Then ρΓ contains Cm(β)

s,β b0 where Cs,β = b0b1 · · · bval(β)−1.
Relations of type three. These relations are quadratic monomial relations of the form

ab in KQΓ where ab is not a subpath of any Cm(α)
s,α .

We note that it is well-known that a Brauer graph algebra is special biserial and weakly
symmetric.

Throughout this paper, all modules are right modules. We denote the Jacobson radical
rAΓ of the Brauer graph algebra AΓ by r when no confusion can arise. We will use lower
case letters such as s and t to denote edges in Γ, capital letters S and T to denote the
corresponding simple AΓ-modules, and vs and vt to denote the corresponding vertices
in QΓ. If S is a simple AΓ-module, then we denote the projective AΓ-cover of S by
πS : PS → S.

We recall the structure of the indecomposable projective modules from [2, Section 4.18].
Let P be an indecomposable projective AΓ-module corresponding to the vertex vs in QΓ

and edge s in Γ. If the edge s is not truncated, then P has both top and socle isomorphic
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to S, and radP/ SocP is a direct sum of two uniserial modules. Let the vertices of s be α
and β and let s, s1, . . . , sval(α)−1 be the successor sequence for s at α, and s, t1, . . . , tval(β)−1

be the successor sequence for s at β. Then radP/ SocP ∼= U ⊕ V , where U and V have
composition series

S1, . . . , Sval(α)−1, S, S1, . . . , Sval(α)−1, . . . , S, S1, . . . , Sval(α)−1

and

T1, . . . , Tval(β)−1, S, T1, . . . , Tval(β)−1, . . . , S, T1, . . . , Tval(β)−1

respectively, such that, for i = 1, . . . , val(α) − 1, the simple module Si occurs precisely
m(α) times and is associated to the edge si in Γ, and, for j = 1, . . . , val(β) − 1, the simple
module Tj occurs precisely m(β) times and is associated to the edge tj in Γ.

In the case where s is truncated, then P is itself uniserial. Suppose that s is not
truncated at vertex α and let s, s1, . . . , sval(α)−1 be the successor sequence for s at α.
Then P has composition series

S, S1, . . . , Sval(α)−1, S, S1, . . . , Sval(α)−1, . . . , S, S1, . . . , Sval(α)−1, S

where, for i = 1, . . . , val(α) − 1, the simple module Si occurs precisely m(α) times and is
associated to the edge si in Γ.

2. d-homogeneous and 2-d-homogeneous Brauer graph algebras

Suppose that Λ = KQ/I where I is a homogeneous ideal with respect to the length
grading. Let ρ be a minimal set of generators for I; the elements in ρ are necessarily
homogeneous. Let d > 2 and d′ > 2 be distinct integers. We say that Λ is d-homogeneous
(or quadratic when d = 2) if ρ contains homogeneous elements of length d only. We say
that Λ is d-d′-homogeneous if Λ is not d-homogeneous or d′-homogeneous and ρ consists
of homogeneous elements of length d or d′. Note that this does not depend on the choice
of minimal generating set ρ for I.

In this section we investigate the d-homogeneous and 2-d-homogeneous Brauer graph
algebras. Therefore we need to know a minimal generating set for IΓ. Recall that, for an
integer n > 1, An is the graph · · · · · · · · with n vertices and Ãn is the
circular graph with n+ 1 vertices.

Lemma 2.1. Let (Γ, o,m, q) be a quantized Brauer graph such that Γ is not A2, and let
AΓ = KQΓ/IΓ be the associated Brauer graph algebra. Let ρ ⊂ ρΓ be a minimal generating
set for IΓ. Then ρ contains all the relations of types one and three, and it contains the
relation of type two associated to the edge s truncated at α if and only if the successor of
s at its other endpoint β is also truncated.
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Proof. It is clear that relations of type one and three must be in ρ, so we must prove the
condition on relations of type two. Since Γ ̸= A2 and s is truncated at α, the edge s has a
successor s1 distinct from s at β. Let s = s0, s1, . . . , sval(β)−1 be the successor sequence of
s at β, and let R2 be the relation of type two associated to s, so that R2 = C

m(β)
s,β b0 where

Cs,β = b0b1 · · · bval(β)−1.
First assume that s1 is not truncated at its other endpoint γ. We want to prove that

the relation R2 is not in ρ. Since s1 is not truncated at either of its endpoints, there is
a relation of type one associated to s1, of the form R1 := qs1,βC

m(β)
s1,β

− qs1,γC
m(γ)
s1,γ ∈ ρ.

We have Cs1,β = b1 · · · bval(β)−1b0, and we let Cs1,γ = a0a1 · · · aval(γ)−1. Therefore R2 =
C

m(β)
s,β b0 = b0C

m(β)
s1,β

= q−1
s1,β

b0R1 + q−1
s1,β

qs1,γR3a1 · · · aval(γ)−1C
m(γ)−1
s1,γ , where R3 := b0a0 ∈ ρ

is a relation of type three. Therefore R2 ̸∈ ρ.
Conversely, assume that s1 is truncated at γ. Suppose that R2 ̸∈ ρ, so that we can

write R2 =
∑p
i=1 λiR

(i)
1 µi +

∑q
j=1 λ

′
jR

(j)
2 µ′

j +
∑r
k=1 λ

′′
kR

(k)
3 µ′′

k for some λi, λ′
j , λ

′′
k, µi, µ

′
j , µ

′′
k

in KQΓ and relations R(i)
1 , R

(j)
2 , R

(k)
3 of type one, two and three in ρ. We work in KQΓ,

which is graded by length.
The relation R2 is monomial, hence must occur in one of the summands. By definition,

the R(k)
3 are not subpaths of R2 (since the proper subpaths of R2 are all subpaths of some

Csi,β and R2 has length at least 3). Moreover, if λ′
jR

(j)
2 µ′

j = R2, then R(j)
2 is a product of

(some of) the arrows bℓ for 0 6 ℓ 6 val(β)−1, so that R(j)
2 must be a cyclic permutation of

R2 and hence equal to R2, a contradiction. Finally, if R2 is in the term λiR
(i)
1 µi, then R(i)

1
is a K-linear combination of Cm(β)

st,β
for some t, and another cycle that does not contain a

bℓ, and, for length reasons, we must have t = 0 or t = 1. But s0 = s and s1 are truncated
at α and γ respectively, so there are no relations of type one associated to these edges.
We have again a contradiction, and therefore conclude that R2 is in ρ. �

We start by describing all d-homogeneous Brauer graph algebras for d > 2.

Proposition 2.2. Let (Γ, o,m, q) be a quantized Brauer graph and let AΓ be the associated
Brauer graph algebra. Then AΓ is quadratic if and only if (Γ, o,m) is one of the following
Brauer graphs.

(1) Γ = A2 with m ≡ 1 and q ≡ 1.
(2) Γ = An with n > 2, all multiplicities equal to 1 except at the first and last vertices

which are equal to 2.
(3) Γ = An with n > 3, all multiplicities equal to 1 except at one end vertex which is equal

to 2.
(4) Γ = An with n > 4, m ≡ 1 and q ≡ 1.
(5) Γ = Ãn with n > 1 and m ≡ 1.
(6) Γ = · with m ≡ 1.
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Proof. Suppose that AΓ is quadratic. Let ρ ⊂ ρΓ be a minimal generating set for IΓ. If α
is a vertex in Γ such that val(α) > 2, then there is a relation of type one or type two of
length at least 3 in ρ. This contradicts the fact that AΓ is quadratic. Therefore val(α) 6 2
for all vertices α in Γ.

There are two cases to consider.

(i) We assume that there is a vertex α in Γ with val(α) = 1.
Then there is a unique edge s in Γ with endpoint α. Let β denote the other

endpoint of s. There are two subcases to consider here.
First suppose that edge s is truncated at α, that is, m(α) = 1. If val(β) = 1,

then, since Γ is connected, AΓ = K[x]/(xm(β)+1) which is quadratic if and only if
m(β) = 1. Thus Γ = A2 and m ≡ 1; this is (1). Note that we can assume that
q ≡ 1 since there are no relations of type one. On the other hand, if val(β) = 2,
then we have a relation of type two of length val(β)m(β) + 1 > 3 in IΓ associated
to the edge s incident with vertex β. This relation cannot be in ρ, so the successor
s1 of s at β is not truncated at its other endpoint γ, by Lemma 2.1. Hence we
have a relation of type one associated to s1, of length m(β) val(β) = m(γ) val(γ),
in ρ. Therefore m(β) val(β) = m(γ) val(γ) = 2. If val(γ) = 1 then m(γ) = 2 so
that Γ = A3 and the multiplicities are (1, 1, 2); this is part of (3). If val(γ) = 2,
then m(γ) = 1 and we continue, to get An with n > 4 and multiplicities either
(1, 1, . . . , 1, 1) or (1, 1, . . . , 1, 2) (the last edge can be truncated if n > 4). We have
thus obtained (3) and (4).

We may now assume that there are no truncated edges. Since the edge s is
not truncated at either of its endpoints α and β, we have a relation of type one
associated to s in ρ so that val(β)m(β) = 2 = val(α)m(α). Since val(α) = 1, we
have that m(α) = 2. Moreover, either val(β) = 1 in which case Γ is the graph A2

with m ≡ 2, or val(β) = 2, m(β) = 1 and we continue to get the graph An with
multiplicities (2, 1, 1, . . . , 1, 2). This gives (2).

(ii) We assume that all vertices have valency 2.
Let α be a vertex in Γ. Since val(α) = 2, there is either a loop, a double edge

or two single edges at α.
If there is a loop s at α, then, since Γ is connected, Γ is equal to α s .

Then there is a relation of type one associated to s so that val(α)m(α) = 2 and
therefore m(α) = 1. This is the graph of (6). If there is a double edge at α,
then a similar argument shows that m(α) = 1. If β is the other vertex of this
double edge, then we have val(β) > 2. However, all vertices in Γ have valency
at most 2, so that val(β) = 2. So Γ is α β with m ≡ 1, and we have the
graph Ã1 of (5). Finally, suppose there are two edges s and t which are incident
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with α. By assumption, neither s nor t is truncated, so that there is a relation of
type one associated to both s and t, and therefore val(α)m(α) = 2 and m(α) = 1.
Continuing this argument, shows that Γ = Ãn with n > 2 and m ≡ 1, which is
(5).

This gives all possible Brauer graphs (Γ, o,m, q). We now give the associated Brauer
graph algebras, which are all quadratic.

(1) AΓ = K[x]/(x2).
(2) AΓ = KQΓ/IΓ where QΓ is the quiver

1
a1

((
b0 :: 2

a2
((

ā1

hh 3
ā2

hh ··· n−2

an−2
++
n−1

ān−2

kk bn−1jj

and the ideal IΓ is generated by aiāi − āi−1ai−1, ai−1ai and āiāi−1 for 2 6 i 6 n− 2,
a1ā1 − b2

0, ān−2an−2 − qb2
n−1, b0a1, ā1b0, an−2bn−1 and bn−1ān−2 for some nonzero

q ∈ K. Note that we have scaled the arrows in the quiver so that the quantizing
function q is 1 except for one value which we have denoted by q; moreover, if q has a
square root in K, then we can replace q by 1 (see [9]).

(3) AΓ = KQΓ/IΓ where QΓ is the quiver

1
a1

((
2

a2
((

ā1

hh 3
ā2

hh ··· n−2

an−2
++
n−1

ān−2

kk bn−1jj

and the ideal IΓ is generated by aiāi − āi−1ai−1, ai−1ai and āiāi−1 for 2 6 i 6 n− 2,
ān−2an−2 − qb2

n−1, an−2bn−1 and bn−1ān−2 for some nonzero q ∈ K, which can be
replaced by 1 if q has a square root in K.

(4) AΓ = KQΓ/IΓ where QΓ is the quiver

1
a1

((
2

a2
((

ā1

hh 3
ā2

hh ··· n−2

an−2
++
n−1

ān−2

kk

and the ideal IΓ is generated by aiāi − āi−1ai−1, ai−1ai and āiāi−1 for 2 6 i 6 n− 2.
Note that we have scaled the arrows in the quiver so that q ≡ 1.

(5) AΓ = KQΓ/IΓ where QΓ is the quiver with n vertices and 2n arrows

·
a

��
ā

hh·

a ((

ā
ll

· a

��ā

[[

·

a ,,

·
ā

RR

·
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and the ideal IΓ is generated by aiai+1, āi−1āi−2 and aiāi − qiāi−1ai−1, for i =
0, . . . ,m − 1, with qi ∈ K, qi ̸= 0, where the subscripts are taken modulo n and
where ai denotes the arrow that goes from vertex i to vertex i+ 1 and āi denotes the
arrow that goes from vertex i+ 1 to vertex i. Again we can rescale the arrows so that
q is 1 at all but one place (see [8]).

(6) AΓ = K
[

· αccβ ;;
]
/(αβ − qβα, α2, β2) for some nonzero q ∈ K. �

We now turn to d-homogeneous algebras with d > 3.

Proposition 2.3. Let (Γ, o,m, q) be a quantized Brauer graph and let AΓ be the associated
Brauer graph algebra. Then AΓ is d-homogeneous with d > 3 if and only if Γ is a star with
n edges, for some n > 1, such that n divides d − 1, the multiplicity of the central vertex
is d−1

n and the other multiplicities are equal to 1. The algebra AΓ is uniquely determined
by (Γ, o,m); it is the symmetric Nakayama algebra whose quiver is a cycle of length n and
its ideal IΓ is generated by all paths of length d.

Proof. If AΓ is d-homogeneous, then there are no relations of type three, so the quiver QΓ

cannot contain distinct cycles at the same vertex. In terms of the graph Γ, this means
that all edges in Γ are truncated at exactly one vertex. Therefore Γ is a star in which
all the outer vertices have multiplicity 1. Let n be the number of edges in Γ and m the
multiplicity of the central vertex. The only relations in the algebra AΓ are of type two
and are of length nm + 1. Hence nm = d − 1. Finally, since AΓ is monomial, we may
assume that q ≡ 1. �

It is well-known that all the Brauer graph algebras in Proposition 2.2(1), (2), (5), (6)
and in Proposition 2.3 are d-Koszul (see for instance [8, 9, 21] and the references therein).
However, it is easy to verify that the algebras of Proposition 2.2(3) and (4) are not Koszul,
since the resolution of the simple module at the vertex 1 is not linear in either of these
cases. This gives the following result.

Theorem 2.4. Let (Γ, o,m, q) be a quantized Brauer graph and let AΓ be the associated
Brauer graph algebra. Then AΓ is Koszul if and only if it is quadratic and either Γ = A2

or Γ has no truncated edges. For d > 3, the Brauer graph algebra AΓ is d-Koszul if and
only if it is d-homogeneous.

Now, fix an integer d > 2. We describe the 2-d-homogeneous Brauer graph algebras.

Proposition 2.5. Let (Γ, o,m, q) be a quantized Brauer graph and let AΓ be the associated
Brauer graph algebra. Then AΓ is 2-d-homogeneous if and only if (Γ, o,m, q) satisfies one
of the following conditions.
(1) For all vertices α in Γ, we have m(α) val(α) = d.
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(2) Γ has a truncated edge, Γ ̸= A2, no two successors are truncated, and for every vertex
α in Γ we have m(α) val(α) ∈ {1, d}.

Proof. Note that there must be at least one edge in Γ that is not truncated at either of its
endpoints, otherwise we are in the situation of Proposition 2.2(1) or of Proposition 2.3,
and the algebra AΓ is quadratic or d-homogeneous. Let ρ ⊂ ρΓ be a minimal set of
generators for IΓ. The proof has two cases.

(i) First assume that there is an edge s in Γ that is truncated at the vertex α in Γ. Let
β be the other endpoint of s. If val(β) = 1, then we only have relations of type two
in ρ, all of the same length, so that AΓ is homogeneous, which gives a contradiction.

We may therefore assume that there is an edge t in Γ, incident with β and such that
t ̸= s. There is a relation of type two associated to s at β of length val(β)m(β)+1 > 3.
If t is the successor of s at β and if t is truncated at its other endpoint, then, by
Lemma 2.1, this relation of type two is in ρ, so that val(β)m(β) + 1 = d. However,
AΓ is not d-homogeneous so there must be a nontruncated edge u incident with β

so that val(β) > 3. Thus there is a relation of type one associated to u of length
val(β)m(β) = d − 1 so that we have d − 1 = 2, since AΓ is 2-d-homogeneous. But
val(β) > 3 so that we have a contradiction. This shows that no two successors are
truncated and none of the relations of type two are in ρ.

Therefore the successor t of s at β is not truncated, and there is a relation of
type one associated to t of length val(β)m(β) = val(γ)m(γ), where γ is the other
endpoint of t. Since AΓ is not quadratic, we must have val(β)m(β) = val(γ)m(γ) = d.
Continuing in this way, we see that every relation of type one must have length d

and we get (2). Moreover, if (2) is satisfied, then there are (quadratic) relations
of type three since there are at least two adjacent cycles Ct,β and Ct,γ in QΓ. Since
there are no relations of type two in ρ and all relations of type one are of length d,
it follows that AΓ is indeed 2-d-homogeneous.

(ii) Now assume that there are no truncated edges in Γ. Therefore there are no relations
of type two.

We suppose first that all vertices have valency at least 2. Then the relations of
type one have length 2 or d. More precisely, for any edge s with endpoints α and β,
we must have val(α)m(α) = val(β)m(β) ∈ {2, d}. Since Γ is connected and AΓ is not
quadratic, we must have val(α)m(α) = d for all vertices α, and we are in case (1).
Moreover, if all vertices α have valency at least 2 and val(α)m(α) = d, then there
are relations of type three so that AΓ is 2-d-homogeneous.

Finally, we consider the case where there is a vertex α with val(α) = 1. Let s
be the edge incident with α and let β be the other endpoint of s. Since s is not
truncated at either endpoint, we have m(α) > 1 and val(β)m(β) > 1. If val(β) = 1,
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then there are quadratic relations of type three, and a relation of type one associated
to s of length m(α) = m(β), and so m(α) = m(β) must equal d. Thus Γ = A2 with
multiplicity d at each vertex. It is easy to see that the corresponding algebra is 2-d-
homogeneous. On the other hand, if val(β) > 1, let t be another edge incident with
β. By assumption, the edge t is not truncated at its other endpoint γ. Then there
are quadratic relations of type three, a relation of type one associated to s of length
m(α) = val(β)m(β) and a relation of type one associated to t of length val(β)m(β) =
val(γ)m(γ). Therefore m(α) = val(β)m(β) = val(γ)m(γ) = d. Continuing in this
way, we have val(ε)m(ε) = d at every vertex ε in Γ, which completes (1). The
corresponding algebra is 2-d-homogeneous. �

We end this section with two corollaries which describe in more detail the 2-d-homogeneous
Brauer graph algebras AΓ in the cases where Γ is a star and where Γ is An.

Corollary 2.6. Suppose Γ is a star whose central vertex is α0 and the other vertices are
ordered cyclically α1, . . . , αn; set αn+1 = α1. Then the associated Brauer graph algebra is
2-d-homogeneous if and only if n divides d, the vertex α0 has multiplicity d

n , and for every
i with 1 6 i 6 n we have m(αi) ∈ {1, d} and m(αi)m(αi+1) ∈

{
d, d2}

.

Corollary 2.7. Suppose Γ = An. Then the associated generalized Brauer tree algebra is
2-d-homogeneous if and only if n > 3, d is even, the multiplicities of the first and last
vertex are in {1, d} with at least one of them equal to d if n = 3, and the multiplicities of
the other vertices are all equal to d

2 .

We now look more generally at the Ext algebra of a Brauer graph algebra. We will
return in Section 9 to 2-d-homogeneous Brauer graph algebras and the degrees in which
the Ext algebra is generated.

3. The Ext algebra and coverings

In this section, we use the covering theory for Brauer graphs which was developed
in [12] to simplify the calculation of the Ext algebra. We show that we may assume,
without any loss of generality, that our quantized Brauer graph (Γ, o,m, q) has m ≡ 1 and
contains no loops or multiple edges. We then discuss the quantizing function q, proving
in Proposition 3.2, that if the field K is algebraically closed and if the associated Brauer
graph algebra AΓ is length graded, then the number of generators of the Ext algebra
E(AΓ) and their degrees do not depend on q.

For a finite dimensional indecomposable algebra Λ = KQ/I defined by a finite quiver
Q and an admissible ideal I, let J be the ideal in KQ which is generated by the arrows of
Q and let r denote the Jacobson radical J/I of Λ. The Ext algebra (or cohomology ring)



THE EXT ALGEBRA OF A BRAUER GRAPH ALGEBRA 13

of Λ is given by

E(Λ) = Ext∗
Λ(Λ/r,Λ/r) = ⊕n>0 ExtnΛ(Λ/r,Λ/r)

with the Yoneda product. If the ideal I is generated by length homogeneous elements, then
the length grading of KQ induces a grading Λ = Λ0 ⊕ Λ1 ⊕ Λ2 ⊕ · · · , where Λ0 is the K-
space spanned by the vertices of Q. The graded Jacobson radical of Λ is r = Λ1 ⊕Λ2 ⊕· · · ,
and Λ0 ∼= Λ/r.

Let (Γ, o,m, q) be a quantized Brauer graph and let AΓ denote the associated Brauer
graph algebra. We recall the following definitions from [12]. For each α ∈ Γ0, we define
Zα to be the set Zα = {(s, t) | s, t ∈ Γ1, t is the successor of s at vertex α}. Let ZΓ be the
disjoint union

ZΓ =
•∪

α∈Γ0

Zα.

Let G be a finite abelian group. A set function W : ZΓ → G is called a successor weighting
of the Brauer graph (Γ, o,m, q). For α ∈ Γ0 we define the order of α, denoted ord(α), to be
the order in G of the element ωα =

∏
(s,t)∈Zα

W (s, t). A successor weighting W : ZΓ → G

of the Brauer graph (Γ, o,m, q) is called a Brauer weighting if ord(α) | m(α) for all α ∈ Γ0.
Let W : ZΓ → G be a Brauer weighting, and let AΓW

be the Brauer graph algebra asso-
ciated to the quantized Brauer covering graph (ΓW , oW ,mW , qW ). Let rAΓ (respectively,
rAΓW

) be the Jacobson radical of AΓ (respectively, AΓW
). By [12, Theorem 5.3], AΓW

is the covering algebra associated to a weight function W ∗ : (QΓ)1 → G. Hence the Ext
algebra Ext∗

AΓ(AΓ/rAΓ ,AΓ/rAΓ) is generated in degrees d1, . . . , ds if and only if the Ext
algebra Ext∗

AΓW
(AΓW

/rAΓW
,AΓW

/rAΓW
) is generated in degrees d1, . . . , ds. In fact, we

have the following well-known result.

Proposition 3.1. Keeping the notation above, the ring structure of Ext∗
AΓ(AΓ/rAΓ ,AΓ/rAΓ)

can be completely determined from the ring structure of Ext∗
AΓW

(AΓW
/rAΓW

,AΓW
/rAΓW

).

Proof. The G-grading on AΓ induced by the weight function W ∗ : (QΓ)1 → G induces
a G-grading on Ext∗

AΓ(AΓ/rAΓ ,AΓ/rAΓ) such that, if g ∈ G, and S and T are simple
AΓ-modules then

ExtnAΓ(S, T )g = ExtnGr(S, σ(g)T ),

where the right hand side is the graded Ext-group, S and T are viewed as graded mod-
ules with support in degree 1G, and σ is the shift functor. The graded Yoneda prod-
uct ExtnGr(T, σ(g)U) × ExtnGr(S, σ(h)T ) is defined in the usual way after noting that
ExtnGr(T, σ(g)U) ∼= ExtnGr(σ(h)T, σ(h)σ(g)U). Finally, using that the category of G-
graded AΓ-modules is equivalent to the category of AΓW

-modules we obtain the desired
result. �
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Now, in [12, Theorem 7.7], it was shown, for any quantized Brauer graph (Γ0, o0,m0, q0),
that there is a tower of quantized Brauer covering graphs (Γ0, o0,m0, q0), (Γ1, o1,m1, q1),
(Γ2, o2,m2, q2), (Γ3, o3,m3, q3) such that the topmost quantized Brauer covering graph
(Γ3, o3,m3, q3) has multiplicity function m3 identically one, and the graph Γ3 has no loops
or multiple edges.

Hence, with Proposition 3.1, we may assume that (Γ, o,m, q) is a quantized Brauer
graph with m ≡ 1 and with no loops or multiple edges.

We now consider the quantizing function q in the case where AΓ is length graded. It
is known that if the field is algebraically closed and if either the Brauer graph is a tree
or the Brauer graph algebra is symmetric, then we can always rescale the arrows so that
q ≡ 1. The next result shows that we may also assume that q ≡ 1 in the case where AΓ is
length graded, since the number of generators of the Ext algebra E(AΓ) and their degrees
do not depend on q.

We begin by introducing some additional notation. If edge t is the successor of edge s
in Γ at vertex α, we denote the corresponding arrow in QΓ from vertex vs to vertex vt

by a(s, t, α). In fact, this arrow is uniquely determined by s and t. For, suppose there
are vertices α and β in Γ such that a(s, t, α) and a(s, t, β) are arrows. Since there are no
loops in Γ, we have s ̸= t. If α ̸= β, then s and t are distinct edges with endpoints α and
β, contradicting the assumption that there are no multiple edges in Γ. Hence α = β. So
if edge t is the successor of edge s at vertex α in Γ, then the vertex α is unique. Thus we
denote the arrow in QΓ from vertex vs to vertex vt simply by a(s, t).

Proposition 3.2. Let K be an algebraically closed field and let (Γ, o,m, q) be a quantized
Brauer graph with m ≡ 1 and with no loops or multiple edges. Let AΓ be the associated
Brauer graph algebra. Suppose that AΓ is length graded. Then the number of generators
of ExtAΓ(AΓ/rAΓ ,AΓ/rAΓ) and their degrees do not depend on q.

Proof. Let (Γ, o,m) be a Brauer graph with m ≡ 1 and with no loops or multiple edges. We
may assume that Γ is not a star (A2 included) since the associated Brauer graph algebras
are all monomial and hence do not depend on a quantizing function q. Therefore there
exists an edge s with endpoints α and β such that v := val(α) > 1 and val(β) > 1.

Let A be the Brauer graph algebra associated to (Γ, o,m) with quantizing function
identically 1. We shall twist A by a graded algebra automorphism σ of A so that Aσ is the
Brauer graph algebra associated to the quantized Brauer graph (Γ, o,m, q) with q equal
to 1 except at (s, α) and (s, β), then use [7] to see that the Ext algebras of A and Aσ

have the same number of generators in the same degrees. This means that we will have
changed precisely one relation in the generating set for IΓ, namely Cs,α−Cs,β will become
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qs,αCs,α − qs,βCs,β or, to simplify notation, rCs,α − Cs,β where r = qs,αq
−1
s,β. None of the

other relations will change.
Recall that the product in Aσ is given by x · y = xσℓ(x)(y) where x and y are length

homogeneous elements in A and ℓ(x) is the length of x.
Let s = s0, s1, s2, . . . , sv−1 be the successor sequence of s at α, and let ai = a(si, si+1)

be the corresponding arrows in the quiver QΓ, for i = 0, 1, . . . , v − 1 (where sv = s). In
this notation, Cs,α = a0a1 · · · av−1. We shall define a graded algebra automorphism σ of A
by setting, for i = 0, 1, . . . , v− 1, σ(ai) = riai for some ri ∈ K\ {0} to be determined, and
fixing all other arrows and vertices in QΓ. Suppose we have such an automorphism σ. Then,
in Aσ, the cycle Cs,α becomes r1r

2
2 · · · rv−1

v−1a0a1 · · · av−1. The arrows a0, . . . , av−1 occur in
at most v relations of type one, involving the cyclic permutations of Cs,α. Therefore we
want

r1r
2
2 · · · rv−2

v−2r
v−1
v−1a0a1 · · · av−2av−1 = ra0a1 · · · av−2av−1

r2r
2
3 · · · rv−2

v−1r
v−1
0 a1a2 · · · av−1a0 = a1a2 · · · av−1a0

...

r0r
2
1 · · · rv−2

v−3r
v−1
v−2av−1a0a1 · · · av−2 = av−1a0a1 · · · av−2,

so we must solve the system

r1r
2
2 · · · rv−2

v−2r
v−1
v−1 = r

r2r
2
3 · · · rv−2

v−1r
v−1
0 = 1

...

r0r
2
1 · · · rv−2

v−3r
v−1
v−2 = 1.

If v = 2, the system is immediately solved: r1 = r and r0 = 1. If v = 3, it is easy to
see that r0 = r−2

1 , r2 = r4
1 and r9

1 = r so that choosing a 9-th root of r for r1 defines
σ. Now suppose that v > 3. Starting with the last equation, we can express r0 in terms
of r1, . . . , rv−2 and then rv−1 also in terms of r1, . . . , rv−2. At the next stage, rv−2 may
be written in terms of r1, . . . , rv−3, so that r0 and rv−1 may also be written in terms of
r1, . . . , rv−3. Continuing in this way, we see that r1, . . . , rv−2 must be equal up to v-th
roots of unity so that

r2 = ζ2r1, r3 = ζ3r1, . . . , rv−2 = ζv−2r1

for some v-th roots of unity ζ2, . . . , ζv−2. We then have r0 = ζ−3
2 · · · ζ−(v−1)

v−2 r
− (v+1)(v−2)

2
1 and

rv−1 = ζ2
2 · · · ζ(v−2)

v−2 r
(v+1)(v−2)− (v+2)(v−3)

2
1 . Therefore

r = r1r
2
2 · · · rv−1

v−1 = ζ2
2 · · · ζ(v−2)

v−2 (ζ2
2 · · · ζ(v−2)

v−2 )v−1r
φ(v)
1 = r

φ(v)
1
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where φ(v) = v2(v−1)
2 . Choosing a φ(v)-th root of r for r1 and ζ2 = · · · = ζv−2 = 1 defines

an automorphism σ as required. Note that φ(3) = 9, so that we have defined the same
automorphism σ in the case v = 3.

We now use [7], where the authors show that the Ext algebra of Aσ is obtained from the
Ext algebra of A by twisting (they consider a connected graded algebra, but the proof and
result are easily adapted to a quotient of a path algebra by a length homogeneous ideal).
Twisting does not change the number of generators of the Ext algebra or their degrees.

Proceeding in this way for each relation of type one, we see that the number of generators
of the Ext algebra and their degrees do not depend on q. �

As a corollary of the proof, we may relax the condition that K is algebraically closed.

Corollary 3.3. Let K be a field and let (Γ, o,m, q) be a quantized Brauer graph with m ≡ 1
and with no loops or multiple edges. Let AΓ be the associated Brauer graph algebra. We
assume that one of the following conditions holds:

(i) the valency of every vertex in Γ is at most two, or
(ii) there is an integer k such that the valency of every vertex in Γ is either 1 or k and

the field K contains a root of the polynomial Xk2(k−1)/2 − r for any r ∈ K.

Then the number of generators of ExtAΓ(AΓ/rAΓ ,AΓ/rAΓ) and their degrees do not depend
on q.

Proof. In both cases, the ideal IΓ is length homogeneous, and hence AΓ is length graded.
It then follows from the proof of Proposition 3.2 that the result holds. �

From now on, we assume that q ≡ 1, and write (Γ, o,m) for a Brauer graph with q ≡ 1.
We assume that (Γ, o,m) is a Brauer graph with no loops or multiple edges and m ≡ 1.
The next sections describe the structure of certain classes of modules of a Brauer graph
algebra.

4. Structure of indecomposable modules

Let (Γ, o,m) be a Brauer graph with no loops or multiple edges and m ≡ 1. Let AΓ

denote the associated Brauer graph algebra. We assume q ≡ 1. The following result is used
in Sections 5 and 6 where we determine the structure of uniserial and string AΓ-modules.

Proposition 4.1. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple
edges and let AΓ denote the associated Brauer graph algebra. Let S and T be simple
AΓ-modules associated to the edges s and t in Γ.

(1) If S ̸∼= T , then dimK(HomAΓ(PS , PT )) 6 1.
(2) If S ∼= T , then dimK(HomAΓ(PS , PT )) = 2.
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(3) We have that dimK(HomAΓ(PS , PT )) = 1 if, and only if, S ̸∼= T and there is a
uniserial module with top S and socle T . In this case, the uniserial module is unique
up to isomorphism.

Proof. (1) Suppose that S ̸∼= T and assume for contradiction that dimK(HomAΓ(PS , PT )) >
2. Denote the endpoints of edge t in Γ by α and β. By our no loops assumption,
α ̸= β. Since AΓ is a special biserial selfinjective algebra, rad(PT )/Soc(PT ) is ei-
ther a uniserial module U or a direct sum of two uniserial modules L1 ⊕ L2. Since
dimK(HomAΓ(PS , PT )) > 2 and Soc(PT ) = T , the simple S occurs at least twice as a
composition factor of rad(PT )/ Soc(PT ). If S occurs as a composition factor of either
U or one of the Li’s at least two times, then either m(α) > 2, m(β) > 2 or s is a loop,
which all contradict our hypothesis. On the other hand, suppose that S occurs as a
composition factor of both L1 and L2. Then s occurs in the successor sequences of t
at both vertices α and β. Hence, s also has endpoints α and β. But then s and t are
distinct edges between α and β, which contradicts the hypothesis that there are no
multiple edges. Thus dimK(HomAΓ(PS , PT )) 6 1.

(2) This is proved by a similar argument to that in (1).
(3) First assume that S ̸∼= T and there is a uniserial module V having top S and so-

cle T . Then V embeds in the injective module PT . Hence S must be a compo-
sition factor of PT . Then dimK(HomAΓ(PS , PT )) = 1 by (1). Next suppose that
dimK(HomAΓ(PS , PT )) = 1. By (2), S ̸∼= T . If PT is uniserial, then it follows that
there is a uniserial submodule of PT with top S and socle T since S is a composition
factor of PT . Otherwise, we may suppose that rad(PT )/ Soc(PT ) = L1 ⊕ L2, and, by
assumption, S is a composition factor of exactly one of L1 or L2. So suppose that
S is a composition factor of L1 and g is the composition of the canonical surjections
rad(PT ) → rad(PT )/T and rad(PT )/T → L1. Let V = g−1(L1). Then V is a uniserial
submodule of PT having S as a composition factor. Hence, there is a uniserial module
with top S and socle T .

It remains to show that if V1 and V2 are uniserial modules with top S and socle T ,
then V1 ∼= V2. Note that V1 and V2 both embed in PT . If V1 ̸∼= V2 then S would occur
at least twice as a composition factor of PT , contradicting (1). This completes the
proof.

�

Corollary 4.2. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple edges
and let AΓ denote the associated Brauer graph algebra. Let S and T be simple AΓ-modules
associated to the edges s and t in Γ. Then we have the following.

(1) If f, g : PS → rad(PT ) are nonzero morphisms, then Im(f) = Im(g).
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(2) There are only a finite number of submodules of an indecomposable projective AΓ-
module.

(3) A submodule M of an indecomposable projective AΓ-module is determined by the sim-
ple AΓ-modules occurring in the top of M .

(4) There are only a finite number of quotient modules of an indecomposable projective
AΓ-module.

Proof. We see that (1) follows from Proposition 4.1(1) and (2).
To show (2) and (3), let PT be an indecomposable projective AΓ-module and let M be a

nonprojective, nonsimple submodule of PT . Then we have an inclusion f : M → PT . If PS
is an indecomposable projective AΓ-module and g : PS → M is a module homomorphism
such that the induced map ḡ : PS → M/ radM is nonzero, then there is a nonzero map
h = f ◦ g : PS → rad(PT ). By (1), Im(h) is unique. Now PT is either uniserial or biserial.
If PT is uniserial, then M = Im(h) and, by Proposition 4.1, both (2) and (3) follow.

Now suppose that PT is biserial with rad(PT )/Soc(PT ) = L1 ⊕ L2. By Proposi-
tion 4.1(1), we see Im(h)/ Soc(PT ) ⊆ L1 or Im(h)/Soc(PT ) ⊆ L2. Assume, without loss
of generality, that Im(h)/Soc(PT ) ⊆ L1. If M/ Soc(PT ) ⊆ L1 then M = Im(h) and there
are only a finite number of such submodules M . So suppose that M/ Soc(PT ) ̸⊆ L1 so
that M ̸= Im(h). Note that M/ Soc(PT ) ̸⊆ L2. Then, since rad(PT )/Soc(PT ) = L1 ⊕ L2,
we have M/ radM ∼= S ⊕ S′, for some simple AΓ-module S′. By Proposition 4.1(1) and
(2), S ̸∼= S′. Defining h′ : PS′ → PT in a similar fashion to the definition of h, we see that
Im(h′)/Soc(PT ) ⊆ L2 and M/ Soc(PT ) = Im(h)/Soc(PT ) ⊕ Im(h′)/Soc(PT ). Parts (2)
and (3) now follow.

The proof of (4) follows from (2). �

Let S be the simple AΓ-module associated to the edge s in Γ. We remarked at the end
of Section 1 that PS is uniserial if and only if s is a truncated edge. The next result is
more specific on the structure of the indecomposable projective AΓ-modules, in the case
where m ≡ 1 and Γ has no loops or multiple edges; its proof is straightforward and we
leave it to the reader.

Lemma 4.3. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple edges
and let AΓ denote the associated Brauer graph algebra. Assume S is a simple AΓ-module
such that PS is biserial and U is a simple AΓ-module such that PU is uniserial. If s is the
edge in Γ associated to S and s has endpoints α and β, then let s = s0, s1, s2, . . . , sm−1

and s = t0, t1, t2, . . . , tn−1 be the successor sequences for s at vertices α and β respectively.
Let Si (resp. Ti) be the simple AΓ-module associated to the edge si (resp. ti). If u is
the edge in Γ associated to U and u has endpoints α′ and β′ with u truncated at β′, then
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let u = u0, u1, u2, . . . , up−1 be the successor sequence for u at α′. Let Ui be the simple
AΓ-module associated to the edge ui.

(1) The composition factors of PS are {S, S1, . . . , Sm−1, T1, . . . , Tn−1, S}.
(2) The composition factors of PU are {U,U1, . . . , Up−1, U}.
(3) For i = 1, . . . ,m− 1 and j = 1, . . . , n− 1, Si ̸∼= Tj.
(4) For 0 6 i < j 6 m− 1, Si ̸∼= Sj.
(5) For 0 6 i < j 6 n− 1, Ti ̸∼= Tj.
(6) For 0 6 i < j 6 p− 1, Ui ̸∼= Uj.

5. Structure of uniserial modules

In this section we describe the structure of the uniserial modules of a Brauer graph
algebra.

Proposition 5.1. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multi-
ple edges and let AΓ denote the associated Brauer graph algebra. Assume S is a sim-
ple AΓ-module such that PS is biserial and U is a simple AΓ-module such that PU is
uniserial. If s is the edge in Γ associated to S and s has endpoints α and β, then let
s = s0, s1, s2, . . . , sm−1 and s = t0, t1, t2, . . . , tn−1 be the successor sequences for s at ver-
tices α and β respectively. Let Si (resp. Ti) be the simple AΓ-module associated to the
edge si (resp. ti) and Sm = Tn = S. If u is the edge in Γ associated to U and u has
endpoints α′ and β′ with u truncated at β′, then let u = u0, u1, u2, . . . , up−1 be the succes-
sor sequence for u at α′. Let Ui be the simple AΓ-module associated to the edge ui and
Up = U0 = U . Let L be a nonzero uniserial AΓ-module with composition series for L,
(0) = Lk+1 ⊂ Lk ⊂ · · · ⊂ L1 ⊂ L0 = L.

(1) If the socle of L is isomorphic to S, then either 0 6 k 6 m− 1 and, for j = 0, . . . , k,
Lj/Lj+1 ∼= Sm−k+j or 0 6 k 6 n− 1 and, for j = 0, . . . , k, Lj/Lj+1 ∼= Tn−k+j.

(2) If the socle of L is isomorphic to U , then 0 6 k 6 p and j = 0, . . . , k, Lj/Lj+1 ∼=
Up−k+j.

Proof. We prove (1) and leave (2) to the reader. If L is a simple module, then L ∼= S = Sm,
and taking k = 0 we see that (1) follows. Now assume that L is a nonsimple uniserial
module with socle S. It follows that L is isomorphic to a submodule of PS since PS is the
injective envelope of S. Since m ≡ 1 and Γ has no loops or multiple edges, rad(PS) is the
sum of two uniserial modules X and Y such that

(i) X ∩ Y = Soc(PS),
(ii) if 0 = Xm ⊂ Xm−1 ⊂ · · · ⊂ X0 = X is the composition series for X, then, for

j = 0, . . . ,m− 1, Xj/Xj+1 ∼= Sj+1,
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(iii) if 0 = Yn ⊂ Yn−1 ⊂ · · · ⊂ Y0 = Y is the composition series for Y , then, for
j = 0, . . . , n− 1, Yj/Yj+1 ∼= Tj+1.

By Corollary 4.2(3) and Lemma 4.3(5), the uniserial module L must be isomorphic to a
submodule of either X or Y and the result follows. �

An immediate consequence of the above result is the following.

Corollary 5.2. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple edges
and let AΓ denote the associated Brauer graph algebra. If L and L′ are two nonsimple,
nonprojective uniserial AΓ-modules such that Soc(L) ∼= Soc(L′) and Top(L) ∼= Top(L′),
then L ∼= L′.

6. Structure of string modules

Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple edges and let AΓ

denote the associated Brauer graph algebra. We now classify the string modules for AΓ and
begin with uniserial modules. Let L be a (nonzero) uniserial AΓ-module. There are 3 cases
to consider. The first case is that L is a projective-injective module. There is no special
notation for this case. The second case is that L is isomorphic to a simple AΓ-module, S.
Let s be the edge in Γ associated to S. In this case, we denote L (up to isomorphism)
by str(s+), where str(s+) ∼= S. The final case is that L is a nonsimple nonprojective
uniserial module with top T and socle S. Let s and t be the edges in Γ associated to the
simple modules S and T respectively. By Corollary 5.2, T and S completely determine L
up to isomorphism. We denote L by either str(t+, s−) or str(s−, t+).

If s and t are edges in Γ, and the successor sequence for s at vertex α is s = s0, s1, . . . , sm−1,
then we say t occurs in the successor sequence for s at vertex α if α is a nontruncated
endpoint of s and t = si, for some 1 6 i 6 m − 1. Clearly t occurs in the successor
sequence for s at vertex α if and only if s occurs in the successor sequence for t at vertex
α. Note also that t cannot occur in the successor sequence for s at both endpoints α and
β, for otherwise α = β which contradicts the assumption that there are no loops in Γ. Let
S and T be the simple AΓ-modules associated to s and t respectively. By Proposition 5.1
and its proof, we see that there is a uniserial module L, unique up to isomorphism, with
top T and socle S, if and only if s = t or t occurs in the successor sequence for s at some
vertex α.

Thus, summarizing the description of uniserial string modules, we have the projective-
injective uniserial modules, the simple modules str(s+), and the modules of the form
str(t+, s−) where t occurs in the successor sequence for s at some vertex α.

We now describe the nonuniserial string modules for AΓ in terms of sequences of
weighted edges in the Brauer graph Γ.
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Definition 6.1. For n > 2, let ŝ1, . . . , ŝn be edges in Γ. We assign either + or − to
each edge ŝi and denote this assignment by either ŝ+

i or ŝ−
i . Consider the sequence

σ = ŝe1
1 , ŝ

e2
2 , . . . , ŝ

en
n , where ei ∈ {+,−} for i = 1, . . . , n. We say σ is an acceptable

sequence of weighted edges if the following hold.

(ST1) For i = 1, . . . , n− 1, ei ̸= ei+1.
(ST2) For i = 1, . . . , n− 1, there is αi ∈ Γ0 such that ŝi and ŝi+1 belong to Γ(αi)

1 .
(ST3) For i = 1, . . . , n− 1, ŝi ̸= ŝi+1.
(ST4) For i = 1, . . . , n− 2, αi ̸= αi+1.

Conditions (ST2) and (ST3) combined mean that for i = 1, . . . , n−1, there are vertices
αi in Γ, such that ŝi+1 occurs in the successor sequence for ŝi at vertex αi.

We note that, for i = 1, . . . , n− 1, the vertex αi is uniquely determined by ŝi and ŝi+1

by our assumption that Γ has no loops or multiple edges. We use the notation ŝ in order
to distinguish acceptable sequences and successor sequences, but it may happen that ŝi+1

is in fact the successor of ŝi at one of its vertices.
The following result is straightforward and the proof is left to the reader.

Lemma 6.2. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple edges
and suppose that σ = ŝe1

1 , ŝ
e2
2 , . . . , ŝ

en
n is an acceptable sequence of weighted edges in Γ with

n > 2. Then

(1) ŝen
n , ŝ

en−1
n−1 , . . . , ŝ

e1
1 is an acceptable sequence of weighted edges in Γ,

(2) ŝe1
1 , ŝ

e2
2 , . . . , ŝ

ei
i is an acceptable sequence of weighted edges in Γ, for i = 2, . . . , n, and,

(3) for i = 1, . . . , n, if e∗
i = + when ei = −, and e∗

i = − when ei = +, then ŝe
∗
1

1 , ŝ
e∗

2
2 , . . . , ŝ

e∗
n
n

is an acceptable sequence of weighted edges in Γ.

Suppose that σ = ŝe1
1 , ŝ

e2
2 , · · · , ŝen

n is an acceptable sequence of weighted edges in Γ.
For i = 1, . . . , n, let Ŝi be the simple AΓ-module associated to the edge ŝi. We define
str(σ) inductively such that the top of str(σ) is ⊕{i | ei=+}Ŝi and the socle of str(σ) is
⊕{i | ei=−}Ŝi. We say str(σ) satisfies the top and socle condition.

Definition 6.3. Let σ = ŝe1
1 , ŝ

e2
2 , . . . , ŝ

en
n be an acceptable sequence of weighted edges in

Γ, and let n > 2. For n = 2, str(ŝe1
1 , ŝ

e2
2 ) was defined above, and clearly satisfies the top

and socle condition.
Assume n > 3 and suppose we have defined str(ŝe1

1 , ŝ
e2
2 , . . . , ŝ

en−1
n−1 ) satisfying the top

and socle condition. There are two cases: en−1 = − and en−1 = +.

(i) Suppose en−1 = −, so that en = +. We set

str(σ) = coker(µ : Ŝn−1 → str(ŝe1
1 , . . . , ŝ

en−2
n−2 , ŝ

−
n−1) ⊕ str(ŝ−

n−1, ŝ
+
n )),
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where µ is induced from the map on socles given by{
Ŝn−1 → (Ŝ2 ⊕ Ŝ4 ⊕ · · · ⊕ Ŝn−1) ⊕ Ŝn−1 with x 7→ ((0, . . . , 0, x), x) if n is odd
Ŝn−1 → (Ŝ1 ⊕ Ŝ3 ⊕ · · · ⊕ Ŝn−1) ⊕ Ŝn−1 with x 7→ ((0, . . . , 0, x), x) if n is even.

(ii) Now suppose that en−1 = +. Then en = −. We define str(σ) to be the kernel of the
composition

str(ŝe1
1 , . . . , ŝ

en−2
n−2 , ŝ

+
n−1) ⊕ str(ŝ+

n−1, ŝ
−
n ) → (⊕{i | ei=+,16i6n−1}Ŝi) ⊕ Ŝn−1

ν→ Ŝn−1,

where the first map is given by canonical surjection onto the tops of str(ŝe1
1 , . . . , ŝ

en−1
n−1 )

and str(ŝen−1
n−1 , ŝ

en
n ) and ν is given by{

((y2, y4, . . . , yn−1), y′
n−1) 7→ yn−1 − y′

n−1 if n is odd
((y1, y3, . . . , yn−1), y′

n−1) 7→ yn−1 − y′
n−1 if n is even,

where yi ∈ Ŝi and y′
n−1 ∈ Ŝn−1.

The reader may check that the top and socle condition is satisfied by str(σ) in all cases.
The next proposition gives an alternative definition for str(σ).

Proposition 6.4. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or mul-
tiple edges and let AΓ denote the associated Brauer graph algebra. Suppose that σ =
ŝe1

1 , ŝ
e2
2 , . . . , ŝ

en
n is an acceptable sequence of weighted edges in Γ with n > 3 and let Ŝi be

the simple AΓ-module associated to ŝi. Let 2 6 k 6 n− 1.
(1) If ek = −, then we set

X = coker(µ : Ŝk → str(ŝe1
1 , . . . , ŝ

ek
k ) ⊕ str(ŝek

k , . . . , ŝ
en
n )),

where µ is induced from the map on socles given by
Ŝk → (Ŝ2 ⊕ Ŝ4 ⊕ · · · ⊕ Ŝk) ⊕ (Ŝk ⊕ Ŝk+2 ⊕ · · · )

with x 7→ ((0, . . . , 0, x), (x, 0, . . . , 0)) if k is even
Ŝk → (Ŝ1 ⊕ Ŝ3 ⊕ · · · ⊕ Ŝk) ⊕ (Ŝk ⊕ Ŝk+2 ⊕ · · · )

with x 7→ ((0, . . . , 0, x), (x, 0, . . . , 0)) if k is odd.
(2) If ek = +, then we set X to be the kernel of the composition of canonical surjections

onto tops

str(ŝe1
1 , . . . , ŝ

ek
k ) ⊕ str(ŝek

k , . . . , ŝ
en
n ) → (⊕{ei=+,16i6k}Ŝi) ⊕ (⊕{ei=+,k6i6n}Ŝi)

with
ν : (⊕{ei=+,16i6k}Ŝi) ⊕ (⊕{ei=+,k6i6n}Ŝi)→Ŝk,

where ν is given by{
((y2, y4, . . . , yk), (y′

k, yk+2, . . . )) 7→ yk − y′
k if k is even

((y1, y3, . . . , yk), (y′
k, yk+2, . . . )) 7→ yk − y′

k if k is odd,

with yi ∈ Ŝi and y′
k ∈ Ŝk.
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Then str(σ) ∼= X.

Proof. We proceed by induction on n. For n = 3, k must be 2 = n−1 and the result follows
from the definition of str(σ). Now assume the result is true for all m, 3 6 m 6 n− 1. Fix
2 6 k 6 n − 1. If k = n − 1, then the result again follows from the definition of str(σ).
Assume k < n− 1. There are many cases to consider: ek equal to + or −, k even or odd,
and n even or odd. The cases all have similar proofs. We prove one case and leave the
others to the reader.

The case we prove is for n even, k even, and ek = +. Note that we then have, for i odd,
ei = − and, for i even, ei = +. For ease of notation, we set Z1 = str(ŝ−

1 , . . . , ŝ
−
n−1), Z2 =

str(ŝ−
n−1, ŝ

+
n ), U1 = str(ŝ−

1 , . . . , ŝ
+
k ), U2 = str(ŝ+

k , . . . , ŝ
+
n ), and V1 = str(ŝ+

k , . . . , ŝ
−
n−1).

From the definition of str(σ), we have a short exact sequence of AΓ-modules

0 → Ŝn−1
µ→ Z1 ⊕ Z2 → str(σ) → 0.

By induction, we have a short exact sequence

0 → Z1
g→ U1 ⊕ V1

h→ Ŝk → 0.

From this short exact sequence we obtain

0 → Z1 ⊕ Z2

(
g 0
0 IdZ2

)
−→ (U1 ⊕ V1) ⊕ Z2 → Ŝk ⊕ 0 → 0.

Also by induction, we have a short exact sequence

0 → Ŝn−1 → V1 ⊕ Z2
ϕ→ U2 → 0.

From this short exact sequence we obtain

0 → 0 ⊕ Ŝn−1 → U1 ⊕ (V1 ⊕ Z2)

(
IdU1 0

0 ϕ

)
−→ U1 ⊕ U2 → 0.
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Using the above sequences and that U1 ⊕ V1 ⊕ Z2 = (U1 ⊕ V1) ⊕ Z2 = U1 ⊕ (V1 ⊕ Z2),
we obtain an exact commutative diagram:

0

��

0

��
0 // Ŝn−1

µ //

∼=
��

Z1 ⊕ Z2 //(
g 0
0 IdZ2

)
��

str(σ) //

��

0

0 // 0 ⊕ Ŝn−1 // U1 ⊕ V1 ⊕ Z2

(
IdU1 0

0 ϕ

)
//(

h

0

)
��

U1 ⊕ U2 //

��

0

Ŝk ⊕ 0
∼= //

��

Ŝk

��
0 0

The reader may check that the exact sequence that appears as the last column in the
diagram above proves that X ∼= str(σ) in this case. �

Corollary 6.5. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple edges
and let AΓ denote the associated Brauer graph algebra. Suppose that σ = ŝe1

1 , ŝ
e2
2 , . . . , ŝ

en
n

is an acceptable sequence of weighted edges in Γ with n > 2. Then τ = ŝen
n , ŝ

en−1
n−1 , . . . , ŝ

e1
1

is also an acceptable sequence of weighted edges in Γ and

str(σ) ∼= str(τ).

Proof. By Lemma 6.2(1), τ is an acceptable sequence of weighted edges in Γ. For n = 2,
the result follows from the definitions. If n > 3, taking k = 2 in Proposition 6.4, and
induction yields the result. �

By Corollary 6.5, we see that there are 3 types of string modules over AΓ. Suppose
σ = ŝe1

1 , . . . , ŝ
en
n is an acceptable sequence of weighted edges in Γ. We say that str(σ) is

a positive string module if e1 = + = en, a negative string module if e1 = − = en, and
a mixed string module if e1 ̸= en. We will see that the positive string modules play an
important role in the cohomology theory of AΓ.

7. Syzygies and resolutions in a Brauer graph algebra with no truncated
edges

In this section we assume that (Γ, o,m) with m ≡ 1 is a Brauer graph with no loops or
multiple edges, and let AΓ denote the associated Brauer graph algebra. The main result
here is Theorem 7.4, where we give a minimal projective resolution of a simple AΓ-module,
in the case where Γ has no truncated edges.
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We begin by fixing a nontruncated edge s in Γ with endpoints α and β. Since m ≡ 1,
both α and β have valency at least 2. Let edge s′ be in the successor sequence of s at
vertex α. We say edge s′′ follows (s′, s) if s′′ is the successor of s at vertex β. The following
diagram illustrates this definition:

◦ ◦
s′′

<<
<<

<<
<<

◦

��
��
��
��

◦ α◦ s β
◦

◦

s′
��������

◦

<<<<<<<<
◦

<<<<<<<<

As in Section 6, if e = +, we let e∗ = −, and if e = −, we let e∗ = +. We are now in a
position to describe the first syzygy of a positive string module. For this, we introduce the
following notational conventions. The string module str(s+, t−, u+) will be schematically
represented by

S U

T

For a nontruncated edge s, the indecomposable projective AΓ-module with top S will be
schematically represented by

S

T U

S

where the edge t in Γ is in the successor sequence for s at one endpoint of s, and the edge
u is in the successor sequence for s at the other endpoint of s. If a solid line

S

T

appears, then that signifies that not only is t in the successor sequence of s at some vertex
of Γ, but t is the successor of s at that vertex.

Proposition 7.1. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple
edges, and let AΓ denote the associated Brauer graph algebra. Suppose that M = str(σ)
is a positive string module, where σ = ŝe1

1 , . . . , ŝ
en
n is an acceptable sequence of weighted
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edges in Γ, and n > 3. Suppose also, for each i with ei = +, that ŝi is a nontruncated
edge. Then the first syzygy of M is isomorphic to the positive string module str(τ), where

τ = ŝe1
0 , ŝ

e∗
1

1 , . . . , ŝ
e∗

n
n , ŝ

en
n+1,

and where ŝ0 follows (ŝ2, ŝ1) and ŝn+1 follows (ŝn−1, ŝn).

Proof. Since str(σ) is a positive string module, n is an odd integer, say n = 2m + 1. By
assumption, m > 1. The projective cover of M is PŜ1

⊕ PŜ3
⊕ · · · ⊕ PŜ2m+1

and the socle
of M is given by Ŝ2 ⊕ Ŝ4 ⊕ · · · ⊕ Ŝ2m. Thus M structurally looks like:

Ŝ1 Ŝ3 · · · Ŝn

Ŝ2 Ŝ4 Ŝn−1

Since ŝ1, ŝ3, . . . , ŝ2m+1 are all nontruncated edges, the corresponding indecomposable pro-
jectives PŜ1

, PŜ3
, . . . , PŜ2m+1

are biserial. Thus, from the definition of ‘follows’, PŜ1
⊕PŜ3

⊕
· · · ⊕ PŜ2m+1

looks like:

Ŝ1

~~
~~
~~
~~

Ŝ3 Ŝn

CC
CC

CC
CC

Ŝ0 Ŝ2 ⊕ Ŝ2 Ŝ4⊕ · · · ⊕Ŝn−1 Ŝn+1

Ŝ1 Ŝ3 Ŝn

From these diagrams, the reader can easily provide the remaining details of the proof. �

We assume for the rest of this section that Γ contains no truncated edges.

To describe projective resolutions of simple AΓ-modules, we will need further notation.
For s an edge in Γ, we represent the simple AΓ-module S by vs(AΓ/r), where vs is the
vertex in QΓ associated to the edge s. Here we are viewing vs as the idempotent in AΓ

corresponding to the edge s in Γ. We also set the projective AΓ-module PS to be vs(AΓ).
Let ŝ0 be an edge in Γ. We now present a minimal projective AΓ-resolution of the

simple module vŝ0(AΓ/r),

(Q•, f•) : · · · → Q2 f2
→ Q1 f1

→ Q0 f0
→ vŝ0(AΓ/r) → 0.

We see that Q0 = vŝ0(AΓ) with f0 being the canonical surjection and the first syzygy
is str(ŝ+

−1, ŝ
−
0 , ŝ

+
1 ), where ŝ−1 and ŝ1 are the successors of ŝ0 at its endpoints. Applying

Proposition 7.1 repeatedly, we see that, if n is odd, then the n-th syzygy of vŝ0(AΓ/r) is

Ωn
AΓ(vŝ0(AΓ/r)) = str(ŝ+

−n, ŝ
−
−n+1, ŝ

+
−n+2, . . . , ŝ

+
−1, ŝ

−
0 , ŝ

+
1 , . . . , ŝ

−
n−1, ŝ

+
n ),
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and, if n is even, then the n-th syzygy of vŝ0(AΓ/r) is

Ωn
AΓ(vŝ0(AΓ/r)) = str(ŝ+

−n, ŝ
−
−n+1, ŝ

+
−n+2, . . . , ŝ

−
−1, ŝ

+
0 , ŝ

−
1 , . . . , ŝ

−
n−1, ŝ

+
n ),

where, for i = 2, . . . , n, ŝ−i follows (ŝ−i+2, ŝ−i+1), and ŝi follows (ŝi−2, ŝi−1). From this
we obtain the next result.

Proposition 7.2. Keeping the above notation, let Qn be the n-th projective in a minimal
projective AΓ-resolution of the simple module vŝ0(AΓ/r), and let n > 0. If n is odd,

Qn = PŜ−n
⊕ PŜ−n+2

⊕ · · · ⊕ PŜ−1
⊕ PŜ1

⊕ · · · ⊕ PŜn−2
⊕ PŜn

,

and, if n is even,

Qn = PŜ−n
⊕ PŜ−n+2

⊕ · · · ⊕ PŜ−2
⊕ PŜ0

⊕ PŜ2
⊕ · · · ⊕ PŜn−2

⊕ PŜn
,

where, ŝ−1 and ŝ1 are the successors of ŝ0 at its endpoints, and, for i = 2, . . . , n, ŝ−i

follows (ŝ−i+2, ŝ−i+1), and ŝi follows (ŝi−2, ŝi−1).

It remains to describe the maps fn in the projective resolution. We recall from Section 3
that, if edge t is the successor of edge s in Γ at vertex α, then we denote the corresponding
arrow in QΓ from vertex vs to vertex vt by a(s, t), since there are no loops or multiple edges
in Γ. Suppose that s = s0, s1, s2, . . . , sn−1 is the successor sequence for s at the vertex α
in Γ, and set sn = s0. If 1 6 k 6 n−1, we denote the path a(s0, s1)a(s1, s2) · · · a(sk−1, sk),
from vs0 to vsk

in QΓ, by p(s0, sk). Note that our assumptions on Γ show that p(s0, sk) is
well-defined.

Lemma 7.3. Suppose that s is an edge in Γ with endpoints α and β and that s =
s0, s1, . . . , sn−1 is the successor sequence for s at α. Let sn = s0 since s0 is the successor
of sn−1. Assume that t is in the successor sequence of s at β.
(1) If 0 6 i < j < k 6 n, then p(si, sj)p(sj , sk) = p(si, sk) ̸= 0.
(2) If 1 6 i 6 n, then p(t, s0)p(s0, si) = 0.
(3) If 0 6 i 6 n− 1, then p(si, sn)p(s0, t) = 0.

Proof. To prove (1), we note that p(si, sj) = a(si, si+1) · · · a(sj−1, sj) and p(sj , sk) =
a(sj , sj+1) · · · a(sk−1, sk). Hence p(si, sj)p(sj , sk) = p(si, sk). That p(si, sk) ̸= 0 follows
from the relations defining IΓ and the fact that p(si, sk) is a factor of Cs,α.

The other parts follow from the relations defining IΓ, and the fact that p(s0, si) and
p(si, sn) are associated to the successor sequence for s at vertex α, whereas the paths
p(t, s0) and p(s0, t) are associated to the successor sequence for s at vertex β. �

We are now in a position to define the maps fn : Qn → Qn−1, for n > 0. The map
f0 : vŝ0(AΓ) → vŝ0(AΓ/r) is the canonical surjection. Recall that, for each edge s ∈
Γ, we are setting PS = vs(AΓ). Using our description of the projective module Qn in
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Proposition 7.2, for n > 1, we write Qn as an (n + 1) × 1 column vector. Then fn

will be given as an n × (n + 1) matrix with the (i, j)-th entry in vŝ−n+2i−1(AΓ)vŝ−n+2j−2 ,
representing a map from PŜ−n+2j−2

= vŝ−n+2j−2(AΓ) to PŜ−n+2i−1
= vŝ−n+2i−1(AΓ).

The map f1 : Q1 → Q0 is given by the 1 × 2 matrix(
p(ŝ0, ŝ−1) p(ŝ0, ŝ1)

)
,

where ŝ−1 and ŝ1 are the successors of ŝ0 at its endpoints, so that p(ŝ0, ŝ−1) = a(ŝ0, ŝ−1)
and p(ŝ0, ŝ1) = a(ŝ0, ŝ1).

For n > 2, fn is given by the matrix
(−1)n−1p(ŝ−n+1, ŝ−n) p(ŝ−n+1, ŝ−n+2) 0 · · · 0 0

0 (−1)n−1p(ŝ−n+3, ŝ−n+2) p(ŝ−n+3, ŝ−n+4) 0 0
0 0 (−1)n−1p(ŝ−n+5, ŝ−n+4) · · · 0 0
0 0 0 0 0
...

...
...

...
...

p(ŝn−3, ŝn−2) 0
0 0 0 · · · (−1)n−1p(ŝn−1, ŝn−2) p(ŝn−1, ŝn)

 .

We now come to the main result of this section, which shows that we have indeed
described a minimal projective AΓ-resolution of the simple module vŝ0(AΓ/r).

Theorem 7.4. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple edges
and no truncated edges, and let AΓ denote the associated Brauer graph algebra. Let ŝ0 be
an edge in Γ and

(Q•, f•) : · · · → Q2 f2
→ Q1 f1

→ Q0 f0
→ vŝ0(AΓ/r) → 0

be as given above. Then (Q•, f•) is a minimal projective AΓ-resolution of vŝ0(AΓ/r).

Proof. We begin by showing that fn−1 ◦ fn = 0, for n > 1. For n = 1 this is clear since,
from the definitions of f0 and f1, we see that Im(f1) = vŝ0r = str(ŝ+

−1, ŝ
−
0 , ŝ

+
1 ) = Ker(f0).

That f1 ◦ f2 = 0 can be proved directly from the matrices. So assume n > 3.
Let A be the matrix representing fn
(−1)n−1p(ŝ−n+1, ŝ−n) p(ŝ−n+1, ŝ−n+2) 0 · · · 0 0

0 (−1)n−1p(ŝ−n+3, ŝ−n+2) p(ŝ−n+3, ŝ−n+4) 0 0
0 0 (−1)n−1p(ŝ−n+5, ŝ−n+4) · · · 0 0
0 0 0 0 0
...

...
...

...
...

p(ŝn−3, ŝn−2) 0
0 0 0 · · · (−1)n−1p(ŝn−1, ŝn−2) p(ŝn−1, ŝn)


and B be the matrix representing fn−1

(−1)n−2p(ŝ−n+2, ŝ−n+1) p(ŝ−n+2, ŝ−n+3) 0 · · · 0 0
0 (−1)n−2p(ŝ−n+4, ŝ−n+3) p(ŝ−n+4, ŝ−n+5) 0 0
0 0 (−1)n−2p(ŝ−n+6, ŝ−n+5) · · · 0 0
0 0 0 0 0
...

...
...

...
...

p(ŝn−4, ŝn−3) 0
0 0 0 · · · (−1)n−2p(ŝn−2, ŝn−3) p(ŝn−2, ŝn−1)

 .
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We show BA is the zero matrix. The (1, 1)-entry of BA is −p(ŝ−n+2, ŝ−n+1)p(ŝ−n+1, ŝ−n).
But ŝ−n+2 and ŝ−n are in the successor sequences for ŝ−n+1 at different vertices. Hence
p(ŝ−n+2, ŝ−n+1)p(ŝ−n+1, ŝ−n) = 0 by Lemma 7.3(3). The remaining entries of the first
column in BA are all 0.

The (1, 2)-entry of BA is

(−1)n−2p(ŝ−n+2, ŝ−n+1)p(ŝ−n+1, ŝ−n+2) + (−1)n−1p(ŝ−n+2, ŝ−n+3)p(ŝ−n+3, ŝ−n+2).

Suppose the endpoints of ŝ−n+2 are α and β in Γ. If ŝ−n+1 is in the successor se-
quence of ŝ−n+2 at the vertex α, then p(ŝ−n+2, ŝ−n+1)p(ŝ−n+1, ŝ−n+2) = Cŝ−n+2,α. We
must also have that ŝ−n+3 is in the successor sequence of ŝ−n+2 at the vertex β, and
p(ŝ−n+2, ŝ−n+3)p(ŝ−n+3, ŝ−n+2) = Cŝ−n+2,β. Hence we see that the (1, 2)-entry of BA is
(−1)n−2(Cŝ−n+2,α−Cŝ−n+2,β) which is a scalar multiple of a relation of type one in IΓ and
hence 0.

The (2, 2)-entry of BA is (−1)n−2p(ŝ−n+4, ŝ−n+3)(−1)n−1p(ŝ−n+3, ŝ−n+2). But ŝ−n+4

and ŝ−n+2 are in the successor sequences for ŝ−n+3 at different vertices. Hence
p(ŝ−n+4, ŝ−n+3)p(ŝ−n+3, ŝ−n+2) = 0 by Lemma 7.3. The remaining entries of the sec-
ond column in BA are all 0.

This alternating pattern continues for the remaining columns and we have shown BA

is the zero matrix. Thus Im(fn) ⊆ Ker(fn−1).
To show equality, we note that the top of Qn maps into Ker(fn−1). Inductively, we may

assume that Ker(fn−1) is isomorphic to Ωn
AΓ

(vŝ0(AΓ/r)). The uniqueness of the simple
composition factors of indecomposable projective AΓ-modules given in Lemma 4.3(3),
together with the structure of the syzygies given in Proposition 7.1, show that the top of
Qn maps isomorphically to the top of Ker(fn−1). Hence Im(fn) = Ker(fn−1).

Since, for n > 1, the image of fn is contained in Qn−1r, the resolution is minimal and
the proof is complete. �

8. The Ext algebra of a Brauer graph algebra with no truncated edges

In this section, we assume that (Γ, o,m) is a Brauer graph with no truncated edges. We
prove one of the main results of this paper, showing that the Ext algebra of the associated
Brauer graph algebra AΓ is finitely generated in degrees 0, 1 and 2.

Let G be a finite abelian group and let W : ZΓ → G be a Brauer weighting such that
the Brauer covering graph (ΓW , oW ,mW ) has mW ≡ 1 and no loops or multiple edges (see
Section 3). Suppose that s is an edge in Γ incident with vertex α in Γ, and sg is an edge in
ΓW incident with vertex αg in ΓW , such that sg lies over s and αg lies over α for some g ∈ G.
Then, by [12, Proposition 4.4 and Definition 4.5], m(α) valΓ(α) = mW (αg) valΓW

(αg),
where valΓ(α) and valΓW

(αg) denote the valencies of α and αg respectively. It follows
that edge s in Γ is truncated at vertex α in Γ if and only if edge sg in ΓW is truncated
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at vertex αg in ΓW . Thus, to study the Ext algebra of a Brauer graph algebra associated
to a Brauer graph (Γ, o,m) with no truncated edges, it follows from the above discussion
and Proposition 3.1 that we may assume (Γ, o,m) is a Brauer graph with m ≡ 1, with no
loops or multiple edges and no truncated edges.

Let AΓ denote the associated Brauer graph algebra and let r denote the Jacobson radical
of AΓ. The Ext algebra of AΓ is E(AΓ) = ⊕n>0 ExtnAΓ(AΓ/r,AΓ/r) with the Yoneda
product. Let ŝ0 be an edge in Γ and Ŝ0 = vŝ0(AΓ/r) the associated simple AΓ-module,
where vŝ0 is the idempotent in AΓ associated to ŝ0. Let

(Q•, f•) : · · · → Q2 f2
→ Q1 f1

→ Q0 f0
→ vŝ0(AΓ/r) → 0

be the minimal projective AΓ-resolution of Ŝ0 given in Theorem 7.4, with

Qn =
{
PŜ−n

⊕ PŜ−n+2
⊕ · · · ⊕ PŜ−2

⊕ PŜ0
⊕ PŜ2

⊕ · · · ⊕ PŜn
, for n even

PŜ−n
⊕ PŜ−n+2

⊕ · · · ⊕ PŜ−1
⊕ PŜ1

⊕ · · · ⊕ PŜn
, for n odd.

Since each PŜ is an indecomposable projective AΓ-module, we choose a K-basis Gni (Ŝ0),
where i ∈ {−n,−n + 2, . . . , n − 2, n}, for ExtnAΓ(Ŝ0,AΓ/r), where Gni (Ŝ0) represents the
element in ExtnAΓ(Ŝ0,AΓ/r) given by the composition

Qn → PŜi
→ Ŝi → AΓ/r,

where the first map is the projection map, the second map is the canonical surjection,
and the third map is inclusion. We call {Gni (Ŝ0)}i∈{−n,−n+2,...,n−2,n} the canonical basis
of ExtnAΓ(Ŝ0,AΓ/r). Since AΓ/r = ⊕ŝ0∈Γ1Ŝ0, so that

ExtnAΓ(AΓ/r,AΓ/r) =
⊕
ŝ0∈Γ1

ExtnAΓ(Ŝ0,AΓ/r),

we abuse notation and view

Gn =
∪

ŝ0∈Γ1

{Gni (Ŝ0)}i∈{−n,−n+2,...,n−2,n}

as a K-basis of ExtnAΓ(AΓ/r,AΓ/r).
We now present the main result of this section.

Theorem 8.1. Let (Γ, o,m) be a Brauer graph with no truncated edges, and let AΓ denote
the associated Brauer graph algebra. Then the Ext algebra, E(AΓ), is finitely generated in
degrees 0, 1 and 2.

Proof. From the above discussion, we may assume (Γ, o,m) is a Brauer graph with m ≡ 1,
with no loops or multiple edges and no truncated edges. Fix an edge ŝ0 in Γ with associated
simple AΓ-module Ŝ0. We keep the previous notation. Since AΓ/r = ⊕t∈Γ1T , we have
ExtnAΓ(Ŝ0,AΓ/r) = ⊕t∈Γ1 ExtnAΓ(Ŝ0, T ), and hence, for i ∈ {−n,−n+ 2, . . . , n− 2, n}, we
may view Gni (Ŝ0) as a map Gni (Ŝ0) : Qn → Ŝi.
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First we suppose that n > 2 is an even integer. Let i ∈ {2, 4, . . . , n− 2, n}, and let

(R•, g•) : · · · → R2 g2
→ R1 g1

→ R0 g0
→ vŝi−1(AΓ/r) → 0

be the minimal projective AΓ-resolution of Ŝi−1 given in Theorem 7.4. We show that

Gni (Ŝ0) = Gn−1
i−1 (Ŝ0) ∗G1

i (Ŝi−1),

where the right hand side is viewed in the Yoneda product Ext1
AΓ(Ŝi−1, Ŝi)×Extn−1

AΓ
(Ŝ0, Ŝi−1).

For ease of notation and consistency, we set t̂0 = ŝi−1 (noting that i ̸= 0). Let t̂1 and t̂−1

be the edges in Γ that are the successors of t̂0 at the endpoints of t̂0. Define the sequence
t̂−n, t̂−n+1, . . . , t̂n−1, t̂n recursively:

for i > 1, t̂i follows (t̂i−2, t̂i−1) and t̂−i follows (t̂−i+2, t̂−i+1).

With this notation,

Rm =
{
PT̂−m

⊕ PT̂−m+2
⊕ · · · ⊕ PT̂−2

⊕ PT̂0
⊕ PT̂2

⊕ · · · ⊕ PT̂m
, for m even

PT̂−m
⊕ PT̂−m+2

⊕ · · · ⊕ PT̂−1
⊕ PT̂1

⊕ · · · ⊕ PT̂m
, for m odd,

and the maps gm : Rm → Rm−1 are given in a similar fashion to the maps fn in the
resolution of Ŝ0.

We begin by finding maps ψ0 and ψ1 such that the following diagram commutes.

(∗) Qn
fn

//

ψ1
��

Qn−1

ψ0
��

Gn−1
i−1 (Ŝ0)

""F
FF

FF
FF

F

R1 g1
// R0 g0

// Ŝi−1

Since t̂0 = ŝi−1 and since ŝi follows (ŝi−2, ŝi−1), we see that ŝi is the successor of ŝi−1

at one of its endpoints. Furthermore, ŝi−2 is in the successor sequence of ŝi−1 at the other
endpoint β of ŝi−1. Thus, after reordering, we may assume that t̂1 = ŝi and that both ŝi−2

and t̂−1 are in the successor sequence of ŝi−1 at the vertex β, with t̂−1 being the successor
of ŝi−1 at β. The following diagram illustrates this.

◦ ◦

ŝi=t̂1

◦
ŝi−2 β

◦
ŝi−1=t̂0 ◦ ◦

◦

t̂−1

◦
From this we see that R0 = PT̂0

= PŜi−1
and R1 = PT̂−1

⊕ PT̂1
= PT̂−1

⊕ PŜi
. Define

ψ0 : Qn−1 → R0 by ψ0(x−n+1, x−n+3, . . . , xn−3, xn−1) = xi−1 and define ψ1 : Qn → R1 by
the 2 × n matrix (

0 · · · 0 −p(t̂−1, ŝi−2) 0 0 · · · 0
0 · · · 0 0 vŝi 0 · · · 0

)
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where the first nonzero column represents the map from PŜi−2
to PT̂−1

⊕PŜi
and the next

nonzero column represents the map from PŜi
to PT̂−1

⊕ PŜi
. The reader may now check

the commutativity of (∗).
Next we see from the diagram

Qn
fn

//

ψ1
��

Qn−1

ψ0
��

Gn−1
i−1 (Ŝ0)

""F
FF

FF
FF

F

R1

G1
i (Ŝi−1) !!D

DD
DD

DD
DD

D
g1

// R0 g0
// Ŝi−1

Ŝi

that G1
i (Ŝi−1) ◦ ψ1 = Gn−1

i−1 (Ŝ0) ∗G1
i (Ŝi−1) = Gni (Ŝ0).

Next suppose i ∈ {−n,−n+ 2, . . . ,−2}. The proof that Gn−1
i+1 (Ŝ0) ∗G1

i (Ŝi+1) = Gni (Ŝ0)
is similar and is left to the reader. In fact, interchanging ŝi with ŝ−i for i ∈ {2, . . . , n−2, n}
in the above proof, gives the result.

For n even, it remains to consider the case when i = 0. Here we show that

Gn−2
0 (Ŝ0) ∗G2

0(Ŝ0) = Gn0 (Ŝ0).

This is clear if n = 2 so assume n > 4. We find explicit maps θ0, θ1, and θ2 such that the
following diagram commutes.

(∗∗) Qn
fn

//

θ2
��

Qn−1

θ1
��

fn−1
// Qn−2

θ0
��

Gn−2
0 (Ŝ0)

!!C
CC

CC
CC

CC

Q2 f2
// Q1 f1

// Q0 f0
// Ŝ0

We have that Qi = PŜ−i
⊕ PŜ−i+2

⊕ · · · ⊕ PŜi−2
⊕ PŜi

. Thus, for i > 3, and j = i − 2k,
with k > 0,

Qi = PŜ−i
⊕ PŜ−i+2

⊕ · · · ⊕ PŜ−j−2
⊕Qj ⊕ PŜj+2

⊕ · · · ⊕ PŜi
.

We then take θ0, θ1, and θ2 to be the projections Qi → Qj , for the appropriate i’s and
j’s. The reader may check that (∗∗) commutes. Noting that the composition G2

0(Ŝ0) ◦ θ2

is just Gn0 (Ŝ0), we have that Gn−2
0 (Ŝ0) ∗ G2

0(Ŝ0) = Gn0 (Ŝ0). This completes the study of
the case when n is even.

Now suppose that n is odd, n > 3. We claim that, for i ∈ {1, 3, . . . , n− 2, n},

Gn−1
i−1 (Ŝ0) ∗G1

i (Ŝi−1) = Gni (Ŝ0),

and for i ∈ {−1,−3, . . . ,−n+ 2,−n},

Gn−1
i+1 (Ŝ0) ∗G1

i (Ŝi+1) = Gni (Ŝ0).
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For i ̸= −1, 1, the proof is analogous to the n even case. For i = −1 or i = +1, keeping θ0

and θ1 as above, we get a commutative diagram

Qn
fn

//

θ1
��

Qn−1

θ0
��

Gn−1
0 (Ŝ0)

!!C
CC

CC
CC

CC

Q1 f1
// Q0 f0

// Ŝ0

and it is now immediate that

Gn−1
0 (Ŝ0) ∗G1

i (Ŝ0) = Gni (Ŝ0).

Thus we have shown that every basis element in ExtnAΓ(Ŝ0, T ) is the product of an
element in some Extn−1

AΓ
(Ŝi, T ) with an element in Ext1

AΓ(Ŝ0, Ŝi), or is the product of
an element in some Extn−2

AΓ
(Ŝi, T ) with an element in Ext2

AΓ(Ŝ0, Ŝi). This completes the
proof. �

We end this section with an immediate application to K2 algebras. The concept of a K2

algebra was introduced by Cassidy and Shelton in [7, Definition 1.1], where they defined a
graded algebra A to be K2 if the Ext algebra, E(A), is generated as an algebra in degrees
0, 1 and 2. This class of algebras is a natural generalization of the class of Koszul algebras.

Corollary 8.2. Let K be an algebraically closed field and let (Γ, o,m, q) be a quantized
Brauer graph with no truncated edges. Let AΓ denote the associated Brauer graph algebra.
Suppose AΓ is length graded. Then AΓ is a K2 algebra.

Proof. From the discussion at the beginning of this section, we may assume that (Γ, o,m, q)
is a quantized Brauer graph with m ≡ 1, with no loops or multiple edges and no truncated
edges. From Proposition 3.2, we may assume further that q ≡ 1 since the number of
generators of the Ext algebra, E(AΓ), and their degrees do not depend on q. The result
now follows from Theorem 8.1 and the fact that AΓ is a graded algebra. �

We consider K2 algebras and other generalizations of Koszul algebras further in the
next section.

9. Length graded Brauer graph algebras

In this section, (Γ, o,m) is a Brauer graph and AΓ denotes the associated Brauer graph
algebra.

Our first results lead to Theorem 9.4, where we characterise the Brauer graph algebras
AΓ where the Ext algebra, E(AΓ), is finitely generated in degrees 0, 1 and 2. This provides
a converse to Theorem 8.1. In the remainder of the section we consider length graded
Brauer graph algebras AΓ. We recall the definition from [10] of a 2-d-Koszul algebra. We
then complete our study of generalizations of Koszul algebras with Theorem 9.6, where we
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classify the Brauer graph algebras that are 2-d-Koszul. Indeed, Theorem 9.6 shows that
a Brauer graph algebra is a 2-d-Koszul algebra if and only if it is 2-d-homogeneous and a
K2 algebra.

We begin with a result on syzygies of string modules where the Brauer graph Γ may
have both truncated and nontruncated edges.

Proposition 9.1. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple
edges, and let AΓ denote the associated Brauer graph algebra. Let σ = ŝe1

1 , . . . , ŝ
en
n be an

acceptable sequence of weighted edges in Γ, and n > 2. Let M = str(σ).
(1) Suppose that n = 2. Then without loss of generality, M is the uniserial module

str(ŝ+
1 , ŝ

−
2 ). Let α be the vertex at which ŝ1 and ŝ2 are both incident and let û be the

successor of ŝ2 at α.
• If ŝ1 is a nontruncated edge, then the first syzygy of M is isomorphic to the string

module str(û+, ŝ−
1 , t̂

+) if û ̸= ŝ1, and to the string module str(ŝ−
1 , t̂

+) if û = ŝ1,
where t̂ follows (ŝ2, ŝ1).

• If ŝ1 is a truncated edge, then the first syzygy of M is isomorphic to the string
module str(û+, ŝ−

1 ) if û ̸= ŝ1, and to the simple module str(ŝ+
1 ) if û = ŝ1.

(2) Suppose that n > 3 and e1 = +.
• If ŝ1 is a nontruncated edge, then the first syzygy of M is isomorphic to the string

module str(τ), where τ begins as in Proposition 7.1.
• If ŝ1 is a truncated edge, then the first syzygy of M is isomorphic to the string

module str(τ), where τ begins τ = ŝ
e∗

1
1 , ŝ

e∗
2

2 , . . .

(3) Suppose that n > 3 and e1 = −.
• If ŝ1 and ŝ2 are incident at the vertex α and if ŝ2 is the successor of ŝ1 at α, then

the first syzygy of M is isomorphic to the string module str(τ), where τ begins
τ = ŝ

e∗
2

2 , ŝ
e∗

3
3 , . . .

• If ŝ1 and ŝ2 are incident at the vertex α and if ŝ2 is not the successor of ŝ1 at α,
then the first syzygy of M is isomorphic to the string module str(τ), where τ begins
τ = t̂+, ŝ

e∗
2

2 , ŝ
e∗

3
3 , . . . , and where t̂ is the successor of ŝ1 at α.

(4) The first syzygy of M may be fully determined using (1), (2), (3) and Corollary 6.5.

The proof is similar to that of Proposition 7.1; note that these syzygies also appear in
[1] where they consider the Ext algebra of a symmetric Brauer graph algebra.

For a string module str(σ), where σ = ŝe1
1 , . . . , ŝ

en
n is an acceptable sequence of weighted

edges in Γ, we see that the only ŝi that can be truncated edges are ŝ1 and ŝn. We may
use Proposition 9.1 to find all syzygies of the simple AΓ-modules. In the case where
S is the simple AΓ-module corresponding to a truncated edge s in Γ, we can simplify
Proposition 9.1, and have the following corollary.
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Corollary 9.2. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple edges,
and assume that Γ ̸= A2. Let AΓ denote the associated Brauer graph algebra. Suppose
that edge s in Γ is truncated at vertex α. Define edges ŝi recursively, so that ŝ0 = s, ŝ1

is the successor of s at the endpoint β ̸= α, and, for m > 1, if ŝm is not truncated at the
vertex which is not incident with ŝm−1, then ŝm+1 follows (ŝm−1, ŝm). Then,

(1) there is some n > 1 so that ŝn is a truncated edge in Γ;
(2) for 1 6 m 6 n, the m-th syzygy of S is str(ŝ+

m, ŝ
−
m−1);

(3) the (n+ 1)-st syzygy of S is str(ŝ+
n ).

Moreover, S is a periodic AΓ-module.

The sequence (ŝ0, ŝ1, . . . , ŝn) of Corollary 9.2 is precisely the Green walk for s = ŝ0; see
[16] and [13]. We note that it is also known from [19, Corollary 2.7] that S is a periodic
AΓ-module when s is a truncated edge in Γ.

For the next result, we recall that HomAΓ(−,−) denotes the AΓ-module homomor-
phisms modulo those homomorphisms which factor through a projective AΓ-module.

Theorem 9.3. Let (Γ, o,m) with m ≡ 1 be a Brauer graph with no loops or multiple
edges. Let AΓ denote the associated Brauer graph algebra. If Γ has both truncated and
nontruncated edges, then the Ext algebra, E(AΓ), is not generated in degrees 0, 1 and 2
alone.

In particular, if we have a sequence of edges ŝ0, ŝ1, . . . , ŝn with n > 2, where

(i) ŝ0 and ŝn are truncated edges,
(ii) ŝ1, ŝ2, . . . , ŝn−1 are nontruncated edges,

(iii) ŝ1 is the successor of ŝ0,
(iv) ŝi+1 follows (ŝi−1, ŝi) for 1 6 i 6 n− 1,

then there is an element of Extn+1
AΓ

(Ŝ0, Ŝn) which is not in the subalgebra of E(AΓ) gen-
erated by the elements of degree at most n.

Proof. Note that we continue to assume that the Brauer graph Γ is connected. We shall use
Corollary 9.2 repeatedly without comment. Recall that ExtkAΓ(Ŝ0, T ) ∼= HomAΓ(Ωk(Ŝ0), T ) ∼=
HomAΓ(Ωk+ℓ(Ŝ0),Ωℓ(T )) for any simple module T , and that for simple modules S, T and
U, and integers k and ℓ, the Yoneda product ExtℓAΓ(T,U) × ExtkAΓ(S, T ) → Extk+ℓ

AΓ
(S,U)

can be identified with the composition of maps HomAΓ(Ωk+ℓ(S),Ωℓ(T ))×HomAΓ(Ωℓ(T ), U) →
HomAΓ(Ωk+ℓ(S), U).

Since ŝ0 is a truncated edge, we know that Extn+1
AΓ

(Ŝ0, Ŝn) ∼= HomAΓ(Ωn+1(Ŝ0), Ŝn) ∼=
HomAΓ(Ŝn, Ŝn) ∼= K. We must prove that homomorphisms from Ŝn to itself cannot be
written as sums of Yoneda products of elements of ExtiAΓ(Ŝ0, T ) and ExtjAΓ

(T, Ŝn) with
T a simple AΓ-module, i+ j = n+ 1 and i and j nonzero.
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First note that ExtiAΓ(Ŝ0, T ) ∼= HomAΓ(Ωi(Ŝ0), T ) ∼= HomAΓ(Top(Ωi(Ŝ0)), T ), and we
have Top(Ωi(Ŝ0)) = Ŝi for some i with 1 6 i 6 n. Therefore T = Ŝi.

Moreover, ExtiAΓ(Ŝ0, Ŝi) ∼= HomAΓ(Ωi+j(Ŝ0),Ωj(Ŝi)) = HomAΓ(Ωn+1(Ŝ0),Ωj(Ŝi)) ∼=
HomAΓ(Ŝn,Ωj(Ŝi)) and ExtjAΓ

(Ŝi, Ŝn) ∼= HomAΓ(Ωj(Ŝi), Ŝn). These two spaces must
be nonzero; therefore Ŝn must be in the socle and in the top of Ωj(Ŝi). Since ŝn is
truncated, this means that Ωj(Ŝi) is a mixed string module, of the form str(ŝ−

n , . . . , ŝ
+
n ),

by Proposition 9.1. But then the composition Ŝn → Ωj(Ŝi) → Ŝn must be zero, unless
Ωj(Ŝi) = Ŝn, since the first map must go into the socle and the second map comes from the
top. Hence assume that Ωj(Ŝi) = Ŝn. Since Ŝn = Ωn+1(Ŝ0) and AΓ is selfinjective, this
implies that Ŝi = Ωn+1−j(Ŝ0) = Ωi(Ŝ0) so that Ωi(Ŝ0) is simple. However, Ωi(Ŝ0) is the
nonsimple uniserial module with top Ŝi and socle Ŝi−1, so that we have a contradiction.
Therefore any Yoneda product Extn+1−i

AΓ
(T, Ŝn) × ExtiAΓ(Ŝ0, T ) → Extn+1

AΓ
(Ŝ0, Ŝn) with

1 6 i 6 n and T simple is zero, and we have the required result. �

The next theorem characterizes the Brauer graph algebras AΓ where the Ext algebra,
E(AΓ), is finitely generated in degrees 0, 1 and 2, providing a converse to Theorem 8.1.

Theorem 9.4. Let (Γ, o,m) be a Brauer graph and let AΓ denote the associated Brauer
graph algebra. Then the Ext algebra, E(AΓ), is finitely generated in degrees 0, 1 and 2 if
and only if Γ does not have both truncated and nontruncated edges.

Proof. If Γ has no truncated edges, then it follows from Theorem 8.1 that E(AΓ) is finitely
generated in degrees 0,1 and 2. So suppose that Γ has at least one truncated edge. If all
the edges are truncated then Γ is a star (including the case Γ = A2) and the associated
Brauer graph algebra AΓ is a Nakayama algebra. It is well-known that such an algebra is
d-Koszul (for d > 2) and hence, by [11], its Ext algebra is generated in degrees (at most)
0, 1 and 2. (Indeed, a d-Koszul algebra is also length graded and so is K2.)

Thus we may assume that Γ has both truncated and nontruncated edges. From the
discussion at the start of Section 8 and Proposition 3.1, we may assume that (Γ, o,m) is
a Brauer graph with m ≡ 1, with no loops or multiple edges and which also has both
truncated and nontruncated edges. It is now immediate from Theorem 9.3, that E(AΓ)
cannot be generated only in degrees 0, 1 and 2. �

Corollary 9.5. Let (Γ, o,m) be a Brauer graph and let AΓ denote the associated Brauer
graph algebra. Suppose AΓ is length graded. Then AΓ is K2 if and only if Γ does not have
both truncated and nontruncated edges.

We now introduce 2-d-Koszul algebras, a class of graded algebras which includes the
Koszul algebras. Recall from Section 2 that an algebra Λ = KQ/I is a 2-d-homogeneous
algebra if I can be generated by homogeneous elements of lengths 2 and d.
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Let Λ = KQ/I where I is generated by homogeneous elements, so that Λ is length
graded with Λ = Λ0 ⊕ Λ1 ⊕ Λ2 ⊕ · · · . Following Green and Marcos in [10], and for a
function F : N → N, the algebra Λ is said to be F -determined (respectively, weakly F -
determined) if the n-th projective module in a minimal graded projective resolution of Λ0

(viewed as a graded Λ-module in degree 0) can be generated in degree F (n) (respectively,
6 F (n)), for all n ∈ N. Let δ : N → N be the map given by

δ(n) =
{
n
2d if n is even
n−1

2 d+ 1 if n is odd.

An algebra Λ = KQ/I is then said to be a 2-d-determined algebra if I can be generated
by homogeneous elements of degrees 2 and d, and if Λ is weakly δ-determined. Thus
a 2-d-determined algebra is a 2-d-homogeneous algebra. Furthermore, a 2-d-determined
algebra is said to be 2-d-Koszul if its Ext algebra is finitely generated.

Assume that (Γ, o,m, q) is a quantized Brauer graph and let AΓ denote the associated
Brauer graph algebra. Suppose that AΓ is graded with the length grading. Then the
conclusions of Theorems 8.1 and 9.4 are still true for AΓ, provided the field K satisfies one
of the two conditions in Corollary 3.3. This is the case if K is algebraically closed, for which
see Proposition 3.2 and also Corollary 8.2. This allows us to classify the 2-d-homogeneous
Brauer graph algebras which are 2-d-determined.

Theorem 9.6. Let (Γ, o,m, q) be a quantized Brauer graph, let AΓ denote the associated
Brauer graph algebra, and assume that either q ≡ 1 or the field K satisfies the conditions
in Corollary 3.3. Let d > 3 and suppose that AΓ is 2-d-homogeneous. Then the following
are equivalent:

(1) Γ has no truncated edges,
(2) AΓ is 2-d-determined,
(3) AΓ is 2-d-Koszul,
(4) AΓ is K2.

Proof. The equivalence between (1) and (4) follows from Corollary 9.5, since a 2-d-
homogeneous Brauer graph algebra cannot have only truncated edges. By definition,
(3) implies (2). We prove that (1) and (2) are equivalent, and then that (2) implies (3).
Suppose throughout that AΓ is 2-d-homogeneous.

(2) ⇒ (1). Suppose that Γ has at least one truncated edge s. By Proposition 2.5,
we know that no two successors are truncated and that for any vertex α in Γ we have
m(α) val(α) ∈ {1, d} . There are edges ŝ0 = s, ŝ1, . . . , ŝn−1, ŝn such that ŝn is truncated,
n > 2, ŝ1, . . . , ŝn−1 are not truncated, ŝ1 is the successor of ŝ0 at the vertex α1 and for
each integer m with 1 6 m < n the edge ŝm+1 follows (ŝm−1, ŝm) at the vertex αm+1, as
in Corollary 9.2. Note that when ŝm is a loop, it occurs twice in the successor sequence
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of ŝm−1; when we say that ŝm+1 follows (ŝm−1, ŝm) in this case, we have considered one
instance of the loop being in the successor sequence of ŝm−1, and ŝm+1 is the successor of
ŝm−1 at the other instance of this loop in the successor sequence of ŝm−1. We shall now
prove that the third projective in a minimal projective resolution of the simple AΓ-module
Ŝn−1 has a generator in degree d+ 2 > δ(3) so that AΓ cannot be 2-d-determined.

Let t be the successor of ŝn−1 at αn−1 and, if t is not truncated, let u follow (ŝn−1, t).
Then the indecomposable projective module PŜn

is the uniserial module of length d whose

top and socle are Ŝn, which we represent by PŜn
=

Ŝn

Y
Ŝn−1

Ŝn

. The indecomposable projective

module PŜn−1
is biserial, we represent it by PŜn−1

=
Ŝn−1
ww

T Ŝn

II

X JJ Y

Ŝn−1

rr
, where

T
X

Ŝn−1
is the uniserial

module of length d− 1 with top T and socle Ŝn−1 (defined from the successor sequence of
t at αn−1). We shall also need PT and PU which we represent as follows:

PT =



T
X

Ŝn−1
T

if t is truncated

T RRR
U
ss

X
Z Ŝn−1

T

FF oo
if t is not truncated

and PU =



U
Z
T
U

if u is truncated

Uss KK
Z L
T

U
KK ��� if u is not truncated,

where U , Z and L are uniserial modules defined as before from the appropriate successor
sequences.

Let (Q•, f•) be a minimal projective resolution of Ŝn−1. ThenQ1 is generated in degree 1
(by arrows in the quiver). If the edge t is truncated, then Ω2(Ŝn−1) = Ŝn−1

xx II
T Ŝn

, the module
Q2 is generated in degree d, the next syzygy is Ω3(Ŝn−1) = X Y

Ŝn−1

JJ tt and Q3 is generated

in degree d + 2 > δ(3). If the edge t not is truncated, then Ω2(Ŝn−1) =
U
Z Ŝn−1

T

EE pp
Ŝn

PP , and
the module Q2 is generated in degrees 2 and d. If the edge u is truncated, the next syzygy

is Ω3(Ŝn−1) =
T~~ AA

U X Y

Ŝn−1

JJ uu and Q3 is generated in degrees d+ 1 and d+ 2 > δ(3). Finally,

if the edge u is not truncated, the next syzygy is Ω3(Ŝn−1) =
L?? T~~ AA

U X Y

Ŝn−1

JJ uu and Q3 is

generated in degrees 3, d+ 1 and d+ 2 > δ(3).
Therefore, if Γ has a truncated edge, then AΓ is not 2-d-determined. Hence (2) implies

(1).
(1) ⇒ (2). Now assume that Γ does not have any truncated edges. Then by Proposition

2.5, we know that for any vertex α in Γ we have m(α) val(α) = d. To prove that AΓ is
2-d-determined, we shall follow the lines of Proposition 7.2 and give a projective resolution
of the simple module Ŝ0, in which the projectives will be generated in appropriate degrees.
We need to be more precise in our notation, since we are no longer assuming that there are
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no multiple edges; in particular, in the notation a(s, t, α) defined in Section 3, the vertex
α must be specified.

Let ŝ0 be an edge in Γ, and let α0 and β0 be its endpoints. Let ŝ1 be the successor of ŝ0

at α0 and let α1 be the other endpoint of ŝ1. Let ŝ−1 be the successor of ŝ0 at β0 and let β1

be the other endpoint of ŝ−1. For an integer n > 2 and for any integer i with 2 6 i 6 n, let
ŝi be the the edge that follows (ŝi−2, ŝi−1) at αi−1, let αi be the other endpoint of ŝi, let
ŝ−i be the the edge that follows (ŝ−i+2, ŝ−i+1) at βi−1, let βi be the other endpoint of ŝ−i.

Then the projectives Qn in a minimal projective resolution of Ŝ0 are as in Proposition 7.2.
The map f1 : Q1 → Q0 is given by the matrix

(a(ŝ0, ŝ−1, β0) a(ŝ0, ŝ1, α0)).

In order to define the maps fn : Qn → Qn−1 for n > 2, we need to define, for 0 6 j 6
⌊n−1

2 ⌋, the following paths of length d− 1 :

p̃(ŝn−2j−1, ŝn−2j−2, αn−2j−2) := p(ŝn−2j−1, ŝn−2j−2, αn−2j−2)Cm(αn−2j−2)−1
ŝn−2j−2,αn−2j−2

and

p̃(ŝ−n+2j+1, ŝ−n+2j+2, βn−2j−2) := p(ŝ−n+2j+1, ŝ−n+2j+2, β−n+2j+2)Cm(βn−2j−2)−1
ŝ−n+2j+2,βn−2j−2

.

If n > 2 is even and 0 6 j 6 n
2 − 1, the matrix of fn : Qn → Qn−1 is described as follows,

its (j, j)-entry is − a(ŝ−n+2j+1, ŝ−n+2j , βn−2j−1)
its (j, j + 1)-entry is p̃(ŝ−n+2j+1, ŝ−n+2j+2, βn−2j−2)
its (n− 1 − j, n− 1 − j)-entry is − p̃(ŝn−2j−1, ŝn−2j−2, αn−2j−2)
its (n− 1 − j, n− j)-entry is a(ŝn−2j−1, ŝn−2j , αn−2j−1).

If n > 3 is odd and 0 6 j 6 n−3
2 , the matrix of fn : Qn → Qn−1 is described as follows,

its (j, j)-entry is a(ŝ−n+2j+1, ŝ−n+2j , βn−2j−1)
its (j, j + 1)-entry is p̃(ŝ−n+2j+1, ŝ−n+2j+2, βn−2j−2)
its (n− 1 − j, n− 1 − j)-entry is p̃(ŝn−2j−1, ŝn−2j−2, αn−2j−2)
its (n− 1 − j, n− j)-entry is a(ŝn−2j−1, ŝn−2j , αn−2j−1)
its (n−1

2 , n−1
2 )-entry is a(ŝ0, ŝ−1, β0)

its (n−1
2 , n+1

2 )-entry is a(ŝ0, ŝ1, α0).

The projective Q1 is generated in degree 1 (by arrows in the quiver QΓ), the projective
Q2 is generated in degrees 2 and d (by some elements in the set of minimal generators of
the ideal IΓ, but this can also be seen directly). It can then be seen inductively, using the
resolution given above, that Qn is generated in degrees at most δ(n); more precisely, the
modules PŜn−2j

and PŜ−n+2j
are generated in degrees n+ j(d− 2) with 0 6 j 6 ⌊n2 ⌋. This

is true of the resolution of any simple AΓ-module, and therefore AΓ is 2-d-determined.
Thus (1) implies (2), and we have that (1), (2) and (4) are equivalent.

(2) ⇒ (3). Suppose AΓ is 2-d-determined. Then, by the equivalence of (2) and (4),
we know that AΓ is K2. Hence the Ext algebra, E(AΓ), is generated in degrees 0, 1 and 2
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and so is finitely generated. Thus AΓ is 2-d-Koszul and hence (3) holds. This completes
the proof. �

This theorem gives a positive answer for Brauer graph algebras to all three questions
asked by Green and Marcos in [10, Section 5]. Specifically, we have shown, for a Brauer
graph algebra AΓ which is 2-d-homogeneous, that

(1) if AΓ is a 2-d-determined algebra, then E(AΓ) is finitely generated;
(2) if AΓ is a 2-d-determined algebra and if E(AΓ) is finitely generated, then E(AΓ)

is generated in degrees 0, 1 and 2;
(3) if E(AΓ) is generated in degrees 0, 1 and 2, then AΓ is a 2-d-determined algebra.

In addition, note that algebras ΛN of [20], where N > 1, are all Brauer graph algebras,
where Γ is the oriented cycle with every vertex having multiplicity N . Moreover, these
algebras are 2-2N -homogeneous and, using Theorem 9.6, we see that they are also 2-2N -
Koszul. This example gives a new class of 2-d-Koszul algebras.

In contrast to Theorem 9.6, a negative answer was given by Cassidy and Phan to the
first two questions posed by Green and Marcos in [10]. In [6], Cassidy and Phan give
specific infinite-dimensional algebras A and B such that A is 2-4-determined but E(A) is
not finitely generated, and B is 2-4-determined of infinite global dimension, E(B) is finitely
generated, but E(B) is not generated in degrees 0, 1 and 2. Another generalization of
Koszul is given by Herscovich and Rey in [14], where they study multi-Koszul algebras. In
particular, they remark that a left {2, d}-multi-Koszul algebra is a 2-d-Koszul algebra in
the sense of [10], though the converse does not hold. However, they showed that the Ext
algebra of a multi-Koszul algebra A is generated in degrees 0, 1 and 2, so that the algebra
A itself is K2.
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