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ABSTRACT
Dwarf spheroidal (dSph) galaxies are prime targets for present and future γ -ray telescopes
hunting for indirect signals of particle dark matter. The interpretation of the data requires careful
assessment of their dark matter content in order to derive robust constraints on candidate relic
particles. Here, we use an optimized spherical Jeans analysis to reconstruct the ‘astrophysical
factor’ for both annihilating and decaying dark matter in 21 known dSphs. Improvements with
respect to previous works are: (i) the use of more flexible luminosity and anisotropy profiles
to minimize biases, (ii) the use of weak priors tailored on extensive sets of contamination-free
mock data to improve the confidence intervals, (iii) systematic cross-checks of binned and
unbinned analyses on mock and real data, and (iv) the use of mock data including stellar
contamination to test the impact on reconstructed signals. Our analysis provides updated
values for the dark matter content of 8 ‘classical’ and 13 ‘ultrafaint’ dSphs, with the quoted
uncertainties directly linked to the sample size; the more flexible parametrization we use results
in changes compared to previous calculations. This translates into our ranking of potentially-
brightest and most robust targets – namely Ursa Minor, Draco, Sculptor – and of the more
promising, but uncertain targets – namely Ursa Major 2, Coma – for annihilating dark matter.
Our analysis of Segue 1 is extremely sensitive to whether we include or exclude a few marginal
member stars, making this target one of the most uncertain. Our analysis illustrates challenges
that will need to be addressed when inferring the dark matter content of new ‘ultrafaint’
satellites that are beginning to be discovered in southern sky surveys.

Key words: astroparticle physics – methods: miscellaneous – Galaxy: kinematics and dynam-
ics – galaxies: dwarf–dark matter – gamma-rays: general.

1 IN T RO D U C T I O N

Constraining particle candidates for dark matter (DM) through in-
direct searches for their annihilations or decays has a long history
(Gunn et al. 1978; Stecker 1978; for a recent review see Bergström
2012). Several astrophysical messengers (radio/infrared; X-rays;

� E-mail: bonnivard@lpsc.in2p3.fr (VB); dmaurin@lpsc.in2p3.fr (DM);
mgwalker@andrew.cmu.edu (MGW)

γ -rays and neutrinos) and targets (e.g. Galactic Centre, dwarf
spheroidal galaxies, galaxy clusters) have been used for such stud-
ies (e.g. Boyarsky, Iakubovskyi & Ruchayskiy 2012; Cirelli 2012;
Hooper 2012) with inconclusive results so far.

Nearby dwarf spheroidal (dSph) galaxies are particularly promis-
ing targets because of their proximity and low intrinsic astrophysi-
cal backgrounds (Lake 1990; Evans, Ferrer & Sarkar 2004). Indeed,
several upper limits have been set on the thermally-averaged self-
annihilation cross-section 〈σv〉 of constituent DM particles using γ -
ray observations of dSphs. The H.E.S.S. collaboration (Abramowski
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et al. 2014) in their most recent analysis which combines five dSph
galaxies require 〈σv〉 < 3.9 × 10−24 cm3 s−1 (95 per cent CL)
for O(TeV) mass particles. By observing Segue 1 for 160 h, the
MAGIC collaboration infers 〈σv〉 � 1.2 × 10−24 cm3 s−1 for ∼500
GeV mass DM annihilating into the τ+τ− channel (Paiano et al.
2011; Aleksić et al. 2014).1 These values are to date the strongest
limits set by ground-based imaging air Cherenkov telescopes. At
lower energy, observations of several dSphs by the Fermi-LAT
satellite (Fermi-LAT Collaboration 2014, 2015a; Geringer-Sameth,
Koushiappas & Walker 2015a) provide the most stringent constraint
to date with 〈σv〉 < 3 × 10−26 cm3 s−1 (95 per cent CL) for DM
particles with a mass below 100 GeV annihilating into the bb̄ chan-
nel. As this is of the order of the thermally-averaged annihilation
cross-section required for a weakly interacting massive particle to
make up the DM, it has become imperative to scrutinise these
constraints closely. Intriguingly, Geringer-Sameth et al. (2015b)
report evidence for γ -ray emission from the recently discovered
Milky Way (MW) satellite Reticulum II (DES Collaboration et al.
2015; Koposov et al. 2015b) consistent with annihilating DM of
mass O(10−100) GeV scale. The subsequent analysis of Hooper
& Linden (2015) has confirmed the apparent γ -ray excess while
Fermi-LAT Collaboration (2015b) claim no statistically significant
detection. An understanding of Reticulum II’s DM content will
be crucial for determining whether this interpretation of the γ -ray
signal is compatible with non-detections in other dSphs.

In the X-ray band, an unidentified excess at 3.55 keV detected by
stacking2 XMM–Newton galaxy cluster spectra (Bulbul et al. 2014a),
and by using deep observations of M31 and the Perseus cluster
(Boyarsky et al. 2014b) has been interpreted as a possible signature
of decaying DM. However, this interpretation has been disputed
(Boyarsky et al. 2014a; Bulbul et al. 2014b; Park, Kong & Park 2014;
Jeltema & Profumo 2015). Notably, Malyshev, Neronov & Eckert
(2014) find no such excess when performing a similar analysis on
dSphs, possibly ruling out the decaying DM interpretation.3

As mentioned, dSph galaxies have been highlighted as targets
because of their high mass-to-luminosity ratio and absence of as-
trophysical emission at X-ray and γ -ray energies (Lake 1990; Evans
et al. 2004). However to robustly use these objects to constrain par-
ticle DM candidates requires reliable estimates of the astrophysical
factor for a potential signal (the so-called J- and D-factors, for anni-
hilation and decay, respectively). This requires careful and optimal
evaluation of the DM distribution in these objects. While cosmo-
logical priors or assumed DM profiles are often used to this end
(Sánchez-Conde et al. 2007; Pieri, Lattanzi & Silk 2009; Martinez
2015), data-driven approaches have been developed, yielding more
reliable results (Strigari et al. 2007; Essig, Sehgal & Strigari 2009;
Cholis & Salucci 2012; Geringer-Sameth, Koushiappas & Walker
2015c).

We used such a data-driven approach earlier (Charbonnier et al.
2011) to obtain conservative estimates of the astrophysical J-factors
of the eight ‘classical’ dSphs – those with the best-measured stellar
kinematics to date. Here, we revisit this question using the optimized
kinematic data analysis developed by Bonnivard et al. (2015a) to
obtain reliable values for both J- and D-factors for these eight ‘clas-
sical’ dSphs. Additionally, we include 13 ‘ultrafaint’ dSph galaxies

1 The annihilation channel determines the energy spectrum of the γ -rays,
hence the instrumental response.
2 Stacking signals from different galaxy clusters is an effective approach for
decaying DM (Combet et al. 2012) but less so for an annihilating particle
(Maurin et al. 2012; Nezri et al. 2012).
3 This non-detection has motivated new models for DM attempting to rec-
oncile both claims, e.g. Cline & Frey (2014).

in our analysis. Despite their sparse and often very uncertain kine-
matic data, the close proximity of some of these dSphs (Segue 1
is located at only ∼23 kpc) has focused attention on them, and the
most stringent limits set on 〈σv〉 have used such objects. This makes
it vital to obtain a proper measure of both statistical and systematic
errors for the astrophysical factors J and D for these dSphs (a re-
cent case in point is the tiny Hercules galaxy whose mass estimate
dropped by a factor ∼3 once contaminating foreground stars were
properly weeded out; Adén et al. 2009). Especially for pointed ob-
servations where many hours of integration may be lavished on a
single target, it is vital to know not only which dSphs are the most
promising targets, but also which are the most robust targets. This
is our key goal: to obtain unbiased J and D measures with robust
uncertainties.

We exclude the Sagittarius dSph galaxy from our study, as it is
well established that it is in the process of being tidally disrupted
(see e.g. Koposov et al. 2015a and references therein) and any
modelling would need to take account of this. While several other
dSphs in our sample exhibit features which may be associated with
tidal effects (e.g. Willman 1; Willman et al. 2011), in the absence of
definitive evidence of their non-equilibrium status we have included
them in our analysis.

The nearby dSphs with good data favour DM cores over the cusps
predicted by pure cold dark matter (CDM) cosmological simulations
(e.g. Kleyna et al. 2003; Goerdt et al. 2006; Battaglia et al. 2008;
Walker & Peñarrubia 2011; Agnello & Evans 2012; Cole et al.
2012; Amorisco, Agnello & Evans 2013), though this has been
disputed at least for some dSphs (e.g. Breddels & Helmi 2014;
Richardson & Fairbairn 2014; Strigari, Frenk & White 2014). Such
cores can result from stellar feedback from galaxy formation. This
can be surprisingly effective even for low stellar mass systems (e.g.
Navarro, Eke & Frenk 1996; Read & Gilmore 2005; Pontzen &
Governato 2012; Teyssier et al. 2013; Madau, Shen & Governato
2014; Oñorbe et al. 2015). Given such theoretical and observational
uncertainties, in this paper we allow for considerable freedom in
the central DM density and slope.

This paper is organized as follows. In Section 2, we present the
Jeans analysis and the input parametrizations for the DM, light,
and anisotropy profiles. We discuss the several likelihood functions
tested to match the data and introduce the astrophysical factors J
and D calculated from the reconstructed DM profiles. Section 3
describes the surface brightness and kinematic data used in the
analysis. In Section 4, we present the setup used in the Markov Chain
Monte Carlo (MCMC) analysis, in particular our choice for the
priors of the free parameters. We also discuss the choice to be made
for the DM halo size and the possible contamination of the data.
Results are presented in Section 5, focusing on the overall contrast
of the signals from dSphs with respect to that from the Galactic
DM halo, and on the ranking of J- and D-factors, in comparison
to previous works. Conclusions are presented in Section 6, while
appendices A, B, and C provide further details regarding specific
points addressed in this work.

2 J E A N S A NA LY S I S , L I K E L I H O O D
F U N C T I O N S A N D A S T RO P H Y S I C A L
J- A N D D-FAC TO RS

2.1 Jeans analysis

The mass density profile of the dSphs is the key input for deter-
mining their J- and D-factors (Section 2.3). Different techniques
have been developed in order to infer the mass profiles from stellar
kinematic data, such as distribution function modelling,
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Schwarzschild and ‘Made-To-Measure’ methods, as well as Jeans
analysis (see recent reviews by Battaglia, Helmi & Breddels 2013;
Strigari 2013; Walker 2013). In this work we focus on the latter,
using parametric functions as ingredients of the spherically symmet-
ric Jeans equation. This technique has already been widely applied
to dSphs (Strigari et al. 2007; Essig et al. 2010; Charbonnier et al.
2011; Geringer-Sameth et al. 2015c). Here, we apply the findings of
Bonnivard et al. (2015a), where an optimized strategy was proposed
to mitigate possible biases introduced by the Jeans modelling.

2.1.1 Spherical Jeans equation

dSph galaxies are considered as collisionless systems described
by their phase-space distribution function, which obeys the col-
lisionless Boltzmann equation. Assuming steady-state, spherical
symmetry and negligible rotational support, the second-order Jeans
equation is obtained by integrating moments of the phase-space
distribution function (Binney & Tremaine 2008):

1

ν

d

dr
(νv̄2

r ) + 2
βani(r)v̄2

r

r
= −GM(r)

r2
, (1)

where ν(r), v̄2
r (r), and βani(r) ≡ 1 − v̄2

θ /v̄
2
r are the stellar number

density, velocity dispersion, and velocity anisotropy, respectively.
Neglecting the (<1 per cent) contribution of the stellar component,
the enclosed mass at radius r can be written as

M(r) = 4π

∫ r

0
ρDM(s)s2ds, (2)

where ρDM(r) is the DM mass density profile. The solution to
the Jeans equation relates M(r) to ν(r)v̄2

r (r). However, the inter-
nal proper motions of stars in dSphs are not resolved, and only
line-of-sight-projected observables can be used:

σ 2
p (R) = 2


(R)

∫ ∞

R

(
1 − βani(r)

R2

r2

)
ν(r) v̄2

r (r) r√
r2 − R2

dr, (3)

with R the projected radius, σ p(R) the projected stellar velocity dis-
persion, and 
(R) the projected light profile (or surface brightness)
given by


(R)=2
∫ +∞

R

ν(r) r dr√
r2 − R2

. (4)

Note that the velocity anisotropy βani(r) cannot be measured di-
rectly, in contrast to σ p(R) and 
(R). In our approach, parametric
models for βani(r) and ρDM(r) are assumed in order to compute
σ 2

p (R) via equation (3). We can then determine the parameters that
reproduce best the measured velocity dispersion σ obs(R).

2.1.2 Choice of parametric functions

DM density profile. Following Charbonnier et al. (2011), we do not
use a strong cosmological prior (e.g. assume the profile to be cuspy),
as this will bias the derived astrophysical factors. Instead, we fit the
model parameters to data. We adopt the Einasto parametrization of
the DM density profile (Merritt et al. 2006):

ρEinasto
DM (r) = ρ−2 exp

{
− 2

α

[(
r

r−2

)α

− 1

]}
, (5)

where the three free parameters are the logarithmic slope α, the scale
radius r−2 and the normalization ρ−2. Bonnivard et al. (2015a) find
that the choice of parametrization – Zhao–Hernquist or Einasto –
has negligible impact on the calculated J- or D- factors and their un-
certainties. With fewer free parameters, the Einasto parametrization
is more optimal in terms of computational time.

Velocity anisotropy profile. We use the Baes & van Hese (2007)
parametrization to describe the velocity anisotropy profile:

βBaes
ani (r) = β0 + β∞(r/ra)η

1 + (r/ra)η
, (6)

where the four free parameters are the central anisotropy β0, the
anisotropy at large radii β∞, and the sharpness of the transition η

at the scale radius ra. This parametrization was found to mitigate
some of the biases arising in the Jeans analysis when using less flex-
ible anisotropy functions with fewer free parameters (e.g. constant,
Osipkov–Merrit – see Bonnivard et al. 2015a).

Light profile. We use a generalized Zhao–Hernquist profile
(Hernquist 1990; Zhao 1996) for the stellar number density:

νZhao(r) = ν�
s

(r/r�
s )γ [1 + (r/r�

s )α](β−γ )/α
, (7)

the five free parameters of which are the normalization ν�
s , the scale

radius r�
s , the inner slope γ , the outer slope β, and the transition

slope α. Many studies have used less flexible parametrizations (e.g.
King, Plummer, or exponential profiles), but the use of these can
bias the calculated astrophysical factors (Bonnivard et al. 2015a).

2.2 Likelihood functions

2.2.1 Binned and unbinned analyses

Before fitting the actual dSph kinematic data, we tested both a
binned and an unbinned likelihood function on a set of mock data
(mimicking ‘ultrafaint’ and ‘classical’ dSphs, see Appendix A).
Both methods have been used in the literature, but to date, no
systematic comparison has been undertaken to test the merits and
limits of each approach (binned analyses can be found in Strigari
et al. 2007; Charbonnier et al. 2011; unbinned in Strigari et al.
2008; Martinez et al. 2009; Geringer-Sameth et al. 2015c). For
the binned analysis, the velocity dispersion profiles σ obs(R) are
built from the individual stellar velocities (see Section 3), and the
likelihood function we use is

Lbin =
Nbins∏
i=1

(2π)−1/2


σi(Ri)
exp

[
−1

2

(
σobs(Ri)−σp(Ri)


σi(Ri)

)2]
, (8)

where


2σi=
2σobs(Ri)+
(

1

2

[
σp(Ri +
Ri)−σp(Ri −
Ri)

])2

. (9)

The quantity 
σ obs(Ri) is the error on the velocity dispersion at the
radius Ri, and 
Ri is the standard deviation of the radii distribution
in the ith bin. This likelihood allows the uncertainties on both σ obs

and R for each bin to be taken into account.
For the unbinned analysis, we assume that the distribution of line-

of-sight stellar velocities is Gaussian, centred on the mean stellar
velocity v̄. The likelihood function reads (Strigari et al. 2008)

Lunbin =
Nstars∏
i=1

(2π)−1/2√
σ 2

p (Ri)+
2
vi

exp

[
−1

2

(
(vi−v̄)2

σ 2
p (Ri)+
2

vi

)]
, (10)

where the dispersion of velocities at radius Ri of the ith star comes
from both the intrinsic dispersion σ p(Ri) from equation (3) and the
measurement uncertainty 
vi

.
As detailed in Appendix A, the unbinned analysis reduces the

statistical uncertainties on the astrophysical factors, particularly for
the ‘ultrafaint’ dSphs, without introducing biases. In the remainder
of the paper we therefore favour the unbinned analysis and the
binned likelihood is used only to cross-check our results.
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2.2.2 Analysis with and without membership probabilities

Kinematic samples are often contaminated by interlopers from the
MW foreground stars. Different methods can be used in order to
remove those contaminants, based e.g. on sigma-clipping, virial
theorem (Klimentowski et al. 2007; Wojtak & Łokas 2007), or
expectation maximization (EM) algorithms (Walker et al. 2009;
Martinez et al. 2009). The latter allows in particular the estima-
tion of membership probabilities for each star of the object. These
probabilities can be used as weights when building the velocity dis-
persion profile σ obs(R) in the binned case, or used directly in the
unbinned likelihood, where equation (10) becomes

Lunbin
W =

Nstars∏
i=1

⎛
⎝ (2π)−1/2√

σ 2
p (Ri)+
2

vi

exp

[
−1

2

(
(vi−v̄)2

σ 2
p (Ri)+
2

vi

)]⎞⎠
Pi

, (11)

with Pi the membership probability of the ith star. Another op-
tion when dealing with foreground contamination is to use the
unweighted likelihoods Lbin/unbin but run the analysis only with
stars having large-enough membership probabilities (typically,
Pi > 0.95). Whenever membership probabilities are available, we
test both methods (see Section 4.4).

2.3 Astrophysical factor for annihilation and decay

The γ -ray differential flux from DM annihilation (resp. decay) in
a dSph galaxy, measured within a solid angle 
�, is (Bergström,
Ullio & Buckley 1998)

dφγ

dEγ

= φPP
J (Eγ )×J (
�)

(
resp. φPP

D (Eγ ) × D(
�)
)
. (12)

The quantity φPP
J (Eγ )

(
resp. φPP

D (Eγ )
)

is sensitive to the particle
physics, e.g. the annihilation or decay channel. We focus here on
the ‘astrophysical factor’, J (resp. D),

J =
∫∫

ρ2
DM(l, �) dld�

(
resp. D=

∫∫
ρDM(l, �) dld�

)
, (13)

which corresponds to the integration along the line of sight of
the DM density squared (resp. DM density) over the solid angle

� = 2π × [1 − cos(αint)], αint being the integration angle. A pre-
cise evaluation of this quantity is necessary for setting robust con-
straints on the properties of the DM particle, and is also a useful
proxy to rank possible targets according to the magnitude of their
flux. In order to compute the astrophysical factor, both the density
distribution of the DM halo and its extent are required to be known.
Results may be sensitive to the choice of the latter, as discussed
further in Section 4.3 and Appendix B.

N-body simulations within the context of �CDM cosmology
have shown that DM haloes should contain a large number of smaller
sub-haloes. Such sub-structures could significantly increase the J-
factors, but the smaller the host halo mass, the less boosted is the
signal (e.g. Sánchez-Conde & Prada 2014). For DM haloes typical
of dSphs, Charbonnier et al. (2011) found no significant impact of
the sub-structures on the J-factors so we neglect their contribution
here.

J- and D-factors of dSphs were found to be best constrained at
the so-called critical integration angle αc (Charbonnier et al. 2011;
Walker et al. 2011; Bonnivard et al. 2015a). This is related to the
half-light radius of the dSph, rh, and to its distance d, and differs
for J- and D-factors: αJ

c ∼ 2rh/d , while αD
c ∼ rh/d (see Fig. 4 for

illustration).

All calculations of astrophysical factors are done with the CLUMPY

code (Charbonnier, Combet & Maurin 2012). A new module has
been specifically developed to perform the Jeans analysis, and this
upgrade will be publicly available in the forthcoming second release
of the software (Bonnivard, Maurin & Walker 2015b). The J- and
D-factors obtained for the 8 ‘classical’ and 13 ‘ultrafaint’ dSph
galaxies are presented in Section 5.

3 D SPH G ALAXY DATA

3.1 Surface brightness data

For each dSph, we estimate ν(r) by fitting publicly available photo-
metric data with a Zhao–Hernquist model (equation 7), where r is
the distance from the dwarf’s centre in 3D. Due to differences in the
nature of the available data for ‘classical’ and ‘ultrafaint’ dSphs, we
adopt different approaches for applying this model to each category.

For ‘classical’ dSphs, the most homogeneous data sets
for estimating structural parameters remain those of Irwin &
Hatzidimitriou (1995, IH95 hereafter). IH95 tabulate stellar surface
density profiles in terms of stars counted within concentric elliptical
annuli, with each ellipse (with semimajor and semiminor axes a and
b, respectively) having the same ellipticity and orientation that IH95
estimate for the dSph as a whole. IH95 measure global ellipticities
ranging from e ≡ 1 − b/a = 0.13 (Leo II) to e = 0.56 (UMi), with
a median of e = 0.32. Because our Jeans models assumes spherical
symmetry, we transform IH95’s elliptical annuli into circular annuli
by replacing the ‘elliptical radii’ in their data tables with geometric
means, Rgm ≡ √

ab.
To the circularized, binned surface density profiles, 
(R), we

then fit 2D projections of ν(r) according to the likelihood function

L1 ∝
Nbins∏
i=1

exp

[
−1

2

(
(Ri) − 
model(Ri))2

σ 2

(Ri )

]
, (14)

where σ
(Ri ) is the Poisson error associated with the number of stars
counted in the ith bin and the model surface density is


model(R) ≡ 2
∫ ∞

R

ν(r)r√
r2 − R2

dr + 
bkd, (15)

i.e. the sum of the projection of ν(r) and a uniform background
density.

For the ‘ultrafaint’ satellites, the largest homogeneous data set
is from the Sloan Digital Sky Survey, which provides positions,
colours and magnitudes of individual stars detected as point sources.
For each ‘ultrafaint’ satellite, we identify possible members as red
giant branch (RGB) candidates, which we define as point sources
whose g − r colours place them within 0.25 dex of the Dartmouth
isochrone (Dotter et al. 2008) calculated for a stellar population with
age 12 Gyr, metallicity corresponding to the mean value estimated
from spectroscopy, and shifted by the distance modulus estimated
for that satellite (McConnachie 2012). To the unbinned distribution
of projected positions for N RGB candidates, we fit 2D projections
of ν(r) according to the likelihood function

L2 ∝
N∏

i=1


model(Ri), (16)

where 
model(Ri) is defined as in equation (15).
For both ‘classical’ and ‘ultrafaint’ satellites, we adopt uniform

priors on all model parameters and then use the software package
MULTINEST (Feroz & Hobson 2008; Feroz, Hobson & Bridges 2009;
Feroz et al. 2013) to sample the posterior probability distribution
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(PDF) of parameter space. In a separate contribution, Walker et al.
(in preparation) will discuss detailed results from these fits. For our
present purposes, we use these samples from the posterior PDFs to
propagate uncertainties in ν(r) through our estimation of the DM
density profiles (see Section 4).

3.2 Kinematic data

We use stellar-kinematic data, in the form of projected positions
and line-of-sight velocities for individual stars, compiled from the
literature. For all galaxies except Draco, we use the same data sets as
analysed by Geringer-Sameth et al. (2015c) (who provide a detailed
description). For Draco, we adopt the data set of Walker, Olszewski
& Mateo (2015), which includes measurements for ∼500 members.

The kinematic samples for the eight ‘classical’ dSphs include, for
each star, a probability of membership, Pi, that is estimated using an
EM algorithm (Walker et al. 2009). The sample for Segue 1 (Simon
et al. 2011) includes membership probabilities that are estimated
in two ways: via the same EM algorithm, and alternatively using a
Bayesian analysis that considers the entire data set to be a mixture
of Segue 1 and foreground populations. We use the latter estimation
in our analysis – details of the Segue 1 case will be presented
in a separate contribution (Bonnivard et al. 2015b). Data for the
remaining ‘ultrafaints’ do not include membership probabilities, but
rather a binary classification of each star as member or non-member
based on velocity and line-strength criteria (e.g. Simon & Geha
2007). We treat these classifications as membership probabilities in
our analysis, but their values necessarily are either Pi = 0 (non-
member) or Pi = 1 (member).

In order to estimate velocity dispersion profiles, we divide each
data set, consisting of Nmem ≡ 
N

i=1Pi member stars, into ∼√
Nmem

bins that each contain a number of stars whose membership proba-
bilities add to ∼√

Nmem. For each bin, we estimate velocity disper-
sion using the maximum-likelihood procedure described by Walker
et al. (2006), with membership probabilities introduced as weights
on each star. Our results are based on the unbinned analysis (see
Section 2.2), and we use these velocity dispersion profiles only for
cross-check purpose. These profiles are shown in Fig. 1 (‘classical’
dSphs) and Fig. 2 (‘ultrafaint’ dSphs).

4 A NA LY SIS SETUP

4.1 MCMC analysis

For each dSph, we perform the Jeans analysis to find the DM density
profile parameters that best fit the stellar kinematics, and determine
their uncertainties. The likelihood functions of the analysis (Sec-
tion 2.2) have seven free parameters (see below). To efficiently
explore this large parameter space, we use an MCMC technique,
based on Bayesian parameter inference, which allows us to sample
the PDF of a set of free parameters using Markov chains. To this pur-
pose, we use the Grenoble Analysis Toolkit (GREAT) (Putze 2011;
Putze & Derome 2014), which relies on the Metropolis–Hastings
algorithm (Metropolis et al. 1953; Hastings 1970). The posterior
distributions are obtained after several post-processing steps (burn-
in length removal, correlation length estimation, and thinning of the
chains), allowing a selection of independent samples, insensitive to
the initial conditions. From these PDFs, credibility intervals (CIs)
for any quantity of interest can be easily computed.

For each step of the chains, we randomly select a light profile
parametrization from the accepted configurations of the MCMC
analysis done previously for the surface brightness data (see Sec-
tion 3), and use it for computing the velocity dispersion σ p (equa-

Table 1. Range of uniform priors used for the DM density and velocity
anisotropy profile parameters. Note that all models must satisfy the Global
Density-Slope Anisotropy Inequality (equation 17), which reduces the effec-
tive range of the anisotropy parameters. See text for details.

Quantity Profile Parameter Prior range

DM density ‘Einasto’ log10(ρ−2/M
 kpc−3) [5, 13]
equation (5) log10(r−2/kpc) [log10(r∗

s ), 1]
α [0.12, 1]

Anisotropy ‘Baes & van Hese’ β0 [ − 9, 1]
equation (6) β∞ [ − 9, 1]

log10(ra) [ − 3, 1]
η [0.1, 4]

tion 3). This effectively propagates the light profile uncertainties to
the posterior distributions of the DM and anisotropy parameters.

4.2 Free parameters and priors

The free parameters of the analysis are the three parameters of
the Einasto DM density profile, and the four parameters of the
Baes & van Hese (2007) velocity anisotropy profile, for which
we adopt uniform priors. We follow Bonnivard et al. (2015a) who
after a thorough study of mock data identified an optimal prior
combination that mitigates several biases introduced by the Jeans
analysis. Table 1 summarizes the ranges used on each parameter’s
prior.

DM density profile. Bonnivard et al. (2015a) suggested two cuts on
the DM density profile priors in order to tighten the constraints on
the astrophysical factors without introducing bias. First, the scale
radius r−2 is forced to be larger than the scale radius of the stel-
lar component, r∗

s . This drastically reduces the upper CIs on the
astrophysical factors for ‘ultrafaint’ dSphs. A second cut on the
logarithmic slope α, α ≥ 0.12, is also advocated in this previous
work. We have chosen to use both cuts in our analysis, so as to
obtain the most stringent and robust estimates of the astrophysical
factors.

Velocity anisotropy profile. The priors we use for the four parameters
of the Baes & van Hese (2007) anisotropy profiles are also those
of Bonnivard et al. (2015a). The generality of this parametriza-
tion avoids the bias from the use of more specific anisotropy pro-
files, especially for large data samples. We also implement the
Global Density-Slope Anisotropy Inequality (Ciotti & Morganti
2010), which ensures that solutions to the Jeans equation given by
our MCMC analysis correspond to physical models with positive
phase-space distribution function:

βani(r) ≤ −1

2

d log ν(r)

d log(r)
. (17)

This reduces the range of allowed velocity anisotropy parameters
depending on the stellar number density ν(r).

4.3 Size of the DM halo

The extension of the DM halo is needed when computing the J- (or
D-) factor (equation 13). The latter reaches a maximum when the
integration angle αint corresponds to the angular size of the halo and
saturates beyond (see Fig. 4, where the J-factor obtained for Fornax
is plotted as a function of the integration angle αint; the median
value is seen to saturate above ∼1◦).
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There is no clear criterion to define the size of DM haloes hence
we adopt two different approaches for each dSph galaxy and for
each set of DM parameters accepted by the MCMC. The first method
considers the tidal radius rt to be a good estimator of the halo size (as
shown by N-body or hydrodynamical simulations – see e.g. Springel
et al. 2008; Mollitor, Nezri & Teyssier 2015); this is computed as

rt =
[

Mhalo(rt)

[2 − d ln MMW/d ln r(d)] × MMW(d)

](1/3)

× d , (18)

where MMW(d) is the mass of the MW enclosed within the galac-
tocentric distance d of the dSph, and Mhalo is the mass of the dSph
galaxy. A second method to estimate the size of a DM halo consists
in determining the radius req where the halo density is equal to the
density of the MW halo, namely

ρhalo
DM (req) = ρMW

DM (d − req). (19)

We have used both a Navarro–Frenk–White (NFW profile; Navarro,
Frenk & White 1997; Battaglia et al. 2005) and an Einasto profile
(Navarro et al. 2004; Springel et al. 2008) for the MW density.
They both give halo sizes larger than the scale radii, and as the main
contribution to the J-factor comes from within the scale radius,
the choice of parametrization has no impact on the results (see
Appendix B). Note that other assumptions can also be made to
estimate the dSph halo size. For instance, in order to be conservative,
Geringer-Sameth et al. (2015c) used the outermost observed star as
truncation radius for computing the astrophysical factors. However,
this can underestimate the J- and D-factors, and may moreover
underestimate the CIs (see Appendix B).

4.4 Membership probabilities and impact of contamination

J- and D-factor reconstruction through Jeans analysis has been pre-
viously studied and optimized for contamination-free mock data
(Charbonnier et al. 2011; Bonnivard et al. 2015a). However, actual
observations yield kinematic samples that may be contaminated
by field stars belonging to the MW or to a Galactic stream. The
conventional approach to handle these interlopers relies on the ar-
bitrary definition of some threshold separating members from out-
liers (sigma-clipping method, see e.g. Yahil & Vidal 1977). EM
algorithms (Walker et al. 2009) differ from sigma-clipping methods
as they provide membership probabilities Pi for each star of the
sample, which can be used as weights in subsequent analyses, e.g.
equation (11). The EM algorithm was shown to provide accurate
and reliable membership probabilities in most cases, although some
failures may occur for samples presenting the heaviest contamina-
tion and the most overlapping velocity distributions (Walker et al.
2009).

In order to investigate whether residual contamination affects
the J-factor values, we either use the star membership probability
as weights in the likelihood function of equation (11), or only re-
tain stars which almost certainly belong to the dSph (Pi > 0.95).
Fig. 3 compares these two approaches for dSphs with Pi values
available from the literature (eight ‘classical’ and Segue 1). The
same J-factors (D-factors) are reconstructed in both cases, except
for Fornax and Segue 1. For these two objects, the discrepancy
hints at the presence of contamination in their samples that is
not captured by the Pi indicator. The case of Segue 1 is thor-
oughly discussed in Bonnivard et al. (2015b), and we refer the
reader to Appendix C for the ‘classical’ dSphs. Investigation of
the stellar contamination issue is done by comparing reconstructed
J-factors to their true values, for a set of mock data presenting

different levels of MW or stream contamination. Doing so, we
find that:

(i) J-factors can be robustly reconstructed when large enough
samples of stars are available (‘classical’ dSphs), whereas small
samples (‘ultrafaint’ dSphs) are more sensitive to contamination,
with their J- and D-factors more likely to overshoot the true value.
Indeed, the presence of a few misidentified stars in small kinematic
data sets typical of ‘ultrafaint’ dSphs can have a very strong impact
on the reconstruction of the astrophysical factors;

(ii) discrepant J- or D-factors from the Pi-weighted and P >0.95
i -

cut analyses hint at high levels of contamination. The P >0.95
i -cut

analysis is found to give generally more conservative results (large
CIs, but encompassing the true value) while the Pi-weighted anal-
ysis tends to overshoot (small CIs, true value outside CIs). See
Bonnivard et al. (2015b) for a detailed description of this result.

Therefore, in the remainder of the paper our results are based only
on stars with Pi > 0.95, whenever this information is available. A
direct consequence of this is that Segue 1 (among the most favoured
targets) may become one of the least reliable targets to set constraints
on DM (Bonnivard et al. 2015b). Unsurprisingly, this confirms that
the ‘classical’ dSphs are the most robust targets, as their larger data
sets make them much less sensitive to contamination, even if a mild
effect exists for Fornax.

5 R ESULTS

Using the MCMC analysis described in the previous section, we
fit the velocity data of the 8 ‘classical’ and of 13 ‘ultrafaint’ dSph
galaxies with the 7 parameters (3 parameters for the Einasto DM
profile and 4 for the Baes & Van Hese velocity anisotropy) required
in our Jeans analysis. For each point in the chains, any relevant
quantity may be computed and its median value and CIs estimated
from the resulting distribution.

This is true of the reconstructed velocity dispersion profile of
each dSph, the median and 95 per cent CIs of which are plotted in
solid and dashed blue lines in Figs 1 and 2.4 The reconstructed
profiles and CIs appear to always provide a good representation of
the data, with much wider CIs for ‘ultrafaint’ dSphs (up to a factor
∼5 at large radii, compared to a factor ∼2 for ‘classical’ dSphs)
because of the sparsity of their stellar data.

The three Einasto profile parameters are used to compute the DM
annihilation J-factors and decaying DM D-factors using equation
(13). Fig. 4 displays the median value and 95 per cent CIs of the
J- and D-factors, for the ‘classical’ dSph Fornax, as a function
of αint. Once the integration angle encompasses the whole halo,
the astrophysical factors saturate. This figure shows the optimal
integration angle αc for which the CIs for the J- and D-factors are
the smallest, i.e. where these astrophysical factors may be robustly
determined despite our inability to constrain the inner slope of their
DM profile. For Fornax, αD

c ∼ 0.◦28 as may be seen from the figure.
ASCII files of the median values 68 per cent and 95 per cent CIs of
J(αint) and D(αint) for all the dSphs discussed in this paper may
be retrieved from the Supporting Information submitted with this
paper.

4 For display purposes, the binned analysis has been used in these figures,
i.e. binned data and Lbin likelihood function. We have checked for each
dSph that the results obtained using the binned or unbinned analysis are
consistent.
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DM annihilation and decay in dSphs 855

Figure 1. Velocity dispersion profiles σ p of the eight ‘classical’ dSphs: data (symbols) and reconstructed median and 95 per cent CIs (blue lines). These
profiles are shown for illustration; our results are based on an unbinned analysis.

5.1 J- and D-factors of dSphs versus Galactic background

All the dSph satellite galaxies of the MW are embedded in its DM
halo. Hence in both the annihilating and decaying DM scenario, our
Galaxy’s DM halo will provide a background signal of the same
nature as that of the targeted dSph galaxy. This consideration is
quite independent of any diffuse γ -ray emission of astrophysical
origin which we do not discuss here. For simplicity, we also ignore
the extragalactic signal originating from DM annihilations or decays
on cosmological scales (and integrated over all redshifts).

The MW halo’s astrophysical J- and D-factors are computed with
the CLUMPY code, assuming the following characteristics:

(i) we use an Einasto profile to model the smooth DM distribu-
tion, scaled to the local DM density (ρ
 = 0.3 GeV cm−3);

(ii) we include the contribution of a population of DM clumps,
having a cored spatial distribution (Zhao–Hernquist parametrization
with α = 1, β = 3, γ = 0, see equation 7) and a mass distribution
dN/dM ∝ M−1.9 (Springel et al. 2008, amounting to ∼10 per cent of
the MW’s total mass);

(iii) we assume that the mass–concentration relation5 has a log-
normal distribution (Sánchez-Conde & Prada 2014).

Fig. 5 displays the J- (left) and D-factors (right) of the 21 dSph
galaxies (symbols) studied in this paper as a function of their

5 The mass–concentration relation is a fundamental ingredient to relate a
halo mass and size to the scale density and radius required by the DM
density parametrization.
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856 V. Bonnivard et al.

Figure 2. Velocity dispersion profiles σ p of the 13 ‘ultrafaint’ dSphs: data (symbols) and reconstructed median and 95 per cent CIs (blue lines). These profiles
are shown for illustration; our results are based on an unbinned analysis.

angular distance from the Galactic Centre. The solid blue line corre-
sponds to our estimate of the contribution from the MW DM halo.
This has been repeated for three integration angles, αint = 0.◦01,
0.◦1, 1◦. This figure clearly illustrates the loss of contrast between
the dSph target and the MW background as the integration an-
gle is increased. Indeed, the background (exotic or not) is ∝ α2

int;
this is not so for the dSphs where the astrophysical factor is very
centrally peaked, especially for J. For the J-factor, most of the
dSphs appear an order of magnitude or more above the background
for αint = 0.◦01, while this is true only of a couple of them for
αint = 1◦. For decay (right column), even for small integration
angles, the contrast is always smaller than that of annihilation.
Therefore, for large integration angles which may be dictated by in-
strumental resolution, it would be a better strategy to look directly

for the MW’s DM halo signature, rather than at a specific dSph
galaxy.

5.2 J-factor: ranking of the dSphs and comparison
to other works

Putting aside the notion of contrast mentioned above, the astrophys-
ical factors are the relevant proxies to determine whether or not a
given dSph is potentially interesting for indirect detection. Table 2
summarizes our findings and we compare these results in Fig. 6 to
other studies in the literature.

Ranking at αint = αc ≈ 2rh/d. The top panel in Fig. 6 shows
the J-factors ordered according to their median from the faintest
(Leo5) to the brightest (UMa2), when integrating the signal up to
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DM annihilation and decay in dSphs 857

Figure 3. J- and D-factors at the critical integration angle (top and bottom
panel, respectively) for dSph galaxies whose Pi values are available. Shown
are values calculated using equation (11), i.e. with membership probabilities
as weights in the Jeans analysis (red triangles), or using all stars passing the
cut Pi > 0.95 (blue squares).

the optimal angle αint = αc, where the J-factors have the smallest
error bars. To account for possible systematics from triaxiality of the
DM halo (which depends on the l.o.s. orientation of each dSph, see
Bonnivard et al. 2015a), the error bars (‘[]’ symbols) combine a 0.4
dex uncertainty in quadrature with the 68 per cent CIs. Our updated
analysis (compared to the results presented in Charbonnier et al.
2011) still prefers UMi among all the ‘classical’ dSph while Coma
and Ursa Major 2 are the most promising ‘ultrafaint’ dSphs (Segue 1
falls among the least interesting targets). For each dSph galaxy, the
optimal angle αJ

c is quoted above the data point, while the distance
to the dSph is quoted below. Unsurprisingly, the most promising
galaxies are also among the closest. The estimated uncertainties
on this plot provide a clear signature of our data-driven approach:
the ‘ultrafaint’ dSphs have significantly larger error bars than their
‘classical’ counterparts.

Ranking at αint = 0.◦5 and comparison to other works. The bottom
panel in Fig. 6 compares our results to other existing studies for a
fixed integration angle αint = 0.◦5, typical of the Fermi-LAT angular
resolution in the GeV range. First, comparing the top and bottom
panels shows no drastic ordering changes among the dSph galaxies
but for a few inversions. Secondly, the overall trend appears to
be preserved between the different studies, with the same objects
having the highest J values. None the less, a closer inspection shows
significant differences both in the values of the J-factors and the size
of the error bars. The differences observed between our analysis and
others is understood as follows.

(i) In Charbonnier et al. (2011), we conducted the same exer-
cise on the eight ‘classical’ dSph galaxies (green circles), but with

Figure 4. J- and D-factor (top and bottom panel, respectively) as a function
of the integration angle αint for the ‘classical’ dSph Fornax.

a more constrained Jeans analysis (using a constant anisotropy
profile and a Plummer light profile). UMi was found to be the
most promising target among the ‘classical’ dSph, while Leo 2 had
the highest median J(αc) but with much larger uncertainties. For
all the objects but Leo 2 (which is very uncertain anyway), the
Charbonnier et al. (2011) values are slightly lower than their up-
dated version. Changing the anisotropy and light profiles to more
flexible parametrizations in the current analysis is the main reason
for the differences between this and our previous study. Overall, we
find larger J-factors whenever the light data require an outer slope
steeper than that given by the Plummer profile used in Charbonnier
et al. (2011). Note that this effect was already observed on mock
data in Bonnivard et al. (2015a). The most striking example is the
case of Draco.

(ii) The Fermi-LAT Collaboration (2014, 2015a) reported the
γ -ray observations of 25 dSph galaxies and conducted a stacking
analysis of 15 of them to set constraints on the DM annihilation
cross-section. These authors provide J-factors of 18 dSph galaxies
overlapping with our sample (orange triangles), obtained using a
two-level Bayesian hierarchical modelling that constraints the entire
population of MW dSphs simultaneously (Martinez 2015). Their
values do not show any particular trend when compared to ours, with
most CIs overlapping. The most striking difference concerns the size
of their error bars, which remain roughly the same regardless of the
nature of the object (‘classical’ or ‘ultrafaint’). This is very likely
related to their two-level hierarchical analysis, where the entire
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858 V. Bonnivard et al.

Figure 5. Annihilation (left) and decay (right) factors of the 21 dSphs studied (symbols) versus the Galactic DM halo background (blue line), as function of
the angular distance from the Galactic Centre. Top to bottom panels correspond to three integration angles: 0.◦01, 0.◦1, and 1. See Section 5.1 for details.

population of MW dSph galaxies is to some extent assumed to share
the same properties. The constraints coming from the ‘classical’
dSphs are therefore redistributed to the ‘ultrafaint’ dSphs. Note
also that a NFW profile for the DM density was assumed, but the
analysis found to be fairly insensitive to this choice.

(iii) In Geringer-Sameth et al. (2015c), the authors provide J-
and D-factors of 20 dSph galaxies obtained using a data-driven
Jeans analysis quite similar to ours. In particular, they use the same
unbinned likelihood as in equation (10), but with a Zhao DM density
profile, a constant anisotropy and a Plummer light profile. However,
they select the radius of the outermost observed star as truncation
radius for computing the astrophysical factors, which results in
lower values (red triangles) than ours (blue squares). Segue 2 (Seg2),
Hercules (Her), and Ursa Major I (UMa1) are particularly affected
by this choice, with Rmax/rh values between ∼2 and ∼4, while we
obtain Rmax/rh values � 10 with our estimations of the halo size (see
Section 4.3). Note that the underestimation of the halo size can also
lead to an underestimation of the CIs (Appendix B). This partially
explains the larger error bars we find, which are also a consequence
of the more flexible anisotropy and light profiles parametrizations
we use (Bonnivard et al. 2015a).

In summary, Fig. 6 (bottom) highlights the fact that the val-
ues found for J-factors and their CIs can depend strongly on the

underlying assumptions. We believe our present work to better re-
flect the various sources of uncertainties that affect J-factor estima-
tions, following the thorough validation of the method initiated in
Bonnivard et al. (2015a) and concluded in Appendices A and B.
Our data-driven analysis naturally implies larger error bars for
dSphs with fewer stars, and vice versa. Also, thanks to a more
flexible parametrization of light profile, we find higher J-factors for
some targets, which may lower further the upper limits for the DM
annihilation cross-section (Fermi-LAT Collaboration 2014, 2015a;
Geringer-Sameth et al. 2015a).

5.3 D-factor: ranking of the dSphs and comparison
to other works

DM decay is less often considered than annihilation; however, recent
observations of an unidentified X-ray line at 3.55 keV in galaxy
clusters have generated increasing interest in this possibility (e.g.
Boyarsky et al. 2014b; Bulbul et al. 2014a).

Ranking. The blue squares in Fig. 7 and the three rightmost columns
of Table 2 give an overview of the D-factors computed here. First,
comparing the top panels of Figs 6 and 7, we find that the ordering of
the most promising targets changes significantly whether focusing
on DM annihilation or decay, even though Ursa Major II remains
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Table 2. Summary of results for the 21 dSph galaxies presented in this paper. The dSphs are ordered by distance and the columns correspond
to (from left to right): name, distance, optimal angle for annihilation (αJ

c ≈ 2αD
c ≈ 2rh/d), median J-factors and 68 per cent (95 per cent) CIs for

αint = 0.01, 0.5, αJ
c , median D-factors and 68 per cent (95 per cent) CIs for αint = 0.01, 0.5, αD

c . Note that a systematic uncertainty of ±0.4 (resp.
±0.3) must be allowed in order to the reflect the possible triaxiality of the dSph galaxies (Bonnivard et al. 2015a).

dSph d αJ
c log10[J(0.◦01)] log10[J(0.◦5)] log10[J (αJ

c )] log10[D(0.◦01)] log10[D(0.◦1)] log10[D(αD
c )]

(kpc) (deg) (J/M2
 kpc−5) (D/M
 kpc−2)

Segue 1 23 0.14 8.0+1.9(+3.0)
−2.2(−3.5) 10.4+2.1(+3.5)

−2.2(−4.5) 9.8+2.0(+3.2)
−2.1(−3.8) 0.3+1.0(+1.8)

−1.2(−2.1) 2.2+1.1(+1.9)
−1.2(−2.5) 1.9+1.1(+1.9)

−1.2(−2.3)

Ursa Major II 30 0.53 10.5+0.6(+1.2)
−0.5(−0.8) 13.3+0.7(+1.3)

−0.5(−0.9) 13.4+0.7(+1.4)
−0.6(−1.0) 1.8+0.4(+0.8)

−0.3(−0.4) 3.7+0.5(+0.9)
−0.3(−0.5) 4.6+0.5(+1.0)

−0.4(−0.6)

Segue 2 35 0.11 9.6+0.7(+1.2)
−0.8(−2.3) 12.3+1.1(+1.7)

−1.1(−2.7) 11.5+0.8(+1.3)
−0.8(−2.3) 1.3+0.6(+1.0)

−0.5(−1.2) 3.2+0.6(+1.1)
−0.6(−1.4) 2.8+0.6(+1.0)

−0.5(−1.3)

Willman I 38 0.06 11.2+0.5(+1.1)
−0.6(−1.2) 12.9+1.2(+2.3)

−0.6(−1.1) 12.3+0.5(+1.2)
−0.5(−1.0) 1.8+0.4(+1.1)

−0.3(−0.5) 3.5+0.6(+1.3)
−0.4(−0.6) 2.8+0.5(+1.2)

−0.3(−0.5)

Coma 44 0.20 10.3+0.4(+0.9)
−0.4(−0.8) 13.0+0.8(+1.4)

−0.7(−1.1) 12.5+0.6(+1.1)
−0.5(−0.8) 1.7+0.4(+0.9)

−0.3(−0.5) 3.6+0.5(+0.9)
−0.4(−0.6) 3.6+0.5(+0.9)

−0.4(−0.6)

Ursa Minor 66 0.49 10.7+0.7(+1.2)
−0.7(−1.0) 12.4+0.1(+0.4)

−0.1(−0.2) 12.4+0.1(+0.4)
−0.1(−0.2) 1.6+0.2(+0.3)

−0.1(−0.2) 3.3+0.1(+0.2)
−0.0(−0.1) 4.0+0.1(+0.3)

−0.1(−0.2)

Boötes I 66 0.42 9.5+0.5(+1.3)
−0.4(−0.8) 11.9+0.6(+1.2)

−0.4(−0.8) 11.9+0.6(+1.1)
−0.4(−0.7) 1.3+0.3(+0.6)

−0.2(−0.3) 3.2+0.3(+0.7)
−0.2(−0.4) 3.7+0.4(+0.8)

−0.3(−0.5)

Sculptor 79 0.38 10.4+0.8(+1.3)
−0.7(−1.1) 11.9+0.1(+0.3)

−0.1(−0.1) 11.9+0.1(+0.4)
−0.1(−0.1) 1.5+0.2(+0.4)

−0.2(−0.3) 3.2+0.0(+0.1)
−0.0(−0.1) 3.6+0.0(+0.1)

−0.0(−0.1)

Draco 82 0.28 9.8+0.7(+1.7)
−0.2(−0.3) 12.5+0.4(+0.7)

−0.2(−0.4) 12.2+0.3(+0.6)
−0.1(−0.3) 1.6+0.2(+0.4)

−0.1(−0.2) 3.5+0.2(+0.5)
−0.1(−0.2) 3.8+0.3(+0.6)

−0.2(−0.3)

Sextans 86 0.91 8.3+1.1(+1.8)
−0.5(−0.7) 11.0+0.2(+0.4)

−0.2(−0.4) 11.2+0.3(+0.6)
−0.2(−0.4) 0.9+0.2(+0.4)

−0.1(−0.3) 2.8+0.1(+0.3)
−0.1(−0.2) 4.0+0.2(+0.4)

−0.1(−0.3)

Ursa Major I 97 0.38 10.1+0.7(+1.3)
−0.5(−1.0) 12.1+0.6(+1.3)

−0.4(−0.7) 12.0+0.6(+1.2)
−0.3(−0.6) 1.5+0.2(+0.5)

−0.2(−0.4) 3.3+0.3(+0.7)
−0.2(−0.3) 3.8+0.4(+0.8)

−0.2(−0.4)

Carina 101 0.27 9.4+0.7(+1.3)
−0.6(−0.8) 11.3+0.2(+0.5)

−0.1(−0.2) 11.2+0.1(+0.4)
−0.1(−0.2) 1.2+0.1(+0.3)

−0.1(−0.2) 2.9+0.1(+0.2)
−0.1(−0.1) 3.2+0.1(+0.3)

−0.1(−0.1)

Hercules 132 0.29 8.6+0.6(+1.3)
−0.6(−1.3) 10.9+0.7(+1.6)

−0.7(−1.2) 10.7+0.7(+1.4)
−0.6(−1.1) 0.9+0.3(+0.7)

−0.3(−0.6) 2.8+0.4(+0.8)
−0.3(−0.6) 3.0+0.4(+0.9)

−0.3(−0.6)

Fornax 138 0.56 9.2+0.9(+1.5)
−0.7(−1.0) 11.1+0.1(+0.3)

−0.1(−0.1) 11.1+0.1(+0.3)
−0.1(−0.1) 1.1+0.2(+0.4)

−0.2(−0.2) 2.9+0.0(+0.1)
−0.1(−0.1) 3.6+0.0(+0.1)

−0.0(−0.0)

Leo IV 160 0.08 7.6+1.3(+2.3)
−1.7(−2.8) 9.6+1.3(+2.4)

−1.6(−3.4) 9.0+1.2(+2.0)
−1.6(−3.0) 0.4+0.6(+1.1)

−0.8(−1.6) 2.2+0.7(+1.2)
−0.8(−1.7) 1.5+0.6(+1.1)

−0.8(−1.6)

Canis Venatici II 160 0.05 9.9+0.6(+1.3)
−0.5(−1.2) 11.9+1.2(+2.3)

−0.9(−1.5) 11.0+0.6(+1.3)
−0.6(−1.2) 1.5+0.4(+1.0)

−0.3(−0.7) 3.3+0.6(+1.2)
−0.5(−0.9) 2.3+0.5(+1.0)

−0.4(−0.7)

Leo V 180 0.027 7.5+1.3(+2.4)
−1.2(−2.2) 9.5+1.2(+2.7)

−1.0(−2.5) 8.2+1.2(+2.4)
−1.2(−2.1) 0.3+0.6(+1.2)

−0.5(−1.2) 2.1+0.6(+1.4)
−0.5(−1.2) 0.6+0.6(+1.2)

−0.5(−1.2)

Leo II 205 0.08 10.1+0.5(+1.0)
−0.3(−0.5) 11.4+0.6(+1.5)

−0.2(−0.4) 11.2+0.2(+0.5)
−0.2(−0.3) 1.5+0.1(+0.4)

−0.1(−0.2) 3.2+0.3(+0.7)
−0.2(−0.3) 2.6+0.2(+0.6)

−0.1(−0.2)

Canis Venatici I 218 0.3 9.2+0.8(+1.2)
−0.5(−0.8) 10.9+0.4(+0.9)

−0.2(−0.3) 10.9+0.3(+0.7)
−0.2(−0.3) 1.2+0.1(+0.2)

−0.1(−0.2) 2.9+0.2(+0.5)
−0.1(−0.2) 3.3+0.2(+0.6)

−0.1(−0.2)

Leo I 250 0.11 9.4+0.6(+1.1)
−0.2(−0.4) 11.2+0.5(+1.1)

−0.2(−0.4) 10.9+0.2(+0.4)
−0.1(−0.2) 1.3+0.1(+0.3)

−0.1(−0.2) 3.1+0.2(+0.5)
−0.1(−0.2) 2.7+0.2(+0.4)

−0.1(−0.2)

LeoT 407 0.05 10.0+0.5(+0.9)
−0.5(−0.9) 11.0+1.0(+2.1)

−0.6(−1.0) 10.7+0.5(+1.1)
−0.4(−0.8) 1.5+0.3(+0.7)

−0.2(−0.4) 3.0+0.5(+1.1)
−0.4(−0.7) 2.1+0.4(+0.8)

−0.3(−0.5)

the best candidate for αint = αD
c . Furthermore, the two panels in

Fig. 7 show that changing the integration angle for a decaying DM
signal also has a strong impact on the ranking and on the error bars,
more strongly than in the case of DM annihilation. In particular, for
αint = 0.◦1 (bottom panel), most targets have very similar D-factors
and the increased error bars make the ranking less obvious.

Comparison to other works. The availability of independently-
derived D-factors for dSphs in the literature remains limited,
making comparison less straightforward than in the case of
annihilation.

(i) Although not published in the Charbonnier et al. (2011) study
which focused on J-factors only, the D-factors for the eight ‘classi-
cal’ dSphs were also obtained from our original analysis setup. As
in the case of annihilation, these values (green dots in Fig. 7) are
systematically lower than that obtained by the present analysis and
this is connected, as for J, to the choice of the light profile.

(ii) We also compare our results to those of Geringer-Sameth
et al. (2015c), noting again that the conservative choice made for
the size of the DM halo in that study leads to a deficit in the D-
factors compared to our values. This deficit is more apparent here
than for annihilation as the outer regions of the DM halo contribute
more to the D-factors than to the J-factors.

(iii) Following the claims of X-ray line detections in galaxy clus-
ters, Malyshev et al. (2014) looked for such a signal in the dSph
galaxies available in XMM–Newton data. In the absence of a sig-

nal, these authors used the mass derived from Wolf et al. (2010)6

and Geringer-Sameth et al. (2015c) to set constraints on a sterile
neutrino DM scenario. In doing so, rather than writing the D-factor
as given by equation (13), these authors use the point-like approx-
imation and use instead Dpoint(αint) = Mαint/d

2, where d is the dis-
tance to the galaxy and Mαint is the enclosed mass.7 Wolf et al. (2010)
provide the mass M1/2 (and the corresponding error bars) contained
within the deprojected half-light radius r1/2, corresponding to an
integration angle α1/2 = r1/2/d. This angle is closely related to our
definition of the optimal integration for decay αD

c = rh/d , where
rh ≈ 0.75 × r1/2 is the projected half-light radius.8 For each dSph in
the Wolf et al. (2010) sample, we compute Dpoint(α1/2) = M1/2/d2

(orange triangles in Fig. 7). Despite the fact that α1/2 > αD
c , our

D-factors are generally higher than the ones derived from the Wolf

6 Wolf et al. (2010) solve the spherical Jeans equation coupled to an MCMC
technique, using a similar approach to ours but different profile (mass, light,
anisotropy) parametrizations, to provide a robust mass estimate of several
dSph galaxies.
7 Malyshev et al. (2014) do not explicitly call this quantity the D-factor;
it simply appears as part of the overall flux definition. In the point like
approximation, this mass is the mass enclosed in a sphere of radius αint × d.
It is not the mass contained in the volume defined by the intersection of the
line-of-sight cone and the dSph spherical halo.
8 Wolf et al. (2010) provides useful fitting formulae to relate the projected
and deprojected half-light radii, for a variety of light profiles.
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860 V. Bonnivard et al.

Figure 6. Top: J-factors and 68 per cent CIs for αint = αJ
c : the ‘[]’ symbols combine in quadrature the 68 per cent statistical uncertainties and possible

systematics (±0.4) from triaxiality of the dSph galaxies (Bonnivard et al. 2015a). Bottom: comparison of the J-factors to other works, with αint = 0.◦5. See
also Section 5.4 for a critical discussion of the targets most favoured by our analysis.

et al. (2010) data. Computing M1/2 from our MCMC chains pro-
vides, in general, values that are compatible with those of Wolf et al.
(2010); this excludes the mass reconstruction from being the sole
origin of the differences. The main remaining difference may lie
in the point-like approximation, which does not account properly
for the full volume of the DM halo being intercepted by the line of
sight. While this may not be an inappropriate assumption for the
strongly peaked annihilation signal, it results in a significant deficit
for the D-factors.

5.4 Discussion

In the previous sub-sections, we presented a ranking of the MW
dSph satellites as potential targets for DM annihilation/decay sur-
veys based on the estimated values and uncertainties of their J- or
D-factors. However, it is important to note that while our analysis
has marginalized over many of the modelling uncertainties, issues

such as the dynamical status of individual dSphs and evidence point-
ing to cored profiles in a number of the ‘classical’ dSphs are not
accounted for.

First, it is possible that some of the dSphs, especially the ‘ultra-
faints’, are not currently in dynamical equilibrium. In particular, a
number of authors have presented evidence that the UMa2 dSph,
which occupies the top position in both the J- and D-factor rank-
ings, is currently experiencing strong tidal disturbance by the MW
(Fellhauer et al. 2007; Muñoz, Geha & Willman 2010; Smith et al.
2013). While it is not clear that this has inflated the velocity disper-
sion of UMa2, some caution is advisable before selecting UMa2 as
a prime candidate for indirect DM detection surveys.

Secondly, the precise nature of some ‘ultrafaint’ galaxies is still
uncertain – it is possible that some are more closely related to star
clusters and do not, in fact, contain DM. For example, the most
recent study of Wil1 describes it as ‘A Probable Dwarf Galaxy
with an Irregular Kinematic Distribution’ and notes that foreground
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DM annihilation and decay in dSphs 861

Figure 7. Top: D-factors and 68 per cent CIs for αint = αD
c and comparisons to other works Bottom: same but for αint = 0.◦1: the ‘[]’ symbols combine the

68 per cent statistical uncertainties and possible systematics (±0.3) from triaxiality of the dSph galaxies (Bonnivard et al. 2015a). See also Section 5.4 for a
critical discussion of the targets most favoured by our analysis.

contamination and unusual kinematics make the determination of
its DM content difficult (Willman et al. 2011). Target selection for
DM surveys must take account of such uncertainty when weighting
candidates for study.

The Sextans, Ursa Minor and Draco ‘classical’ dSphs feature
in the top five of both the J- and D-factor rankings. The larger
kinematic samples in these objects make the Jeans modelling more
robust (as indicated by their smaller confidence intervals in Figs 6
and 7). However, in the case of Sextans (Kleyna et al. 2004; Lora
et al. 2013) and Ursa Minor (Kleyna et al. 2005; Pace et al. 2014),
it has been suggested that the presence of kinematic sub-structures
indicate that the DM haloes of these objects are cored rather than
cusped. In principle, this could be taken into account via priors on
the halo slope within our Bayesian analysis, but as shown in fig. 15
of Charbonnier et al. (2011), this would not actually change the
conclusions for most integration angles (i.e. αint � 0.◦1).

Thus, of the seven dSphs which are within the top five of the
J and D rankings, additional evidence for four of them suggests
that the results of equilibrium dynamical modelling might not be
sufficient to characterize their suitability as targets for indirect DM
detection. Clearly, it is imperative that further data are obtained on
potential candidates before future surveys select their target lists.
New non-equilibrium modelling approaches such as that presented
in Ural et al. (2015) will also be important in placing the target
selection on a secure footing.

6 C O N C L U S I O N S

dSph galaxies have been widely targeted in for searches for annihi-
lating DM in the Galaxy. This has enabled γ -ray telescopes to set
very stringent limits on the DM annihilation cross-section which are
now beginning to impinge on the cosmologically preferred range of
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values (Steigman, Dasgupta & Beacom 2012) for a thermal relic.
Reliable estimates of the dSph J-factors and associated error budgets
are clearly crucial in this regard. This is especially true for ‘stack-
ing’ analyses that use data on several dSph galaxies simultaneously
to improve the sensitivity. Ranking of the dSphs, according to their
J- (and D-) factors, is also mandatory to optimise the strategy of
pointed observations. In case of a positive detection in a given tar-
get, this will inform the strategy for subsequent observations aiming
to validate the DM hypothesis.

This study – follow-up of our previous effort (Charbonnier et al.
2011) – extends and improves the reconstruction of the astrophysical
factor for dSph galaxies in several ways.

(i) We use the optimized analysis setup proposed in Bonnivard
et al. (2015a): the parametrization of the ingredients of the Jeans
analysis are kept as general as possible to minimize biases. In the
spirit of Charbonnier et al. (2011), we adopt very weak priors to
have as data-driven an analysis as possible.

(ii) We rely on an improved analysis of light profiles (Walker
et al. in preparation) for better J-factor reconstruction (Bonnivard
et al. 2015a), and also include recent kinematic data (e.g. for Draco,
see Walker et al. 2015) in the analysis.

(iii) We test the impact of the choice of the likelihood function
on the results: the performance and consistency of binned and un-
binned analyses are validated on real and mock data. Furthermore,
contamination from foreground stars and any associated impact on
the J-factors are also investigated, using the membership probability
of stars when available.

(iv) In addition to the 8 ‘classical’ dSph galaxies in Charbonnier
et al. (2011), re-analysed here, the results for 13 ‘ultrafaint’ dSphs
are now also provided – both the J-factors for annihilating DM and
the D-factors for decaying candidates.

The most important result of our study is the ranking (median and
CIs) of the astrophysical factors shown in Figs 6 (annihilation) and 7
(decay), and summarized in Table 2. ASCII files for the median and
68 per cent and 95 per cent CIs for a large range of integration angles
can be retrieved from the Supporting Information submitted with
this paper. Our findings can be summarized thus.

(i) The unbinned Jeans analysis of stars whose membership prob-
ability is >0.95 gives the most stringent constraints and is appro-
priate to deal conservatively with possible contaminations.

(ii) Our J- and D-factors are in general consistent with other cal-
culations, though several differences are observed: using a more
flexible light profile (cf. the usually adopted Plummer profile)
slightly increases the astrophysical factor for several dSphs; us-
ing a more flexible anisotropy profile (w.r.t. the usually assumed
constant) slightly enlarges the J-factor CIs, providing more realistic
uncertainties. This also mitigates possible biases (Bonnivard et al.
2015a).

(iii) Uncertainties on the astrophysical factors (J and D) from
this data-driven analysis are directly related to the sample size used
for the analysis (large error bars for ‘ultrafaints’, small error bars
for ‘classicals’). We believe this better accommodates a possible
non-universality in the properties of these objects.

(iv) The ranking of the targets (according to their median val-
ues) slightly depends on the integration angle. At the optimal angle
αJ

c ≈ 2rh/d , the ‘classical’ dSphs UMi and Draco are confirmed
as the potentially-brightest and most favoured targets in terms of
J-factors. The ‘ultrafaint’ objects UMa 2 and Coma outrank them,
but suffer from larger uncertainties, and in particular their lower
95 per cent CIs are lower than those of UMi or Draco. For decaying

DM, Sextans appears as the brightest ‘classical’ dSph at αD
c ≈ rh/d ,

while UMa 2 remains the brightest ‘ultrafaint’ target. Not discussed
here is the frequency-dependent astrophysical background that may
affect this ranking. This would require an instrument-specific anal-
ysis that goes beyond the scope of this paper.

(v) The astrophysical factors of Segue 1 might be highly uncer-
tain due to probable stellar contamination and few kinematic data,
and this object does not make it among the top 10 targets (Bonnivard
et al. 2015b). (Re)-analyses of membership probabilities for other
‘ultrafaints’ would be helpful to probe the level of contamination in
these objects.

The nine new potential dSphs discovered in the DES survey
(DES Collaboration et al. 2015; Koposov et al. 2015b) and already
searched for in Fermi-LAT data (Fermi-LAT Collaboration 2015b;
Geringer-Sameth et al. 2015b) call for a continued effort on this
topic (see also Kim et al. 2015; Laevens et al. 2015; Martin et al.
2015 for three other recently discovered dSphs). Careful studies of
their astrophysical factors will likely be difficult due to the small
amount of kinematic data expected for these objects. As underlined
in this study, it is all the more important to explore the limitations of
kinematic analyses for such small stellar samples. This may prove
crucial to understand whether the recently published limits from
6 years of Fermi-LAT observations on 15 dSphs (Geringer-Sameth
et al. 2015a; Fermi-LAT Collaboration 2015a) can be significantly
improved or not, and/or if better targets exist for the forthcoming
Cherenkov Telescope Array (Actis et al. 2011).
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S U P P O RT I N G IN F O R M AT I O N

Additional Supporting Information may be found in the online ver-
sion of this paper:

The files contain the reconstructed median, 68 per cent, and
95 per cent credibility intervals on the astrophysical J- (resp. D-)
factor for annihilating (resp. decaying) dark matter, in M
2 kpc−5

(resp. [M
 kpc−2]), for 40 integration angles between 0.01
and 10 degrees (http://mnras.oxfordjournals.org/lookup/suppl/
doi:10.1093/mnras/stv1601/-/DC1).

Please note: Oxford University Press are not responsible for the
content or functionality of any supporting materials supplied by
the authors. Any queries (other than missing material) should be
directed to the corresponding author for the paper.

APPENDIX A : UNBINNED A NA LY SIS –
VA L I DAT I O N O N M O C K DATA

Bonnivard et al. (2015a) thoroughly tested the Jeans analysis using
binned velocity dispersion profiles (see equation 8), but unbinned
analyses (equation 10) are also often used in the literature (e.g.
Martinez et al. 2009; Strigari et al. 2008; Geringer-Sameth et al.
2015c). Here, we conduct a careful comparison using a large set of
mock data to determine the merits and limits of each approach, and
select the optimal setup for our analysis.

Mock data set. To this purpose, we employed the same suite
of mock data set used previously by Walker et al. (2011),
Charbonnier et al. (2011) and Bonnivard et al. (2015a). It con-
sists of 64 models covering a large variety of DM density profiles
(from cored to NFW-like cuspy profiles), stellar light profiles and
velocity anisotropy values (between βani = −0.45 and βani = +0.3,
with constant anisotropy). We refer the reader to the papers quoted
above for a more complete description of this mock data set. For
each model, we draw samples of N = 30 (small), 1000 (medium),
and 10 000 (large) stars, mimicking ‘ultrafaint’, ‘classical’, and ‘ide-
ally observed’ dSphs. No foreground contamination is added to the
data sets, and all the objects are fixed to a distance d = 100 kpc.

Analysis setup. For each 64 mock models and sample sizes com-
bination, we run the Jeans analysis using either the binned9 or un-
binned likelihood functions described in Section 2.2 (see equations 8
and 10, respectively). We fix the light and anisotropy parameters to
their true values (i.e. the ones used to generate the mock data), in
order to disentangle the effects of the likelihood functions to that
originating from the physical parameters. For each model we then
compute the J- and D-factors as a function of the integration angle
αint.

Effects of unbinned analysis. First, we find that using either the
binned or the unbinned likelihood function leads to very similar
results for the 64 models, regardless of the sample size. This is
illustrated in Fig. A1, by comparing the J-factors obtained using
either the binned (blue filled circles) or the unbinned (red empty
circles) analysis to the true value (solid back line, computed using
the DM parameters used to generate the mock data), for a typical
‘ultrafaint’-like mock dSph. The main difference between the two

9 Note that we did not take into account the radius uncertainty on the velocity
dispersion profiles (
Ri in equation 9) in the Bonnivard et al. (2015a)
analysis.

Figure A1. Median value (solid) and 95 per cent CIs (dashed) of the J-
factors as a function of the integration angle αint, reconstructed using either
a binned (blue filled circles) or an unbinned (red empty circles) Jeans analysis
on a mock ‘ultrafaint’ dSph. Both analyses lead to very similar results, with
the true J-factor (black) being encompassed within the reconstructed CIs.

Figure A2. Distributions of J−95 per cent CI/J med, obtained for the 64
mock ‘ultrafaint’ dSphs using either the binned (dashed blue) or the un-
binned (solid red) analysis. For the three integration angles considered
(αint = 0.1 × αc, αc and 10 × αc, from top to bottom), the unbinned
analysis allows us to reduce the mean J−95 per cent CI/J med by a factor 2.
The effect is much less pronounced for larger data sets.
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analyses lies in the CIs, as the unbinned analysis is found to be more
constraining than the binned approach for ‘ultrafaint-like’ dSphs.
We show in Fig. A2 the distributions of J−95 per cent CI/J med, i.e. the
ratio of the lower 95 per cent CI to the median J-factor, obtained
for the 64 mock ‘ultrafaint’ dSphs using either the binned (dashed
blue) or the unbinned (solid red) analysis. The integration angle
is set to 0.1 × αc (top), αc (middle) and 10 × αc (bottom). For
each integration angle, the mean value of J−95 per cent CI/J med is
reduced by a factor 2 for the mock ‘ultrafaint’ dSphs when using
the unbinned analysis. The effect is much less pronounced for the
medium (‘classical’-like) and large data samples. We note a similar
effect on the upper 95 per cent CIs (not shown). For the D-factors,
the effect is also present for the ‘ultrafaint’-like dSphs, but less so,
with a reduction of the CIs by ∼30 per cent when using the unbinned
analysis.

Finally, we have checked that no bias is introduced when using
the unbinned analysis on the 64 mock models. We therefore ad-
vocate the use of the unbinned analysis when dealing with small
data samples, as it allows a significant reduction of the statistical
uncertainties.

A P P E N D I X B : SI Z E O F T H E D M H A L O

As pointed out in Section 4.3, the way one defines the DM halo size
could influence the values of the astrophysical factors. In order to
quantify this effect, we performed several tests on the mock data set
described in Appendix A.

Impact of halo size on J- and D-factors: tests on mock data. First,
using two typical mock models (with either cuspy or core DM
density profile), and for three different choices of halo maximum
radius Rmax, we compute the J-factor as a function of the integration
angle αint. Fig. B1 compares the results to a reference value obtained
with Rref

max = 50 × r∗
s , chosen arbitrarily. Unsurprisingly it shows

that an underestimation of the halo size leads to an underestimation
of the J-factor, the effect being stronger for the core than for the
cuspy DM profile. The J-factor can be underestimated by up to
70 per cent at the critical angle αc for a core profile and a halo size
strongly underestimated (factor 25 too small). The effect is even

Figure B1. Ratios of J-factors obtained with three different halo sizes
Rmax (in black, blue and red colours) to a reference J-factor with Rref

max =
50 × r∗

s . The smaller is Rmax/R
ref
max, the more underestimated is the J-factor.

The effect is stronger for core (dashed lines) than for cuspy DM profiles
(continuous lines).

Figure B2. Distributions of J+95 per cent CI/J med obtained for the 64 mock
‘ultrafaint’ dSphs at αint = 5 × αc. Three halo sizes are considered (short
dashed blue, Rmax = 5 × r∗

s ; long dashed green, Rmax = 20 × r∗
s ; solid

black, Rmax = 100 × r∗
s ). At such large integration angles, smaller halo

sizes reduce the CIs. Underestimation of the halo size can then lead to
underestimation of the CIs.

Figure B3. Top: distribution of halo sizes obtained for Ursa Minor, using
either the tidal radius (solid red) or the DM densities equality (dashed
blue) estimation. Both distributions show a large spread over one order of
magnitude, with the mean of the tidal radii distribution systematically larger
than the mean estimation with the DM densities. Note that the mean light
scale radius 〈r∗

s 〉 (obtained by fitting the surface brightness data) is typically
one order of magnitude lower than halo sizes derived here. Bottom: same as
upper panel but for the J-factors. The systematic shift noted in the halo size
does not propagate to the astrophysical factors.

more important for the D-factors (underestimation by ∼80 per cent
at αc for the same model mentioned before, not shown).

To evaluate the response of the CIs of the J-factors to the halo
size, we run the Jeans analysis on the entire set of mock dSphs
(see Appendix A). For each mock dSph, we fix three values of
Rmax, and compute the J-factors and their CIs from the recon-
structed DM density profiles. We show in Fig. B2 the distributions
of J+95 per cent CI/J med for the three halo sizes, i.e. the ratio of the
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upper 95 per cent CI to the median value, obtained for the 64 mock
‘ultrafaint’ dSphs at αint = 5 × αc. For this large integration angle,
the CIs shrink when the halo size gets smaller, so that an underes-
timation of the halo size will also lead to an underestimation of the
CIs. For the J-factors, this effect appears only at large integration
angles (αint > αc). For the D-factors, the effect is more pronounced,
and appears at all integration angles (not shown).

Halo size estimation: comparison of the two methods. In this work,
we have considered two methods to estimate the halo size, detailed
in Section 4.3. The first method uses the tidal radius as an estimation
of the physical size of the halo; in the second approach, it is evaluated
as the radius where the halo DM density and the MW DM density
are equal. For a given dSph galaxy, the halo size is computed for
each DM model accepted by the MCMC analysis. Fig. B3 shows
the distributions of Rmax values obtained for Ursa Minor, using
either the tidal radius estimation (red solid) or the equality of DM
densities (dashed blue). Both distributions spread over more than
one order of magnitude, with the mean of tidal radii distribution
being systematically larger than the mean estimation from the DM
density equality. This behaviour is found in all the dSphs. This trend
is however not reflected on the astrophysical factors, for which both
methods give very similar results as shown in the bottom panel in
Fig. B3.

A P P E N D I X C : IM PAC T O F C O N TA M I NAT I O N
FOR ‘CLASSICAL’ -LIKE D SPH G ALAXIES

Samples of stars from dSph galaxies may be contaminated by MW
and/or stream interlopers. Contamination in the context of Segue 1
is discussed in Bonnivard et al. (2015b). The less spectacular case
of Fornax is presented below.

Low impact contamination in Fornax. Fig. C1 shows the J-factors
for Fornax from both the Pi-weighted (red cross) and Pi-unweighted
(cut Pi > 0.95, black circles) analyses. Contrarily to the other ‘clas-
sical’ dSphs, the two analyses give results which are in slight dis-
agreement at the two-sigma level (especially at large radii). The
lower panels of Fig. C1 show the membership probabilities as a
function of the projected radius R for Fornax (middle panel) and
Carina (bottom panel): seven out of the eight ‘classical’ dSph data
display similar properties as Carina, i.e. most of the stars have
Pi � 0.95 with velocities close to the mean value 〈v〉 for the ob-
ject. Fornax shows a significant fraction of stars with intermediate
Pi values (especially at large radii), whose velocity departs from
the average. This is at the origin of the difference between the two
reconstructed J-factors (top panel). Segue 1 shows a much stronger
dependence on the type of analysis, as discussed in Bonnivard et al.
(2015b).

Impact of contamination checked on mock data. Jeans analyses on
mock data with controlled levels of contaminant are helpful to inves-
tigate the impact and/or robustness of the reconstructed J-factors.
Among the contaminant-free mock data described in Bonnivard
et al. (2015a), we selected a couple of models (with rising, flat,
or decreasing velocity dispersion, from a core and cusp DM pro-
file) mixed with MW and stream stars (details will be presented in
Bonnivard et al. 2015b). For each model, we created 1000 data sets
with different levels of contamination from the MW and from the
stream (denoted fMW and fstream, respectively, with fMW + fstream ≤ 1).
Two sample sizes were drawn to mimic ‘classical’ (∼300–3000
stars) and ‘ultrafaint’ (∼30–100 stars) dSph galaxies. After recon-
structing membership probabilities with the EM algorithm (Walker

Figure C1. Top panel: J-factor as a function of the integration angle αint for
the ‘classical’ dSph Fornax, for an analysis with and without weighting by
membership probabilities (see text). The lower panels show the membership
probability Pi of Fornax and Carina stars as a function of the projected radius
R. The colour scale indicates the departure (red) from the mean velocity 〈v〉
of all stars (blue).

et al. 2009), we selected the contaminated mock data that have at
least 10 per cent of their stars with intermediate membership prob-
abilities (0.05 ≤Pi ≤ 0.95). The other sets of contaminated data
correspond to a sample whose Pi are reconstructed with high cer-
tainty (similar to no contamination case). We then ran the Jeans
analysis, fixing the light and anisotropy profiles parameters to their
true values to factor out non-essential ingredients of the analysis.

The results for the small sample sizes, in the context of Segue
1’s analysis, are presented in Bonnivard et al. (2015b). Here, we
present the results for the larger sample sizes in relation to Fornax,
and show that J-factors for such samples are much less affected by
contamination. Fig. C2 shows a comparison of the reconstructed
to the true value for both the Pi-weighted and Pi-unweighted (cut
Pi > 0.95) Jeans analyses on adversely contaminated mock data: the
former analysis relies on the likelihood function of equation (11),
while the second takes care of removing all stars with Pi ≤ 0.95.
The maximal departure from the true value is observed close to
maximum contamination (dashed line is fMW + fstream = 1). How-
ever, even in this worst case, the overshoot is within a factor 10 for
most of the models. Four models show more important overshoot-
ing (up to a factor 103), which are caused by a few misidentified
contaminant stars with both large departure from the mean velocity
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Figure C2. Analysis of reconstructed J-factors (αint = αc ≈ 2rh/d, large
sample size) of contaminated mock data. The x-axis (resp. y-axis) is the
level of contamination from the MW (resp. stream) in the sample. The
colour scale shows the ratio of the reconstructed to the true J value. The size
of the symbols correspond to the size of the CI on the reconstructed J-factor.
See text for the discussion.

(up to 100 km s−1) and large membership probability. These stars
could be easily identified and removed from a real data sample.
We checked that none of the ‘classical’ dSph we studied had such
extreme outliers.

This leads to the conclusion that objects with a significant number
of stars, as a result of having their membership probabilities robustly
recovered (Walker et al. 2009), have a robustly reconstructed J-
factor, even in the presence of large contamination. Regardless of
the sample size, another conclusion is that whenever the fraction of
stars with intermediate membership probabilities (0.05 ≤Pi ≤ 0.95)
becomes significantly different from zero, the Pi − R − |
v| plot
is useful to identify likely contaminated objects: in the case of
‘ultrafaint’ dSph galaxies, the impact on the J-factor can be very
important (Bonnivard et al. 2015b).

This paper has been typeset from a TEX/LATEX file prepared by the author.
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