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Abstract

FAULT TOLERANT SLIDING MODE CONTROL SCHEMES
WITH AEROSPACE APPLICATIONS

Halim Alwi

The thesis concerns the theoretical development and implementation of sliding mode schemes
for fault tolerant control. The theoretical ideas developed in the thesis have been applied to
aerospace systems. In particular, actuator and sensor fault tolerant control schemes have been
developed for a high fidelity full nonlinear model of a Boeing 747 aircraft which is a widely
researched testbed in the open literature. A key development in this thesis considers sliding
mode control allocation schemes for fault tolerant control based on integral action and a model
reference framework. Unlike many control allocation schemes in the literature, one of the main
contributions of this thesis is the use of actuator effectiveness levels to redistribute the control
signals to the remaining healthy actuators when faults/failures occur. A rigorous stability
analysis and design procedure is developed from a theoretical perspective for this scheme. A
fixed control allocation structure is also rigorously analyzed in the situation when information
on actuator effectiveness level is not available. The proposed scheme shows that faults and
even certain total actuator failures can be handled directly without reconfiguring the controller.
A design of an adaptive gain for the nonlinear component of the sliding mode controller for
handling faults is also described. The later chapters of the thesis present the results obtained
from real time hardware implementations of the controllers on the 6-DOF SIMONA flight
simulator at Delft University of Technology as part of the GARTEUR AG16 programme. The
schemes have been evaluated by experienced pilots and the results have shown good performance
in both nominal and failure scenarios. A reconstruction of the Bijlmermeer ELAL 1862 scenario
on SIMONA using one of the controllers shows that a safe flight and landing is possible with
significant reduction in pilot workload when compared with the classical controller.
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Chapter 1

Introduction

From Watt’s centrifugal governor [78] shown in Figure 1.1 devised to control the speed of steam
engines, control system methodologies have evolved from simple mechanical feedback structures,
into sophisticated and advanced electronic devices for controlling high performance and highly
unstable systems which optimize the cost and control effort. The last five decades have seen
the emergence of multivariable and robust control ideas [18, 139, 177, 186, 243] to increase the
practical performance capabilities and at the same time ensure stability in the face of modeling
uncertainty and robustness to noise and disturbances. Some of these control methodologies, for
example the “three term” PID (Proportion, Integral and Derivative) controller [20] and Kalman
filters [192,218], have found success in industry with a wide range of applications. Other control
methodologies have not so readily been accepted by industry.

Figure 1.1: Watt’s centrifugal governor (Figure from [178])

Some of the control methods that have received a good deal of attention in the last couple
of decades are robust and adaptive control. This is motivated by the need to optimize the
performance of safety critical systems such as aircraft, chemical plants and nuclear power plants,
which require the control systems to deal with wide changes in the operating conditions of the
plant. However some unexpected scenarios or unusual events in the system mean the designed
controller is sometimes simply ‘overwhelmed’ and a loss of performance and stability might
occur. Examples of these unexpected scenarios are faults, failures or system ‘damage’, which
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are typically not considered in the controller design process.

The problem of achieving some level of performance and stability in the case when these unex-
pected scenarios occur, especially for safety critical systems (e.g. chemical and nuclear power
plants) and expensive autonomous systems (e.g. satellites and underwater remote operating ve-
hicles (ROV)) requires a different control strategy rather than just having a robust or adaptive
controller (which only guarantees stability and performance for perturbations in the nominal
plant). An example of a system which requires such a control strategy is the problem of increas-
ing the survivability of an aircraft when an unexpected problem (such as faults or failures to the
actuators/sensors or structural damage) occurs during a flight. In such a situation the aircraft
requires some ‘emergency’ strategy to allow the pilot to safely land the aircraft. This challenge
has motivated a control strategy widely known in the literature as fault tolerant control (FTC).

Many different control paradigms have been applied to the problem of FTC. Examples of some
of the existing control approaches can be found in Table 1.1. Table 1.2 shows different systems
that FTC has been applied to. In this thesis, the advantages of FTC will be demonstrated on
aircraft systems as an example of a safety critical plant.

Design approaches references

Model reference adaptive control (MRAC) [112,114,187,240]
Adaptive control [22,62,114,114]
Multiple model switching and tuning (MMST) [19,33,42,84,85,103,119,159,160,208]
Interactive multiple model (IMM) [120,137,174,230,238]
Gain scheduling [134]
Linear parameter varying systems (LPV) [23,80,146,149,176,182,183,225]
Model predictive control (MPC) [140–142,180]
Pseudo–inverse method (PIM) [81,102,151,166,230]
Control allocation (CA) [31,34,39–41,58,64,70,95,98,103,181,191]
Dynamic Inversion (DI) [108,109,115,138,203,204]
Robust control e.g. H∞ [142,186]
Sliding mode control (SMC) [67,98,210]

Table 1.1: An example of existing approaches in FTC (adapted from [239])

Applications references

Aircraft [23,42–46,80,149,187,189,208,208]
Spacecraft [83,108,113]
Automotive [87,124]
Engine & propulsion control [44,125,163,208]
Chemical/petrochemical plants [140]
Robots [161]

Table 1.2: An example of applications of FTC & FDI (adapted from [239])
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1.1 Motivation for fault tolerant control systems

The safety of aircraft passengers has been and will continue to be an important issue in the
commercial aviation industry. Figures 1.2 and 1.3 represent some recent civil aviation safety
statistics. Although the number of flights has doubled since 1980, the number of fatal accidents
has been maintained over the years, and in fact decreased during the period from 1999-2003 [4].
This is contributed to by many factors, such as the stringent safety measures imposed on the
aircraft and the implementation of important safety technology. Furthermore all pilots undergo
extensive training to help them to react to unforeseen difficulties which may arise during a
flight.

Figure 1.2: Number of flights and fatal accidents (Figure from [4])

Figure 1.3: Type of occurrences and fatalities (Figure from [4] )

Figure 1.3 shows that ‘controlled flight into terrain’ (CFIT) and ‘loss of control in flight’ are
the two most important occurrences and involve the most fatalities [4]. Loss of control during
flight is one of the motivating factors for fault tolerant control: the idea being, to increase the
‘flyability’ of aircraft in the event of faults, failures or airframe damage. Learning from previous
incidents, where pilots successfully landed crippled aircraft – such as Flight 232 in Sioux City,
Iowa 19891, the Kalita Air freighter in Detroit, Michigan, October 2004 (Figure 1.5)2 and the
DHL freighter incident in Baghdad, November 2003 (Figure 1.4)3 – suggest that in many cases,
the damaged or faulty aircraft is still ‘flyable’, controllable and some level of performance still
can be achieved, sufficient to allow the pilot to safely land the aircraft.

1Flight 232 suffered tail engine failure that caused the total loss of hydraulics [42,84].
2The freighter shed engine No. 1, but the crew managed to land safely without any casualties.
3The DHL A300B4 was hit by a missile on its left wing and lost all hydraulics, but still landed safely [42].
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(a) (b)

(c) (d)

Figure 1.4: DHL A300B4 emergency landing after being hit by missile in Baghdad, 2003.

(a) (b)

Figure 1.5: Kalita Air emergency landing after loosing one engine, 2004.
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It has been argued that with pilot skill and a fault tolerant control system, several accidents
could have been avoided. For example, a recent report [44, 208] described a NASA experiment
in which by clever manipulation of thrust (in the event of total hydraulic loss), it was possible
to land the ‘crippled’ plane. Pilot reviews and comments after the flight test indicate that fault
tolerant control did help the pilot to control the crippled plane when compared to pilot control
alone [44, 208]. Although the work by NASA on propulsion controlled aircraft successfully
handles total hydraulic loss, it is not sufficient to solve the general problem of fault tolerant
control for aircraft; especially when other control surfaces are still functional or when dealing
with structural damage and aerodynamic change (which for example occurred in the ELAL flight
1862 which is also known as the Bijlmermeer incident [2]) or when dealing with control surface
jams or runaways (such as occurred in flight 427, near Aliquippa, Pennsylvania in 1994 [3]).

Consider the situation in which during a manoeuvre, the pilot suspects that there is something
wrong when the aircraft starts to handle in an abnormal way. What has gone wrong? What can
the pilot do? These are important questions that need to be answered. The question regarding
what has gone wrong requires detection of the ‘fault’ and location of the source – this is the
motivation for the field of fault detection and isolation (FDI) [50]. The answer to what the pilot
can do in this situation relates to the area of fault tolerant control (FTC) [114,239]. One of the
objectives of this thesis is to look at how sliding mode techniques [67, 210] can be applied in
terms of fault tolerant control to achieve stability and recover some performance when a fault
or failure occurs.

1.2 Challenges in the field of FTC and FDI

Recent developments in FTC and FDI have seen the application of sliding mode ideas [67,210]
by some researchers. This is due to the inherent robustness properties of sliding modes to
a certain class of uncertainty, including its ability to directly handle actuator faults without
requiring the fault to be detected and without requiring controller reconfiguration.

Despite its robustness property in handling actuator faults, (as with most other controllers)
sliding mode control (SMC) cannot handle total actuator failures. Some of the current research
in solving this problem has assumed that exact replication of the failed actuator is available [55].
However this is only applicable to a few over actuated systems. In most over actuated systems
such as large transport aircraft, actuator redundancy is available, but mostly not in the form
of an exact replication of the primary actuators or control surfaces. Therefore the challenge is
to find a way that sliding modes can deal with total actuator failure.

There is very limited literature on the application of SMC to aerospace systems. Most of
the applications of SMC in the literature consider fast high performance aircraft; for example,
tailless aircraft [185,219]. It is rare (in the author’s opinion) to find literature describing SMC
applied to large transport aircraft – especially for FTC purposes. One of the reasons for this
is probably the scepticism among research engineers and the control community regarding the
‘chattering problem’ associated with an ideal sliding motion and the ‘myth’ that sliding modes
require high computational power to be implemented in real aircraft. Therefore, one of the
motivations of this thesis is to show that SMC can be applied to a large transport aircraft
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system without high computational power and with no ‘chattering’. The challenge is also to
show that it can be a powerful and robust tool for handling faults or failures in aircraft systems.

One reason why a large transport aircraft is used as an example throughout the thesis is the
availability of the FTLAB747 model, which is one of the most accurate mathematical models of
an aircraft system in the literature, with aerodynamic coefficients obtained from NASA [91,92]
through flight tests and wind tunnel testing. It has been used by many researchers (see for
example Marcos et al. [149], Ganguli et al. [80], Szaszi et al. [199], Maciejowski & Jones [141]
and Aravena et al. [19]). Although there exist models in the literatures (such as ADMIRE [75])
which comprise full order nonlinear equations, the FTLAB747 is the only model in the literature
(as far as the author is aware) which replicates a real failure condition, and it was used in the
independent investigation of the ELAL flight 1862 (Bijlmermeer incident) in 1992 [188] using
the real flight recorded data. Therefore the FTLAB747 model represents a realistic test bed
for the fault tolerant control schemes developed in this thesis. The flight 1862 (Bijlmermeer
incident) scenario, available in FTLAB747, has also become one of the ultimate goals of this
thesis: to show that SMC can be used as a fault tolerant strategy to enable a pilot to safely
land the aircraft.

1.3 Thesis Structure and Contributions

This thesis is arranged in the following manner:

Chapter 2 begins with the definition of the terms fault and failure and briefly discusses the
different types of faults and failures which can occur on actuators and sensors with specific
aircraft examples. The chapter introduces the concept of fault tolerant control and gives a
general overview of the different FTC and FDI research fields. Some general classifications on
the different FTC and FDI strategies are also presented. The main concepts and strategies
behind some of the FTC and FDI schemes in the literature, as well as their advantages and
drawbacks, are also discussed.

Chapter 3 gives a brief introduction to the concept of sliding mode control and examines its
properties. This chapter also highlights the benefits of sliding modes when applied in the fields
of FTC and FDI. The basic design process and technical analysis is undertaken based on a
simple pendulum example to introduce the concept. The unit vector approach for multi–input
systems, sliding surface design and tracking requirements (integral action and model reference
based tracking) are also discussed. Chapter 3 ends with some discussions on the benefits and
motivation for sliding mode control in the field of FTC and FDI – especially for aircraft systems.

Chapter 4 presents a new sliding mode control scheme for reconfigurable control of a large
civil transport aircraft. The controller is based around a state-feedback sliding mode scheme
where the nonlinear unit vector term is allowed to adaptively increase when the onset of a
fault is detected. In comparison to other fault tolerant controllers which have been previously
implemented on this model, the controller proposed in this thesis is simple and yet is shown to
work across the entire ‘up and away’ flight envelope. Excellent rejection of a certain class of
actuator faults is shown by this scheme. However the proposed controller cannot directly cope
with total failure of an actuator. This issue is also explored in this chapter. A range of realistic
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fault scenarios are considered and the results of simulations using the full nonlinear aircraft
model are presented. The main contribution of this chapter is the development of an adaptive
gain for the nonlinear unit vector term which ‘compensates’ for the effects of faults, and the
design of the sliding surface based on LMI formulations which takes into consideration the effect
of uncertainty and the effect of changing the redundant control surfaces in the event of total
actuator failure. A version of this chapter has appeared in [7] and [8]. The developments in
this chapter form the basis of a paper [13] accepted for publication in the IEEE Transactions
on Control Systems Technology.

Chapter 5 proposes a sensor fault tolerant control scheme for a large civil aircraft. It is based
on the application of a robust method for sensor fault reconstruction using sliding mode ideas.
The contribution lies in the application of the sensor fault reconstruction scheme to correct the
corrupted measured signals before they are used in the controller calculations and therefore the
controller does not need to be reconfigured to adapt to sensor faults. A further contribution
is the analysis of the effect of imperfect fault reconstruction signals on the performance and
stability of the closed–loop system. The results of this chapter appear in [8] and [9]. The
developments in this chapter also form part of a paper [13] accepted for publication in the
IEEE Transactions on Control Systems Technology.

Chapter 6 proposes an on–line sliding mode control allocation scheme for fault tolerant control.
The effectiveness level of the actuators is used by the control allocation scheme to redistribute
the control signals to the remaining actuators when a fault or failure occurs. The chapter pro-
vides an analysis of the sliding mode control allocation scheme and determines the nonlinear
gain required to maintain sliding. The on-line sliding mode control allocation scheme shows
that faults and even certain total actuator failures can be handled directly without reconfiguring
the controller. The main contribution of this chapter is a novel sliding mode control allocation
scheme and the associated stability analysis – including the effect of the use of imperfect actu-
ator effectiveness estimates. The combination of SMC with CA is a new extension of existing
theory. Another major contribution is the use of the actuator effectiveness levels to redistribute
the control signals to the remaining control surfaces in the event of faults and failures. The
theoretical developments in this chapter have been accepted for publication in Automatica. An
early version of this chapter appears in [10], and the implementation results on the full nonlinear
B747 aircraft appear in [11].

Chapter 7 considers the implementation of the sliding mode allocation schemes from Chapter
6 on the SIMONA research flight simulator at Delft University of Technology, the Netherlands,
configured to represent the B747 aircraft. As in the previous chapter, the schemes allow redis-
tribution of the control signals to the remaining functioning actuators when a fault or failure
occurs. Here the controller from Chapter 6 is implemented in ‘C’ and runs on the ‘flight control’
computer associated with SIMONA. Real time implementation issues are discussed and a range
of fault scenarios from the GARTEUR AG16 benchmark are tested and discussed. The main
contribution of this chapter is the application and implementation of the controller, proposed
in Chapter 6, on the SIMONA flight simulator. The results from rigorous simulator flight tests
indicate that the controller can run in real–time without chattering problems or high computa-
tional power requirements. Results from this chapter appear in [15]. A version of this chapter
has been accepted for publication in AIAA Journal of Guidance, Control and Dynamics.
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Chapter 8 describes an adaptive model reference sliding mode fault tolerant control scheme with
on-line control allocation. As in Chapter 6, the control allocation scheme uses the effectiveness
level of the actuators to redistribute the control signals to the remaining actuators when a fault
or failure occurs. Meanwhile, the adaptive non-linear gain and reference model provide on-line
tuning for the controller. This chapter provides a rigorous stability analysis for the proposed
model reference scheme. The scheme has been implemented on a linearization of the ADMIRE
aircraft model to convey the ideas associated with the proposed scheme and shows that various
faults and even total actuator failures can be handled. The contributions of this chapter include
the incorporation of a model–reference tracking framework within the proposed SMC and CA
controller from Chapter 6. A further contribution is a rigorous stability analysis in the absence
of an FDI unit (i.e. a fixed CA strategy) and the incorporation of an adaptive nonlinear unit
vector term. Results from this chapter appear in [12].

Chapter 9 presents the ELAL flight 1862 (Bijlmermeer incident) scenario which is one of the case
studies of the GARTEUR AG16. The results presented in this chapter represent the outcome
of the ‘flight testing’ campaign and the GARTEUR AG16 final workshop at Delft University
of Technology in November 2007. This was an open meeting aimed at the general public. The
results represent the successful real–time implementation of a SMC controller on the SIMONA
6-DOF flight simulator with experienced test pilots flying and evaluating the controller. The
simulator tests conducted by the pilots included individual control surface failure scenarios
(e.g. jammed actuator with an offset or runaway) and in particular the actual flight 1862
scenario (Bijlmermeer incident). The application of the proposed controller from Chapter 8
under the assumption that no information about the aircraft’s damage is available, coupled
with automatic landing using the ILS is, in the author’s opinion, probably the most realistic
and rigorously tested controller used in FTC studies on the ELAL flight 1862 incident. Results
from this chapter appear in [14].

Finally Chapter 10 provides conclusions based on the work done in this thesis – especially the
successful combination of CA with SMC in order to handle total actuator failures in systems
with redundancy. This chapter also highlights and discusses possible areas of future research.



Chapter 2

Fault Tolerant Control and Fault
Detection and Isolation

When a fault occurs in a system, the main problem to be addressed is to diagnose what fault
has occurred, and then decide how to deal with it. The problem of detecting a fault, finding
the source/location and then taking appropriate action is the basis of fault tolerant control.

In this chapter, an introduction and discussions on fault tolerant control (FTC) and fault
detection and isolation (FDI) will be presented. The chapter will start with some definitions
and will describe different types of faults and failures on actuators and sensors. Later, different
types of fault tolerant controllers and FDI schemes will be presented. In the discussions in this
chapter, the emphasis is on FTC and FDI for aircraft applications.

2.1 Faults and failures

First, the terms fault and failure need to be defined. The definition provided in this thesis
is in compliance with the definitions given by the IFAC SAFEPROCESS technical committee
(as given in [107]) which were developed to set a standard [50] in this area in order to avoid
confusion among researchers. This will also enable the strategy of fault tolerant control (FTC)
to be specified in terms of faults and/or failures later in the chapter.

2.1.1 Definition

Tubb and Omerdic [207] (similar to the definition in [50,107]) define:

fault : an undesired change in a system parameter that degrades performance: a fault may not
represent a component failure.

failure: a catastrophic or complete breakdown of a component or function (to be contrasted
with a fault which may be a tolerable malfunction).

In other words, a failure is a condition which is much more severe than a fault. When a fault
occurs on an actuator for example, the actuator is still usable but may have a slower response
or become less effective. But when a failure occurs, a totally different actuator is needed to be
able to produce the same desired effect.
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2.1.2 Type of faults and failures

An actuator fault is normally represented in the literature as a decrease in the actuator’s
effectiveness. Faults that develop in a linear system associated with the actuators can be
represented by an equation

ẋ(t) = Ax(t) + Bu(t)−BKu(t) (2.1)

with x(t) ∈ Rn, u(t) ∈ Rm and K = diag(k1, . . . , km) where the ki are scalars satisfying
0 ≤ ki ≤ 1. These scalars model a decrease in the effectiveness of a particular actuator. If
ki = 0, the ith actuator is working perfectly whereas if ki > 0, a fault is present, and if ki = 1
the actuator has failed completely. Mathematically, the difference between faults and failures
is therefore clearly seen.

Remark: The representation of actuator faults/failures in Equation (2.1) represents a reduction
in the effectiveness of a particular actuator via the diagonal structure of K. This representation
is used by many other researchers such as [32,81,112,119,205,240,242]. Posing the faults/failures
as in (2.1), makes the stability analysis and FDI integration much simpler. Other representations
of actuator faults/failures can be found in [214,238].

Actuator faults are the most commonly considered by FTC researchers e.g. [73,242]. In aircraft
systems, there are a few distinct types of actuator failures, the three most common are shown in
Figure 2.1(b). Lock failure is a failure condition when an actuator becomes stuck and immovable.
This might be caused by a mechanical jam, due to lack of lubrication for example. This type
of failure is considered in [51, 73, 80, 85, 240] and occurs in documented incidents such as flight
1080 (Lockheed L–1011, San Diego, 1977) [42] (where one of the horizontal stabilizers jammed
in the full trailing edge-up position) and flight 96 (DC–10, Windsor, Ontario, 1972) [42] (where
the rudder jammed with an offset).

Float failure is a failure condition when the control surface moves freely without providing
any moment to the aircraft. An example of a float failure is the loss of hydraulic fluid in the
elevator’s actuator causing it to move freely in the direction of angle of attack and therefore
cannot produce any effective moment in the pitch axis. Examples of researchers considering
float type failures are [45,73,80] and it occurred in incidents such as Flight 123 (B–747, Japan,
1985) and DHL A300B4 (A300, Baghdad, 2003) [42] where a total loss of hydraulics occurred.

One of the most catastrophic types of failure is runaway/hardover. A runaway control surface
will move at its maximum rate limit until it reaches its maximum position limit or its blowdown
limit 1. For example, a rudder runaway can occur when there is an electronic component failure
which causes a (wrong) large signal to be sent to the actuators causing the rudder to be deflected
at its maximum rate to its maximum deflection at low speed (or its blowdown limit at high
speed). This type of failure is considered in [190] and occurs in incidents such as Flight 85 (B–
747, Anchorage, Alaska, 2002) [42] (which suffered a lower rudder runaway to full left deflection,
causing the airplane to roll excessively) and flight 427 (B–737, Near Aliquippa, Pennsylvania,

1A blowdown limit is an aerodynamic limit of the control surface deflection at a specified speed which
overpowers the movement of the actuator. The blowdown limits might not be the maximum physical deflection
of the control surface– any deflection above the blowdown limit can cause structural damage [195] as it imposes
the maximum physical and structural limit the control surface and the surrounding structure can have.
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1994) [3] (which suffered from a rudder runaway to its blowdown limits).

Note that the above faults and failures are related to the aircraft’s control surfaces. In terms of
the linear control system described in Equation (2.1), this only effects the B matrix of the linear
system. Another type of fault that occurs in aircraft, is structural damage. Structural damage
may change the operating conditions of the aircraft (from its nominal conditions) due to changes
in the aerodynamic coefficients of the aircraft or a change in the centre of gravity. Therefore in
terms of linear control systems, the A matrix will also be perturbed. Mathematically, this can
be represented as [112]

ẋ(t) = (A + ∆A)x(t) + (B + ∆B)u(t) + ξ(x, u, t) (2.2)

Where ∆A and ∆B represent the changes in the A and B matrices and ξ(x, u, t) ∈ Rn represents
additional changes, not included in ∆A and ∆B, i.e. added uncertainty or a mismatch between
the nominal plant and the damaged plant. Examples of failures that cause structural damage
are wing battle damage [33], detachment of control surfaces, for example the rudder (flight
961, A310, Varadero, Cuba, 2005) [6] or engines (flight 1862, B–747, Amsterdam, 1992) [188],
or detachments of some body parts of the aircraft e.g. the vertical fin/stabilizer (Flight 123,
B–747, Japan, 1985) [42, 84] and (flight 587, A300, New York, 2001) [42], wing (DHL A300B4,
A300, Baghdad, 2003) [42], fuselage skin or cargo doors (flight 981, DC–10, Paris, 1974) [42].

x(t) y(t)

Bias Drift

FreezingLoss of accuracy

Calibration error

time time

time time
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actual

(a) sensor

x(t) y(t)

Lock in place Float

Hard over

Loss of effectiveness
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time time
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point
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Maximum rate

tf

tf
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(b) actuator

Figure 2.1: Type of fault and failures on sensor and actuator (adapted from [32])

Figure 2.1(a) describes some typical sensor faults in aircraft. Bias is a constant offset/error
between the actual and measured signals. Sensor drift is a condition whereby the measurement
errors increase over time (and might be due to loss of sensitivity of the sensor). Loss of accuracy
occurs when the measurements never reflect the true values of the states. Freezing of sensor
signals indicate that the sensor provides a constant value instead of the true value. Finally
calibration error is a wrong representation of the actual physical meaning of the states from the
electrical or electronic signals that come out from the sensor unit itself 2. Sensor faults/failures

2Sensors, most of the time, provide measurements in terms of current or voltage and therefore require trans-
formation to represent the actual physical meaning of the states or measured signals.
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can occur due to malfunctions in the components in the sensor unit, loose mounting of the
sensors and loss of accuracy due to wear and tear. An example of an incident resulting from
sensor failures occurred in flight 124 (B–777, Perth, 2005) [5] which caused flight control upset
and contributed to the violent behaviour of the aircraft which required the auto pilot and
navigation unit to be switched off.

It is interesting to mention that faults/failures can also be categorized in terms of time i.e.
abrupt (quickly varying) and incipient (slowly varying) [200]. Abrupt faults/failures exhibit a
sudden and unexpected change and are usually easily noticed by the pilot. An example of an
abrupt failure is an actuator jam, or a jam with offset and hard–over. Incipient faults are more
subtle and the effect is not so obvious. However, incipient faults if left unattended for a long
period of time might degrade the required performance of the system and might lead to abrupt
and catastrophic failures. Incipient faults can be caused by operational wear and tear as the
effect is negligible at the beginning but becomes gradually worse before it fails abruptly.

2.2 Fault tolerant control: general overview

In the literature, most of the motivation and research work in fault tolerant control involves
solving problems encountered in safety critical systems such as aircraft. Applications can also be
found in other systems, for example robots [136], space systems [206] and underwater remotely
operated vehicles (ROV) [161].

Patton in [166] stated that, ‘. . .Research into fault tolerant control is largely motivated by the
control problems encountered in aircraft system design. The goal is to provide a ”self-repairing”
capability to enable the pilot to land the aircraft safely in the event of serious fault . . . ’

While Zhang and Jiang [239] define ‘. . . fault tolerant control systems (FTCS) are control systems
that possess the ability to accommodate system component failures automatically. They are
capable of maintaining overall system stability and acceptable performance in the event of such
failure. FTCS were also known as self-repairing, reconfigurable, restructurable, or self designing
control systems . . . ’

FTC is a complex combination of three major research fields [166], FDI, robust control, and
reconfigurable control (see Figure 2.2). Patton [166] also discussed the relationship between
these fields of research. In summary the interconnection between the fields are shown in Figure
2.3. For a typical FTC scheme, when a fault/failure occurs either in an actuator or sensor,
the FDI scheme will detect and locate the source of the fault. This information is then passed
to a mechanism to initiate reconfiguration. The reconfigurable controller will try to adapt
to the fault, therefore providing stability and some level of performance. Both the FDI and
reconfigurable controller need to be robust against uncertainty and disturbance.

Robust control relates closely to passive fault tolerant control systems (PFTCS) [166]. The
controller is designed to be robust against disturbances and uncertainty during the design stage.
This enables the controller to counteract the effect of a fault without requiring reconfiguration
or FDI. For some robust methodologies, its fault tolerant capability is limited, i.e. total actuator
failure cannot be handled directly. An example of a robust control strategy is H∞ where the
effect of uncertainty is minimized during the design stage [186].
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Figure 2.2: Scattered areas of fault tolerant control research (adapted from [166])
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Figure 2.3: General structure of active fault tolerant control systems (AFTCS) (adapted from
[239])

Some widely referred to survey materials on FTC and FDI are:

• Reconfigurable control and FTC: [102,114,142,166,239,241].

• FDI: [50,107].

and more recent publications (books and edited monographs) such as [27,28,47,143] in the field
of FTC and [105, 106] for FDI. There is increasing literature on FTC, reconfigurable control
and FDI but the above are the most widely cited.

Zhang & Jiang [239] gives a good bibliographical review of reconfigurable fault tolerant control
systems. The paper also proposes a classification of reconfiguration methods which is based on
a few categories (the mathematical tools used, the design approach used, the way of achieving
reconfiguration, e.t.c). It also provides a bibliographical classification based on the design
approaches and the different applications, discussing open problems and current research topics
in active fault tolerant control systems (AFTCS).

Zhang & Jiang [239] and Patton [166], classify FTC into 2 major groups (see Figure 2.4): passive
fault tolerant control systems (PFTCS) and active fault tolerant control systems (AFTCS). In
passive fault tolerant control systems, the controller is designed to be robust against faults and
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uncertainty. Therefore when a faults occurs, the controller should be able to maintain stability
of the system with an acceptable degradation in performance. PFTCS does not require FDI
and does not require controller reconfiguration or adaptation.

FTC

Passive Active

FDI/System Identification
+

Control Reconfiguration/Restructure

Projection
Online Controller

redesign/adaptationRobust control

Figure 2.4: Classification of FTC by [166]

AFTCS on the other hand ‘. . . reacts to system component failures actively by reconfiguring con-
trol actions so that stability and acceptable performance of the entire system can be maintained
. . . ’ [239]. Therefore most AFTCS require FDI to provide the fault or failure information so
that reconfiguration can be done.

Other key sources of literature on reconfigurable control are [102] and [114]. The report [102],
give some insight into many methods used for reconfigurable control for flight applications,
while [114] gives a survey on reconfiguration methods used specifically for FTC in flight control
applications. In [114], different types of FTC strategy are presented and Table 2.1 gives in a
compact way, a brief comparison of the FTC methods and compares each method’s capability,
advantages and disadvantages [114]. Note that in Table 2.1, ‘fault model’ refers to the assump-
tion that the faulty system is available and used in the design process. Actuator constraints
refers to the ability of the controller to handle actuator limits.

2.3 Criteria for fault tolerant control: Redundancy

Flight 232 DC–10 in Sioux City, Iowa 1989 (which suffered a tail engine failure that caused the
total loss of hydraulics) [42, 84], the Kalita Air freighter in Detroit, Michigan, October 2004
(where engine No: 1 was shed but the crew managed to land safely without any casualties) and
the DHL A300B4, Baghdad, November 2003 (which was hit by a missile on its left wing and
lost all hydraulics, but still landed safely using only the engines) [42], represent some examples
of successful landings using clever manipulation of the remaining functional redundant control
surfaces. Here it can be seen that one of the main factors that enabled safe landing after
faults/failures is the clever manipulation of the redundant control surfaces to achieve the desired
level of acceptable degraded performance. In the event of an emergency due to faults/failures,
pilots will use all the available resources to help in a safe landing.

Redundancy can be categorized into two types; direct and analytical. In direct redundancy,
actual physical hardware redundancy is available. In terms of sensors redundancy, two or
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three sensors that measure the same state is called double and triple redundancy. In normal
operation, only one sensor is sufficient, however, two or three sensors are required to ensure
reliable measurements in the case of faults. A voting system is a typical way to decide which
channels are working correctly and which are faulty. This hardware redundancy concept can
also be extended to the actuators.

In terms of analytical redundancy, instead of having two or three sensors that measure the
same signal, an observer that provides an estimation of the signals of interest provide analytical
redundancy. There is no actual hardware implemented, instead some algorithm or mathematical
model or observer runs in the flight control computer. This is desirable in many systems
especially in aircraft and unmanned air vehicles (UAVs) since, analytical redundancy eliminates
the requirements for extra hardware therefore reducing weight and cost.

The development of new safety critical systems such as the re–entry vehicle [108, 109] allows
the possibility of building in redundancy during the design process [166]. For many systems,
however, the challenge is to use the existing available sensors and actuators to deal with
faults/failures. In large transport aircraft, redundancy is already available in abundance. Even
though it is not meant for the purpose of FTC, the use of these extra control surfaces provide
the possibility of them being used to obtain the same desired effect as using the original control
surface e.g. horizontal stabilizers can be used if elevators fail.

In large passenger transport aircraft, sensors are mostly triple redundant [36, 37]. In view
of the aerospace industry’s attempts to reduce the ‘carbon footprint’ left by aircraft, many
manufacturers have tried to reduce the consumption of fuel by designing high efficiency engines
and by reducing weight and therefore reducing the number of hardware redundancies, replacing
them with analytical ones i.e. using observers to estimate the aircraft states. This is also
beneficial in the development of cheap, robust and maintenance–free UAVs. Due to the low
production cost, there is no requirement for repair, and instead, the whole unit is replaced.

In aircraft, a control surface, for example the rudder, can have three different hydraulic actuators
running from three separate lines to three independent hydraulic pumps [37]. This means, most
control surfaces will have triple redundancy. In terms of the control surface itself, there exist
secondary control surfaces that can be used in an emergency or in an unconventional way to
achieve the same effect as the primary control surface (see Figure 2.5). In large passenger
transport aircraft for example, the spoilers which are typically deployed to reduce speed, can
also be used differentially to create roll which normally is achieved by using ailerons; also engines
can be used differentially to create yaw, which is typically achieved by using the rudder; and
finally the horizontal stabilizer (see Figure 2.5) which is normally used to set the angle of attack,
can also replace elevators for pitch movement.

2.4 How fault tolerance is achieved

In this thesis, Figure 2.6 gives a general overview based on how the FTC is achieved. The top
level of the tree diagram is based on the one proposed in [166]. The lower level of the tree
diagram is based on the different approaches for achieving FTC as discussed above.

Passive FTC is usually based on robust control ideas and therefore robustly handles faults/failures
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Figure 2.5: Large transport aircraft: typical control surfaces

without requiring any information from any FDI scheme. Active FTC (AFTC) in general re-
quires some information on the faults/failures that occur and therefore generally some sort of
FDI is required. AFTC can be divided into two sub groups: projection type FTC; and online
reconfiguration/adaptation. In projection based FTC, the controller is designed for all possible
faults/failures that might occur in the system. The projected controller will only be activated
when a specific designed for fault/failure occurs. Projection based FTC is subdivided into three
categories which are model switching or blending, scheduling and prediction. AFTC is based
on reconfiguration or adaption online. Here, two further subcomponents have been proposed:
FTC which is achieved through adaptive control; and FTC which can be achieved through
redistributing the control signals (control allocation).

Some discussion on the different FTC strategies is provided in the following subsections.

2.4.1 Adaptation
(
Model reference adaptive control and self tuning control

)

One way of dealing with changes in the system (including faults/failures) is by adapting the
controller. Motivated by the design of autopilots for high performance aircraft in the 1950s,
adaptive control was proposed as a way of dealing with a wide range of flight conditions [187].
Adaptive control is used in order to automatically adjust the controller parameters to achieve
the desired performance. There are two approaches in adaptive control which are direct and
indirect adaptation [22, 62, 114]. In indirect adaptation, there are two stages in designing the
controller. First, the system parameters need to be estimated. In the case of linear systems,
the matrix pair (A,B) needs to be estimated due to changes in the operating conditions e.g.
faults/failures. The next step in the indirect adaptation approach is to use this information
to design the controller. In the direct adaptation approach, the controller is designed directly
without estimating the system parameters.

Examples of controller design in adaptive control are model reference adaptive control (MRAC)
and self tuning control (STC) [187]. In self tuning control, online parameter estimation is
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required for the controller adaptation. Meanwhile, in the MRAC, the unknown parameters
are not perfectly estimated, but rather are tuned and adjusted so that the output of the plant
follows the desired closed–loop performance (the output of the reference model) by making
the tracking error converge to zero. Figures 2.7–2.8 show the differences in structure between
MRAC and STC.

The idea of tuning a controller is quite popular especially when there are no requirements for
the structure of the controller to be changed. This is indeed one of the components of multiple
model switching and tuning (MMST) control. In MMST, when the system is at an operating
condition, a predefined model and controller will be chosen and the structure of the controller
will remain unchanged near that operating condition. During this period, tuning the controller
parameters may help to achieve better performance compared to a fixed controller. In MRAC,
the idea is to use the classical model reference approach and combine it with an adaptive scheme
so that the system has the ability to handle changes in the system.

Plant
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r(t)
Controller

Controller 
Parameters

Figure 2.7: A self tuning control system

Figure 2.8 shows the typical structure of a MRAC scheme. It contains the reference model,
the adaptation law and the adaptive controller [187]. The plant is assumed to have a fixed
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structure but the parameters are unknown. The reference model is typically the ideal closed–
loop response to the external command signals. Most performance specifications are given in
the time domain e.g. rise time, damping ratio and decoupling effects. These can be represented
in terms of an ideal transfer function response, which become the reference signals the closed-
loop system must follow for tracking purposes. The controller is parameterized by adjustable
parameters to allow the controller to adapt to changes in the system and for the output of the
plant to track the desired performance.

One major difference between the MMST and IMM (interacting multiple model) – which will be
discussed in the next subsection – compared to MRAC is that, the reference model provides the
desired closed–loop performance which the controller forces the system to follow, and it takes
the input from reference signals. Meanwhile, in MMST and IMM, a bank of open loop models
or a blend of open loop models are used instead. The MMST and IMM schemes use these
open loop models to identify the correct one to be used for the current operating conditions,
therefore activating the associated predetermined controller. Therefore in general, the MRAC
scheme closed–loop model has a fixed structure with adaptive/tunable parameters.3

Even though there is the possibility of changing the reference model and probably the controller
in the face of significant damage or ‘hard’ faults/failures, the MRAC and STC schemes alone
do not have the capability to do this [114]. Therefore a combination of the MRAC and STC
schemes with other reconfiguration methods such as a bank of controllers i.e MMST and IMM is
required to handle major changes in the system. In fact, the ideas employed in adaptive control,
such as model reference following and parameter tuning can also be found in other reconfigurable
and FTC control methods [114]. In the field of FTC, [56,64,112,240] are examples of research
which uses adaptive control to handle faults/failures.

3unless a secondary reference model is supplied which has a slower defined response and is used in the event
of faults/failures to ensure a safe degraded level of performance [112, 240] without jeopardizing the stability of
the system.
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2.4.2 Switching or blending

Bank of controllers: multiple model switching and tuning (MMST)

The idea of using multiple models for reconfigurable control was introduced in the early 1990s
[160]. Multiple model schemes have been motivated by the problem of coping with changes in
operating conditions and varying flight envelopes. Most early classical control methods were
based on linear methods, and multiple model schemes seem an ideal extension to solve the
problem of changing operating conditions.

When implementing on a real system, usually linear controllers need to adapt to changes in
operating conditions since the controller is only guaranteed to be stable near the linearization
condition. Therefore using multiple model schemes is one way to ensure that the controller can
be designed so that stability and performance can be guaranteed for a wide flight envelope.
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Figure 2.9: SMMST control strategy (adapted from [160])

From an FTC point of view, the ‘bank’ of controllers acts as a backup and are only activated
when faults for which the controller is designed occur. This method depends on the robustness
of the FDI to provide the correct information on the type and location of the faults/failures
to enable the correct controller to be switched on. The ‘bank’ of models must contain all the
possible faults and failure modes. An FDI scheme can be created by comparing the current
plant states and the outputs of all models in the bank [33] (Figure 2.9). Roughly speaking,
the model with the smallest error is the nearest model to the actual plant and therefore its
associated controller can be switched on. More elaborate descriptions of the switching rule are
available in [159, 160]. These papers discuss the stability of the switching schemes as well as
the performance after a switch has occurred.
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One way of designing the controller is using eigenstructure assignment and the multi–model ap-
proach improves the robustness (page 31 in [142]). Figure 2.9 shows that for a chosen operating
condition, a single model and controller will be chosen based on the error between the current
system and the predesigned model. Once a model and its respective controller is chosen, an
adaptive method can be employed to fine tune the controller gains. Other controller meth-
ods such as model predictive control (MPC) have also been considered for designing multiple
controllers [85]. In [160], a review of the most recent development in MMST has been presented.

The advantage of this method lies in the application of well known linear control design method-
ologies and the guarantee of stability upon deployment of the correct controller. The speed of
the fault detection is also fast [114]. Even though this method is based on well known linear
control methods, implementation can be tedious. To handle all possible types of faults and
failures means that the number of models and controllers that need to be designed and tuned
is enormous. The switching between models and controllers sometimes introduces undesired
transients. Therefore bumpless transfer methods [48, 66] are sometimes needed to reduce the
effect. Another disadvantage is that some faults that occur are not predicted. For example,
in several flight incidents, unthinkable failures have occurred e.g. the Bijlmermeer incident in
Amsterdam [189], where two engines detached from the right wing and caused unpredictable
effects on the aerodynamics of the aircraft due to the damaged airframe. One disadvantage
of this method is the dependency on the robustness of the FDI to identify the correct model
and controller pair to be activated. Another disadvantage highlighted in [114], is the schemes
inability to handle multiple faults/failures. The survey in [114], gives a brief introduction to
MMST. More detailed descriptions can be found in [159,160]. The application of multiple model
ideas in terms of FTC for aircraft systems can be found in [33,85] and recently in [19].

Propulsion controlled aircraft (PCA): a successful implementation of MMST on
real aircraft

The incident in Sioux city in 1999 and more recently in Baghdad in 2003 [42] showed remarkable
recoveries using only engine thrust after a major loss of hydraulics to all control surfaces. One
unlucky incident with a similar failure of the hydraulics was flight 123 in Japan [84]. Learning
from these past incidents, it is clearly possible that, using only the engines, a safe approach and
landing can be achieved. After the incident in Sioux city, the National Transportation Safety
Board (NTSB) recommended and encouraged the development of backup flight controllers to be
used in such emergency situations [208]. NASA Dryden led by F.W. Burcham and C.G. Fuller-
ton took up the challenge and conceived, developed and tested the first propulsion controlled
aircraft system [208]. Impressive simulator and actual flight test results were obtained during
the project. Tests were done on many types of aircraft ranging from fighter jets (F15 [208]) to
large transport aircraft (DC11 and the B747 [43–46,208]).

Based on one particular type of failure, the PCA scheme is considered as a MMST by [114].
Tests using the PCA scheme system and its variant by NASA Dryden have been done on a real
aircraft. The PCA scheme has shown its airworthiness during these flight tests. Even though
the PCA considers one of the most catastrophic types of failure, it is not sufficient to solve
general FTC problems [114]. In the case of airframe damage, loss of engines (as occurred in the
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ELAL flight 1862 Bijlmeer incident [189]) and indeed the partial loss of the hydraulic systems,
PCA might not be suitable.

NASA reports on PCA can be found in [42–46, 208, 208]. Other papers such as [93, 103] also
consider propulsion control strategies. Both papers use a different type of controller design to
the MMST and in [103] an adaptive neural network with control allocation is used instead.

Interacting multiple model (IMM)

Even though MMST can be used to tackle the problem of varying operating conditions, in some
cases, to obtain a linear model that exactly matches the varying plant is hard to achieve; since
hundreds (if not thousands) of linear models and controllers are needed to match every possible
flight condition including faults/failures. Therefore, an interaction between linear models can
be used. The idea is to obtain a few linear models based on a few carefully chosen flight
conditions and to design multiple linear controllers at these selected operating conditions (or
faults/failures). When the operating conditions change (or faults/failures occur), an estimated
plant output or control input is obtained by blending the predetermined models. This can be
seen in Figure 2.10.
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Figure 2.10: IMM control strategy (adapted from [238])

The control strategy in IMM schemes is first for the IMM estimator to detect and isolate
the faults/failures by obtaining an estimate of the plant output from a blend of predefined
linear models and to provide a probability weight for the controller reconfiguration. The main
assumption used in IMM is that every possible flight condition including faults/failures can be
modeled as a convex combination of the predetermined linear models. The second step is to
obtain a control signal based on a blend of predefined controllers [238] or online control law
calculations using the probability weight provided by the IMM estimator.
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In the first step of the IMM scheme, [238] and [174] proposed the use of a bank of Kalman filters
to calculate the probability of the individual faults/failures. This probability is also used as
weighted average of each predefined linear model to estimate the state of the plant. In the second
step, a bank of controllers is predesigned based on the anticipated/projected faults/failures that
might occur [174,238]. The idea is that, during faults/failures, the eigenvalues of the closed–loop
system need to be as close as possible to the nominal no fault conditions. The reconfiguration
of the controller comes from the online use of the probability weighted average to determine
the blending ratio for the control input from the predefined/projected controllers when a fault
or failure occurs [174, 238]. This approach is similar to the MMST scheme in the sense that if
the exact or anticipated faults/failures occur, the probability weight will be unity and the rest
of the models and controllers will have no contribution to the state estimate and input signals
to the plant.

In [238], it has been shown that system faults4 can be handled. In comparison to the MMST,
the IMM has the ability to cope with non anticipated faults/failures [174, 238]. One problem
of IMM schemes is finding the right balance of blending/probability weights to get the best
model match. IMM is also heavily dependent on the FDI scheme to correctly identify the
faults/failures.

Details on IMM schemes can be found in [120]. In [238], an integrated IMM approach is
discussed where both FDI and FTC are integrated. The application of IMM to an Eagle–Eye
UAV can be found in [174].

2.4.3 Scheduling

Gain scheduling

In the survey paper [134], gain scheduling is linked to the ‘divide and conquer’ design procedure.
This procedure aims to solve nonlinear control problems by decomposing the nonlinear system
into a family of linear systems and designing a linear controller for each one of them [134].
Based on this definition, MMST and IMM are particular types of gain scheduling. The term
gain scheduling also refers to the scheduling of linear models and its associated controllers
either by parameters or states, in order to deal with nonlinear control problems resulting from
a change in the operating conditions and flight envelope. Another type of gain scheduling is
the linear parameter varying (LPV) control method [134] described in the next subsection.

Gain scheduling is also based on precalculated control laws. In some flight conditions, there
is no requirement for the controller structure to be changed. Only the gains of the controller
need to be changed according to the flight conditions or the severity of the faults/failures. The
tuning is not done adaptively, instead, predefined gains are chosen for specific flight conditions
or specific parameters. This can be presented in the form of a simple logic switch between two
gains, or more commonly through the use of lookup tables or curve fitting [23].

One of the advantages of gain scheduling is that it is easily understood and implemented.
However, in some cases, the faults/failures are so significant that the structure of the nomi-
nal controllers simply cannot cope. In this case, gain scheduling is insufficient and controller

4In terms of linear methods, system faults are the ones that affect the A matrix i.e. airframe or wing damage.
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reconfiguration is required. A recent survey on gain scheduling developments can be found
in [134].

Linear parameter varying(LPV)

Linear parameter varying (LPV) control design is closely related to gain scheduling [134]. It
is motivated by the lack of performance and stability proofs for classical gain scheduling [23,
80]. LPV is also motivated by the problem of obtaining and designing multiple models and
controllers, which is tedious for a large flight envelope.

The idea in LPV is to obtain smooth semi–linear models that can vary or be scheduled using
a parameter like altitude and/or speed so that the LPV model will mimic the actual nonlinear
plant. Here instead of choosing a combination of predefined linear models, the models change
parametrically. The LPV model has the structure of a linear system with A,B, C matrices, but
each matrix can be changed based on the chosen parameter. An LPV system can be represented
by [80]

ẋ(t) = A(p)x(t) + B(p)u(t) (2.3)

y(t) = C(p)x(t) + D(p)u(t) (2.4)

where p is the varying parameter e.g. speed or altitude. If p is a constant, then the LPV system
becomes a linear time invariant (LTI) system [80]. Methods for obtaining LPV models are
discussed in [23]. The first method corresponds to the rearrangement and transformation of the
nonlinear system into a quasi–LPV system where it has the structure of a linear system, but
where the components of these matrices vary depending on some common variables [23, 146].
The second method is based on a parameterized family of Jacobian linearizations. The collection
of the linear models is parameterized by one or two variables associated with the linearization
point. The results are polynomially fitted state space matrices which are continuous throughout
the operating conditions [23, 146].

After the LPV models have been obtained, the controller can be designed. In comparison to the
classical gain scheduling methods where the gains are interpolations of predesigned controller
gains, the LPV controllers are dependent on the parametric changes in the system. Lyapunov
methods have been used to design LPV controllers [23,225]. Alternatively ‘small gain theorem’
based methods [23] have also been used. In the field of FTC, LPV ideas have been used for
dealing with actuator faults/failures [80]. LPV observers have also been considered for FDI to
generate residual signals for the fault detection of actuator and sensor faults [149].

LPV provides some guarantees of stability and performance when compared to classical gain
scheduling. Nonlinear controller methods can be used for the simplified LPV model. This
means that compared to the MMST and IMM methods, controllers do not need to be designed
for all linearization points.

Some general papers on LPV are [23,225]. In the field of FTC, papers such as [80,149] represent
some of the research work in this area. Both of these papers have considered a LPV approach
for dealing with faults/failures in the B747 model. The most recent LPV papers in the field of
FTC are [176,182,183].
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2.4.4 Prediction

Model predictive control (MPC)

Unlike many other control paradigms which came from the academic community, the develop-
ment of predictive control/model predictive control (MPC) was initiated in the process industry.
This is due to the fact that the concept and the mathematical description is easy to understand
by most control engineers in industry. Therefore it is no surprise that (other than classical
PID control), MPC is the most widely used and implemented method in the process control
industry [140].

The original idea for MPC is to allow the production process to run as close as possible to
the process limits (i.e. physical and safety) without violating any of the limits, in order to
maximize production and therefore profit. The main benefit of MPC is in the handling of
limits and constraints. This is the main motivation for the study of MPC for flight control and
especially FTC. Examples of MPC in the field of flight control and FTC can be found in [141,142]
respectively. During faults/failures, especially to the actuators, the remaining actuators will
be driven to their limits [141]. Here, MPC naturally has the ability to handle the actuator
limits by including these limits in the optimization process which is used to obtain the control
signals. Structural damage can also be handled in MPC by modifying the internal/reference
model [141].

Roughly speaking MPC is an iterative control algorithm based on optimal control. The iteration
can be summarized as follows: at the current time, the current plant states are sampled and
a cost minimizing strategy (using on–line optimal control and taking into account the system
constraints) is computed for a relatively short time horizon into the future. The objective is to
obtain predicted state trajectories in the future using the current states and the computed con-
trol signals. Only the first control signal from the optimization is applied to the real actuators.
Then the states are sampled again and the calculations are repeated. MPC is also known as
receding horizon control [140,142]. Figure (2.11) below provides some insight into the structure
of MPC.
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Figure 2.11: Predictive control strategy (adapted from [180])

Here, the driver block/reference model generates the desired output based on the physical
feasibility and desired dynamics. The predictive model block generates the control signals that
force the output of the plant to follow the desired outputs using previous inputs and outputs
of the plant [180]. The optimization can be solved using quadratic programming or fast linear
programming algorithms [140].
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MPC in its most powerful form requires an on–line solution to the constrained optimization
problem [140]. However, with the current state of computer technology, on–line optimization
is still hard to achieve for systems requiring fast responses – such as aircraft. As in most FTC
strategies, MPC is dependent on reliable FDI to provide information on the faulty system. In
the case of actuator faults, the behaviour of the faulty actuator is needed from the FDI scheme
so that a new constraint can be included in the optimization process. In terms of tuning for
flight control systems, there is still a lack of guidance in assisting the design process [142],
which typically requires trial and error and experience. The major benefit of MPC is that it
can handle actuator constraints and this has provided motivation for the study of MPC in flight
control and FTC [142].

2.4.5 Control signal redistribution

Pseudo inverse method

The idea of the pseudo inverse method (PIM) is to design a controller such that the poles
of the system subject to a fault/failure condition will be as close as possible to the nominal
closed–loop poles. The following equations give insight into the PIM method. Consider a linear
system given by

ẋ(t) = Ax(t) + Bu(t) (2.5)

Assume that a state feedback gain K has been design, and the control law is defined as

u(t) = Kx(t) (2.6)

and therefore the closed–loop system is given by

ẋ(t) = (A + BK)x(t) (2.7)

During faults/failures, the closed–loop faulty system can be represented by

ẋf (t) = (Af + BfKf )xf (t) (2.8)

The idea is to obtain a Kf so that the faulty system closed–loop performance will be as close
as possible to the nominal (2.7) one. Since the objective is to obtain xf (t) = x(t), a necessary
condition is to ensure

(A + BK) = (Af + BfKf )

and therefore
Kf = B†

f (A−Af + BK)

where B†
f is the pseudo inverse of Bf . The plant matrices A and B and the gain K is assumed to

be known a priori. The faulty system (Af , Bf ) can be obtained from online system identification
or from FDI: then in principle, Kf can be obtained online. For a non square Bf matrix, the
pseudo inverse of Bf provides some degrees of freedom. In [151], this degree of freedom from
the pseudo inverse B†

f was used to redistribute the control commands in order to improve the
closed–loop system stability [166].
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Even though the concept given above is quite simple and easy to understand, the PIM has
several drawbacks which hindered its further progress. As argued in [102, 114, 166, 230], one of
the main drawbacks is the lack of stability analysis. The other drawbacks highlighted by [166]
and [230] are associated with the assumption that the state measurements are always available.
Meanwhile [230] highlights the problem of lack of robustness when the system pair (Af , Bf )
from the system identification is not perfectly known.

Some suggestion are given in [81,102,166] for improving the PIM method. In [81], the concept
of modifying the PIM (MPIM) is discussed. It is based on the combination of PIM with the
theory of robust stability of systems with structured uncertainty [102,166]. In [102], a bank of
pre–computed Kf matrices, which ensure a stable closed–loop system for all possible faults, was
suggested. In [230], a robust ‘control mixer’ which relates to the IMM method was proposed. It
is also interesting to point out the resemblance between the PIM approach and model following
methods [166], where the closed–loop system is forced to follow pre–specified desired closed–loop
dynamics.

Control allocation

Early ideas of control allocation are discussed in [166]. In its early development, the idea of
redistributing the control signals to the remaining healthy actuators was called ‘restructur-
ing’ [166]. An early example is given in [101], where a ‘restructuring controller’ utilizing a
‘control mixer concept’ is used to redistribute the control signals. Due to some drawbacks, the
restructuring type of controller was not explored in the 90’s. It has re-emerged in recent years
as control allocation partly because of the development of high performance, highly redundant
aircraft (such as [34,39,184,219]) and improvements in computational power (which is necessary
in order to solve on–line optimization problems [26,31,63,70,115]).

Control allocation (CA) has the capability to redistribute the control command signals to the
actuators especially during faults/failures. Even though PIM and CA seem to be identical in
the sense that both employ a pseudo inverse which provides some design freedom, one major
difference between CA and PIM is that in CA, the controller is designed based on a ‘virtual
control’ signal and the CA will map the virtual control to the actual control demand to the
actuators. The benefit here is that the controller design is independent of the CA unit. There-
fore, CA can be used in conjunction with any other controller design paradigm such as LQR or
H∞ control. Papers such as [95,181] represent some of the recent work done in this area.
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Figure 2.12: Control allocation strategy

CA has the capability to manage the actuator redundancy that exists in passenger aircraft [37]
and modern fighter aircraft [75]. Not only is CA beneficial for FTC (see for example [40, 58]),
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it has also been used for different control strategies i.e. optimally using the actuators to reduce
drag and increase efficiency. There is extensive literature on CA which discusses different
algorithms, approaches and applications: [70] discusses two (broadly) linked approaches (linear
and quadratic programming) based on finding the ‘best solution’ to a system of linear equations.
The work in [95] compares control allocation with optimal control design for distributing the
control effort amongst redundant actuators. The authors in [41] demonstrate that feedback
control systems with redundant actuators can be reduced to a feedback control system without
redundancy using a special case of CA known as ‘daisy chaining’. In this approach, a subset of
the actuators, regarded as the primary actuators are used first, then secondary actuators are
used if the primary actuators reach saturation. Other CA approaches which take into account
actuator limits (using constrained optimization) are discussed in [31, 34], while [94] discusses
frequency weighted CA.

CA occurs naturally with nonlinear methods like feedback linearization and backstepping [26,
94, 184, 185]. It is based on separating the control law from the control allocation task (see
Figure 2.12). This is done by designing a controller to provide a ‘virtual control’ which will be
mapped to the actual control signals sent to the actuators. Consider an overactuated system
such as a passenger aircraft [37] or modern fighter aircraft [75] represented by a linear system

ẋ = Ax + Buu (2.9)

where Bu can be factorized such that

Bu = BνB

Therefore, the linear system in (2.9) becomes

ẋ = Ax + Bνν

where ν is the ‘virtual control’ defined by

ν := Bu

For a given ν, the control signal u(t) is recovered as

u = B†ν

where B† = WBT(BWBT)−1 is a right pseudo inverse of B. The weight matrix W is design
freedom which distributes the control signals to each available actuator.

In most of the literature, the weight W = I [181] (i.e. equal control signal distribution among
all actuators) is typically chosen. In some cases (such as finding the control signal distribution
that reduces drag and fuel consumption), a different choice of weighting matrix W can be
employed. In a constrained optimization problem, the weight W can be chosen to achieve the
desired performance taking into consideration actuator constraints [70].

The work in [40, 58] uses CA as a means for FTC. The benefits of CA is that the controller
structure does not have to be reconfigured in the case of faults and it can deal directly with
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total actuator failures without requiring reconfiguration/accommodation: the CA scheme au-
tomatically redistributes the control signal. As in MPC, another major benefit of CA is that
actuator limitations can be handled by including the actuator constraint in the optimization
process.

One of the drawbacks of CA is that, for linear systems, the pure factorization Bu = BνB is a very
strong requirement and therefore approximations Bu ≈ BνB have been made [40,58,95,98]. In
the case of optimal control surface deflection, linear or quadratic programming is required. This
is quite difficult to achieve online in real time due to the requirements of high computational
power during the optimization process. There are only a few reported examples in the literature
which have successfully implemented control allocation in real time (see for example [58]).

Examples of the application of CA are given in [39, 191], while papers such as [64, 95, 103, 181,
185,214] consider CA as an FTC strategy.

Dynamic inversion

A major attraction of dynamic inversion (DI) is its ability to naturally handle changes of
operating condition. This capability has motivated researchers such as [108,109] to consider DI
for control of the space re–entry vehicle. This vehicle has extreme and wide operating conditions
which vary from supersonic speed during re–entry and subsonic regions during the glide back
to the runway.

The idea of DI can be shown by considering a linear system

ẋ = Ax + Bu

By rearranging the equation with respect to u(t), as in [203], the control law can be represented
by

u = B−1(ẋd −Ax)

where ẋd is the predetermined desired closed–loop reference demand. In [108], dynamic inversion
is described as ‘. . . a controller synthesis technique by which existing deficient, or undesirable,
dynamics are cancelled and replaced by desirable dynamics. Cancellation and replacement are
achieved through careful algebraic selection of the feedback function. For this reason, this
methodology is also called feedback linearization . . . ’. Figure 2.13 below shows an example of
the overall nonlinear dynamic inversion controller interconnections on the re–entry vehicle.

The main assumption in DI is that the plant dynamics are assumed to be perfectly modeled and
therefore can be cancelled exactly. In practice this assumption is not realistic. In dealing with
this issue, [108,175] suggested the use of robust control methods such as H∞ and µ–synthesis as
outer loop control to minimize or suppress undesired behaviour due to plant uncertainties which
cause imperfect plant dynamic cancellation. Other control methods such as neural networks
[103] also have been proposed in the literature.

The benefit of DI is that it does not require (or requires only small amounts of) gain scheduling
to work in a wide range of operating conditions. DI also has a natural control allocation
capability and therefore has the ability to redistribute the control signal in the case of faults or
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Figure 2.13: Dynamic inversion strategy (adapted from [108])

failures [115].

Despite these advantages, there are some issues with regard to DI. Firstly, nonlinear dynamic
inversion (NDI) assumes full-state feedback. This is not an issue in modern aircraft, civil [37]
or advanced military aircraft [75], but full state measurement is not always available for many
other systems. DI also requires a deep understanding and knowledge of the plant in order to
be able to cancel the plant dynamics perfectly. In reality, this is quite impractical. Currently,
this limits its usage and requires a robust outer–loop controller [108].

In terms of FTC for flight control, papers such as [73, 103, 108, 109] and more recently [115]
describe the potential of dynamic inversion for dealing with faults/failures. In [73] dynamic
inversion with adaptive robust control (ARC) has been discussed. It is based on the work
in [231] where a combination of SMC and adaptive control is conceived and called ARC. The
controllers have been tested for several types of faults/failures such as loss of effectiveness,
float and hard–over failures on the control surfaces. In terms of FTC on large civil passenger
aircraft, [103] has provided some insight on the application of dynamic inversion with online
learning neural networks. More recently, [115] considered dynamic inversion and uses explicitly
the inherent control allocation properties to handle actuator failures. In [115], the change in
the aircraft aerodynamic coefficients due to faults/failures and structural damage is estimated
using on–line using parameter identification (called the two step method [138]) in order to
obtain ‘perfect’ inversion of the nonlinear plant.

2.4.6 Robust control (H∞ control)

H∞ is a robust control methodology and therefore can be considered as a passive fault tolerant
control scheme. H∞ is one of the most developed methods for multivariable control [142],
with many applications ranging from industrial process control to aircraft control problems.
Most robust control approaches do not require any information on faults and therefore work
in nominal as well as in faulty conditions. The ability to deal with faults depends on the
predesigned controller which is based on minimizing the effect of uncertainty or disturbances
on the system [142]. The first step in H∞ control design is to decide the type and structure
of the uncertainty to be considered. It is argued that this process is somewhat difficult and
requires some insight into the plant (page 65 in [142]). The most general type of unstructured
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uncertainty is based on normalized coprime factor representations. The second method is to
choose frequency dependent weights based on some performance specifications and then to solve
an optimization problem. Some well studied H∞ controller design techniques are H∞ mixed
sensitivity, µ–synthesis and H∞ loop shaping [186].

One disadvantage of H∞ is the fact that in some cases, the controller is conservative in the
nominal conditions in order to guarantee stability in the event of faults, and the performance
in the nominal condition is sometimes sacrificed for robustness. Another drawback is that the
final controller is usually of a higher order than the system. In some cases model reduction is
required to truncate the order of the controller (page 339 [142]). In the field of FTC, papers
like [148] and the chapters in [142] describe some of the research that has been done in the area
of flight control.

2.5 Fault Detection and Isolation

In active FTC, FDI plays a vital role to provide information on faults/failures in the system
and to enable appropriate reconfiguration to take place. Therefore the main function of FDI
is to detect a fault or failure and to find its location so that corrective action can be made to
eliminate or minimize the effect on the overall system performance [200].

The IFAC technical committee, as stated in [107], defines:

• fault detection: determination of the faults present in a system and the time of detection

• fault isolation: determination of the kind, location and time of detection of a fault

• fault identification: determination of the size and time-variant behaviour of a fault

The interconnection of FDI with FTC is discussed in [166,239,241]. For most AFTC systems,
the robustness of the FDI has a strong effect on the robustness of the FTC and this is discussed
in [166, 237, 241]. In [50, 200], a few methods ensuring robustness of the FDI have been dis-
cussed such as eigenstructure assignment, parity equations, unknown input observers, frequency
domain methods and careful selection of thresholds.

An important aspect in FDI is redundancy. As mentioned in Section 2.3, redundancy can
be either in the form of hardware or analytical redundancy. Since the appearance of drive
and fly by wire technology, there has been an increase in analytical redundancy. In analytical
redundancy methods, the measured signals are compared to a mathematical model. The benefit
of using analytical redundancy is clear: there is no need for redundant hardware to be installed,
therefore reducing weight and cost. This is very useful for energy and weight critical systems
such as satellites and spacecraft.

2.5.1 Classification of FDI

There are many classifications of FDI in the literature [50, 107]. One obvious classification is
model and non–model based FDI. In this thesis the emphasis will be on model based FDI.
In view of the overall fault tolerant strategy, model based FDI schemes are grouped based on
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their capabilities into two major categories; FDI using residual schemes and FDI which has the
capability to estimate the faults.
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Figure 2.14: FDI classification

Figure 2.14 above represents a possible classification for FDI. The model based residual classi-
fication is obtained from [50].

Condition monitoring

Condition monitoring is one of the traditional methods used widely in industry. It is important
as early detection of faults in components such as bearings enables preventive maintenance
to be done therefore reducing downtime. Condition monitoring is very popular in production
processes (such as computer chip or electronic component production lines) and non–safety
critical systems. Condition monitoring mostly depends on the statistical properties of the
measurements (i.e. structural vibrations) taken from specific points on the equipment and
spectral analysis such as fast fourier transform (FFT) or trend analysis such as MTTF (mean
time to failure) and MTBF (mean time between failures) [1]. These analysis tools provide
information on the ‘health’ condition of components, and faults can be detected when selected
thresholds have been violated [222] or some familiar fault trend appears in the analyzed data.
The analysis from the condition monitoring allows advanced planning of maintenance routines.

One drawback of most condition monitoring methods is the slow and tedious process of data
collection, and interpretation of the data. It also has a limited capability for FTC, as usually
faults can only be detected off line because it depends on data collected during plant operation
and how the data is interpreted. Here, good experience or good maintenance history provides
data for trend analysis to detect faults or failures. Condition monitoring also suffers from
variations in terms of changing operating conditions. Sometimes this means that it is difficult
to differentiate between faults or operation related disturbance. Another drawback in condition
monitoring is that a single fault can cause multiple alarms and sometimes causes anomalies in
the collected data for other units. This gives difficulties in locating the original source of the
faults/failures.

Recent examples of condition monitoring and trend analysis can be found in [221–223] which
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monitors the health of helicopter components – especially the rotor blade assembly.

Residual based FDI

In residual based FDI, signals from a mathematical model and hardware measurements are
compared and the filtered difference forms a residual signal [50]. In nominal fault–free condi-
tions, the residuals should be zero, and nonzero when faults/failures occur. This residual signal
sometimes is applied with a threshold to avoid false alarms from disturbances or uncertainty.
When the residual signal exceeds the threshold, a fault is said to occur. Usually in residual
generation, a fault is detected and its location identified, but there is no further information on
the fault.
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Figure 2.15: residual based FDI

A good deal of research has been done on residual based FDI using different methods for various
applications. In particular, [50] provides an excellent discussion on model based residual FDI
schemes covering all aspects including basic principles and robustness issues. Other recent
literature which uses residual based FDI with specific application to aircraft systems is, Szaszi
et al [198], Marcos et al [149]. In the area of sliding mode observer based residual FDI, Yang
& Saif [229] and Floquet et al [74] represent some of the examples of work available in the
literature.

There are many benefits of using residual based FDI. Most residual based FDI systems are easy
to understand and implement, with many mature topic areas and examples of applications in
the literature. For many systems, detection and isolation of the fault is sufficient to trigger
the reconfiguration for FTC. For example multiple model controllers will switch on a particular
controller when the designated failure occurs to the actuators or sensors based on the informa-
tion about the location of the fault. However, for some FTC schemes, detecting and isolating
the faults is not sufficient. Some FTC schemes requires further information about the nature
and behaviour of the fault.

Fault identification/estimation/reconstruction FDI

This is one step further than the residual based FDI, but is mostly specific to certain types of
reconfigurable/FTC controllers.
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Some FTC controllers such as the methods proposed in [227,237,242], require estimates of the
actuator efficiency to allow the FTC controller to tolerate the faults/failures. In terms of sensor
fault FTC, if the sensor fault can be estimated/reconstructed, this information can be used
directly to correct the corrupted sensor measurements before they are used by the controller.
This avoids reconfiguring or restructuring the controller to be tolerant to sensor faults. This is
one aspect that will be considered in the later chapters of this thesis.
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Figure 2.16: fault estimation based FDI

2.6 Comparisons of different FDI designs

In this section, some of the recent popular methods of FDI for flight control will be discussed.
The idea is to give some flavour in terms of the concepts, advantages and disadvantages of the
methods.

2.6.1 Model–based

Below are discussions on some methods of model–based FDI with aircraft applications in the
literature.

Kalman filter

The Kalman filter is probably one of the most well known and used methodologies in industry.
Conceived in the 60’s by Rudolf Kalman and made famous by its application in the NASA
Apollo space program, the Kalman filter has found applications in many engineering systems
(e.g. navigation, tracking targets such as aircraft and missiles using radar) as well as other
fields such as economics.

A Kalman filter as summarized in [126], is an optimal estimator based on indirect, inaccurate
and uncertain observations. It is recursive so that new measurements can be processed as
they arrive. If all noise is Gaussian, the Kalman filter minimizes the mean square error of the
estimated parameters and therefore is optimal. Since its famous application in the Apollo space
program, the Kalman filter has continued to be popular especially in industry for these reasons:
(a) Kalman filters provide fairly accurate results in most application due to its optimality and
structure. (b) Kalman filters have a recursive form and are suitable for online real time digital
processing and it is easy to formulate and implement.
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Figure 2.17: Kalman filtering (adapted from [218])

The idea behind the Kalman filter is described in Figure 2.17 [218], where (A,B, H) represents
a linear system triple (in discrete time) of the form

xk = Axk−1 + Buk−1 + w (2.10)

zk = Hxk + v (2.11)

where the random variables w and v represent process and measurement noise respectively,
while Q and R are process noise covariance and measurement noise covariance respectively. The
Kalman filter cycle starts with the initial estimate of x̂k−1 and the error covariance Pk−1. The
time update block projects the current state and error covariance estimate ahead in time (this
capability of future projection is the attraction in the field of Economics). The measurement
update block calculates the Kalman gain Kk using the projected error covariance P−

k and uses
it to adjust the projected state estimate x̂k using the actual measurement zk from (2.11) at the
current time. The error covariance Pk is also updated using the Kalman gain Kk. Then the
cycle continues as the current x̂k and Pk are used to project the future state estimate ahead of
the current time i.e. at time k + 1.

Due to its wide usage in industry and its popularity among academics, it is no surprise that
Kalman filters are also used for fault diagnosis. Basic Kalman filters act as an observer and
therefore can be used to detect faults or failures by creating residual signals from comparing the
actual and the estimated outputs. The basic concept of the Kalman filter has been upgraded
to enable many applications, such as the Extended Kalman filter for nonlinear systems analysis
and nonlinear system FDI [135] and for parameter estimation [82, 87] in which parameters to
be estimated are incorporated into the formulation as augmented states. Often this introduces
bi–linearities which can be overcome by the use of Extended Kalman Filters.

The Kalman filter can also be composed into a bank of Kalman filters [127,128] or interacting
multiple model Kalman filters (IMM–KF) [174, 238] in order to create a residual which can be
used for fault detection. The IMM–KF uses the same IMM as used for controller reconfiguration
which was discussed in Section 2.4.2. The Kalman filter also has been combined with the
receding horizon (predictive control) method as shown in [131], which has the potential for
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fault diagnosis in a system.

Another variant called the two stage Kalman filter [121,122] has the ability not only to detect
and isolate faults, it also has the ability to estimate the effectiveness levels of the actuators
[110, 226, 227, 237]. This capability is a bonus for the FTC schemes which depend on the
effectiveness level of the actuator for reconfiguration [183,242].

The early papers by Kalman, on Kalman filtering can be found in [117, 118] whilst the most
cited books and references are [21,150,192].

H∞ based FDI

Using the same principles as for designing H∞ controllers, an observer can be designed by
applying the H∞ filtering technique as a residual based FDI scheme [149]. The idea is to allow
the residual to be sensitive only to faults and robust against disturbances, modeling errors
and noise [149]. This can be done by selecting the observer gains (using LMI formulations for
example) which minimize the H∞ norm between the uncertainty and the residual signal.

Fault detection filters using the H∞ filtering technique as a residual based FDI is one of the
most popular and mature FDI schemes in the literature [100] with many applications in industry
including aerospace [148,149,198]. Apart from the H∞ optimization technique, other frequency
domain design approaches for model based FDI e.g. µ synthesis are also discussed in [50]
and [77].

Applications of H∞ for robust detection of faults can be found in [148, 149]. Both papers
are based on an application to the B747 aircraft [147]. In [148] an integrated design of both
controller and observer is considered. The integrated design proposed in [149] gives some insight
on designing a controller that is not only robust against actuator faults but also considers the
robustness properties of the FDI in the design of the controller.

Parameter estimation based FDI

Parameter estimation is quite synonymous with controllers such as nonlinear dynamic inversion
and some other nonlinear based controllers. Parameter estimation schemes provide a means of
updating the system’s parameters online in real time and for controller reconfiguration. Parame-
ter estimation is one of many methodologies which has been applied to aircraft. Aircraft contain
many coefficients (especially aerodynamic coefficients) which change, based on the operating
conditions. These parameters are typically pre–estimated offline through wind tunnel and flight
test before being used for modeling or control design. However, during faults/failures (especially
structural damage, such as wing damage or missing fuselage/skin), no accurate pre–estimate is
available and therefore these aerodynamic coefficients need to be obtained online.

Examples of parameter estimation methods appear in [82, 87] which uses Kalman filters, and
[53, 138] which uses the two step method. In the two step method (TSM), the original state-
parameter estimation problem is decomposed into a state estimation one and a subsequent
linear parameter identification sub problem [53, 156]. In [156], the main focus is given to the
first step of the TSM which is often referred to as ‘flight path reconstruction’. Other sources of
information on parameter estimation of aircraft systems can be found in [144,145,157,162,213].
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Early papers on FDI using parameter estimation can be found in [104]. In [87], parameter
estimation based on an extended Kalman filter is used for FDI in an automotive engine. One of
the most recent papers for aircraft FDI is [115]. This paper proposes the use of online parameter
estimation provided by the two step method [138] (which identifies and estimates the current
aircraft parameters which change due to structural damage). Here, not only are the changes to
the aerodynamic coefficients used to detect faults/failures in the system, they are also used as
part of the reconfiguration to achieve fault tolerance.

In most parameter estimation methods, in order to get good estimates, it may be necessary to
introduce perturbation signals to make sure that all the plant’s modes are sufficiently excited
[166]. For this reason, most parameter estimation methods work best in the presence of wind and
gusts. However, in many practical applications, it is hard and not advisable to apply additional
perturbation signals, especially when faults/failures or structural damage has occurred in the
system.

Multiple model & Interacting multiple model based FDI

In multiple model based FDI, a bank of models with anticipated faults/failures is created. The
output from this bank of models can be compared with the actual plant output to create residual
error signals [33] (see Figure 2.9). Here the model with the smallest error is the model which
best represents the current faults/failures in the system. Therefore the faults/failures can be
detected and isolated and the associated controller that handles the faults/failures is activated.
The drawback of multiple model based FDI, is that it is quite tedious (and impossible) to include
all possible fault models into the bank of anticipated faults models. Therefore one solution
is to use the interacting multiple model. In Interacting multiple model based reconfigurable
control (see Figure 2.10), an FDI scheme which provides the estimate of the model weights is
required. Researchers such as [238] and [174] have proposed the use of a bank of Kalman filters
to calculate these weights in terms of the probability of the individual faults/failures. Other
methods such as the one proposed in [90] use convex combinations of predefined limited models.
The model weight itself provides the fault detection and some sort of identification especially
for partial faults [89]. This method can also be used for detecting structural damage. The
scheme suffers from the same drawbacks as the multiple model approach, in particular in terms
of computational burden, as some of the model weight estimates require online optimization
routines.

Parity equation based FDI

A paragraph in [50] best described the parity based FDI approach ‘. . .The basic idea of the parity
relation approach is to provide a proper check of the parity (consistency) of the measurements of
the monitored system . . .The term ‘parity; was first used in connection with digital logic systems
and computer software reliability to enable ‘parity checks’ to be performed for error checking.
In the fault diagnosis field, it has similar meaning in the context of providing an indicator for
the presence of a fault (or error) in system components . . . ’

Redundancies in a system can be used for inconsistency (parity) checking in the measurements
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and subsequently for sensor FDI e.g. by using a voting system. This method is slightly different
to observer based FDI, as the redundancies (hardware and analytical) are compared directly
amongst each other and between the actual system in order to check for inconsistency e.g. by
using residuals. No observers are required for parity based FDI.

The following description, also adapted from [50], illustrates the basic concept. Consider a
system with redundant sensors where the measurement equations can be represented by

y(k) = Cx(k) + f(k) + ξ(k)

where y(k) ∈ Rq is a measurement vector, x(k) ∈ Rn is the state vector, and f(k) is the vector
of sensor faults, ξ(k) is a noise vector. If there are more sensors than variables to be measured,
then q > n and rank(C) = n. The vector y(k) can be combined into a linearly independent
parity equation to generate a parity vector (residual) be choice of a matrix V ∈ Rq

r(k) = V y(k)

where C ∈ R1×q is chosen such that V C = 0. When this condition is satisfied, the parity
residual can be written as

r(k) =
[

υ1 υ2 . . . υq

]

︸ ︷︷ ︸
V




f1(k) + ξ1(k)
f2(k) + ξ2(k)

. . .

fq(k) + ξq(k)




︸ ︷︷ ︸
f(k)+ξ(k)

(2.12)

In the above equation, the parity vector only contains faults and uncertainty information, and
is independent of the state x(k). In terms of design and implementation, parity equations are
simpler than observer-based approaches [105] especially for isolating sensor faults. However,
parity equation based FDI provides less design flexibility compared to that of observer based
FDI [50].

Examples of parity based FDI for aircraft systems can be found in [105,116,167].

2.6.2 Non Model–based

Intelligent FDI

One of the main issues associated with model based designs is the availability and quality of the
model. Errors resulting from imperfect or inaccurate models will affect the performance of the
fault diagnosis scheme [168, 170]. The use of robust model based methods usually results in a
design which is too conservative and insensitive to faults, too complicated or limited to certain
classes of uncertainty [168]. Since the late 90’s there has been an increase in research on non
model–based FDI methods – especially those utilizing artificial intelligence and ‘soft computing’
approaches such as neural networks, and fuzzy logic (see for example [29,129,130,169,171,224]).

In [168], a combination of numerical (quantitative) and symbolic (qualitative) knowledge of the
system in a single framework has been proposed. The idea was inspired by earlier work which
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uses observers for residual generation and fuzzy logic for decision making. The underlying con-
cept is to structure the neural network in a fuzzy logic format which allows residual generation
(through the rapid and correct training of the neural network to model the nonlinear dynamics
of the system) and evaluation and diagnosis of the fault (through the fuzzy logic). In [130],
neuro-fuzzy modeling and diagnosis is considered with the addition of an adaptive threshold in
the fault detection scheme, to achieve some level of robustness.

One of the benefits of using the intelligent approach, especially neural networks for FDI is its
ability to model any nonlinear function [168]. In terms of FDI, neural networks have ‘black box’
characteristics and therefore the ability to learn from ‘examples’ and ‘training’, requiring little
or no a–priori information and knowledge of the system’s structure [168]. Two major drawbacks
of conventional neural networks are highlighted in [168]: namely, heuristic knowledge from an
experienced expert cannot easily be incorporated, and the ‘black box’ characteristic means that
its internal behavior cannot be easily understood. Another drawback of neural networks is
the lack of understanding of its internal behavior, causing clearance problems – especially for
aircraft systems.

Examples of recent research work can be found in [153,173,224] while application examples can
be found in [17,49,154,209,235]. Finally, examples of an intelligent approach for FDI in aircraft
systems appear in papers such as [16,193] and the references therein.

2.6.3 New emerging FDI methods

In recent years, some new and unconventional methods for detecting faults or failures have
emerged in the literature especially for applications of aircraft systems. Examples of these
methods are LPV based FDI and residual generation using high fidelity models. Details are as
follows:

LPV based FDI is motivated by the problem of coping with a wide range of operating conditions.
As in the design of FTC controllers (in Section 2.4.3), the FDI is based on linear parameter
varying models. It has been claimed that even though there are various FDI approaches for
LTI, LTV and bilinear systems, there are only a few available methods for LPV systems [30].
Therefore the focus of the work in [30] was to introduce FDI based schemes for LPV systems
using an extension of the approach called the fundamental problem of residual generation.
Other recent researchers in [199] and [88] have looked into FDI for LPV systems. FDI based
on the LPV system has inherent performance and stability guarantees for the overall operating
conditions compared to multiple model or gain schedule based FDI. Even though it seems that
LPV based FDI has high potential, especially for aircraft systems, there is still limited source
literature.

Some systems are well known, and almost exact nonlinear high fidelity models can be obtained
from first principles. Systems such as aircraft are well understood and represents one of the
most studied systems with all the aerodynamic coefficients of the aircraft obtained through
extensive laboratory, wind tunnel and actual flight tests. High fidelity model such as the
B747 [91, 147, 189, 190, 212] and Admire [75] have been created from first principles. The B747
model has even been validated using flight recorder data in the study of the Bijlmermeer incident
in Amsterdam [189]. The output states from these high fidelity models can be compared to
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the actual measurements and residual signals can be generated. A fault can be declared once
the residual signal exceeds some predetermined threshold. This method is explicitly considered
in [19]. One of the advantages of using high fidelity models is that it ensures a fast fault
detection time and is quite robust. However, only well known systems can be used. It also
requires high computational power to enable this to be implemented in real time due to the
complexity of the high fidelity nonlinear model.

2.7 Conclusions

This chapter has presented a brief introduction and motivation to the field of FTC and FDI.
These include definitions of terms regularly used in FTC and FDI such as faults and failures.
This chapter also briefly discussed the type of faults and failures to actuators and sensors and a
discussion on redundancy and its importance to FTC and FDI. The different methods of FTC
were discussed based on how the fault tolerance is achieved, ranging from robust control to
control signal redistribution. Different methods for FDI were also discussed.



Chapter 3

Sliding Mode Control

Sliding mode control was conceived in the USSR in the 50’s and spread into the west in the 70’s.
Sliding mode control (SMC) is a nonlinear type of control and a special case of Variable structure
control. It is a robust control methodology. The controller design is quite unique compared
to any other controller design methods since the performance of the controller depends on
the design of the sliding surface and not the state tracking directly. The idea is to force the
trajectory of the states towards the sliding surface and once reached, the states are forced to
remain on that surface [67, 210]. Sliding mode control has an inherent robustness property
to a certain type of uncertainty which makes SMC a strong candidate for passive FTC when
handling actuator faults. The work by Hess & Wells [98] argues that SMC has the potential
to become an alternative to reconfigurable control and has the ability to maintain the required
performance without requiring FDI. In the previous chapter, Table 2.1, indicates that SMC is
categorized as a robust control methodology and has the ability to handle structural damage
and actuator faults without reconfiguring.

The objective of this chapter is to introduce the concept of sliding modes and to examine its
properties, in order to highlight its benefits in the fields of FTC and FDI. Many of the concepts
in this chapter are closely based on the book by Edwards and Spurgeon [67]. An analysis is
undertaken based on a simple pendulum example to introduce the concept of SMC.

3.1 Introduction

There are two stages for designing SMC controllers. First to be designed is the sliding surface.
Only then the control law can be designed so that sliding is achieved and then, is maintained on
the surface. Once sliding occurs, robustness to a certain type of uncertainty is guaranteed and
the system behaves as a reduced order motion independent of the control. The performance of
the controller depends on the choice of the sliding surface. A typical sliding mode control law
consists of linear and nonlinear components. The nonlinear control law drives the states towards
the sliding surface and once on the surface, the linear control law becomes more dominant than
the nonlinear one. The nonlinear part of the control law determines the robustness property of
the controller. This will be discussed in detail in the next sections.
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3.1.1 Regular form

In order to explain the concept of sliding mode and its properties conveniently, the system need
to be transformed into a suitable canonical form. Consider the following linear time invariant
(LTI) system:

ẋ(t) = Ax(t) + Bu(t) (3.1)

where A ∈ Rn×n, B ∈ Rn×m with 1 ≤ m ≤ n. Assume rank(B) = m (i.e. matrix B is full rank)
and the pair (A,B) is controllable [67,210]. Since rank(B) = m, there exists an invertible (and
orthogonal) matrix Tr ∈ Rn×n such that

TrB =

[
0

B2

]
(3.2)

where B2 ∈ Rm×m and is nonsingular [67]. The orthogonal matrix Tr can be computed using
‘QR’ decomposition: details can be found in [67]. After the coordinate transformation x(t) ↔
Trx(t), the states can be partitioned as

x(t) =

[
x1(t)
x2(t)

]
(3.3)

where x1(t) ∈ Rn−m and x2(t) ∈ Rm, so that (in the new coordinates), Equation (3.1) can be
written as [

ẋ1(t)
ẋ2(t)

]
=

[
A11 A12

A21 A22

][
x1(t)
x2(t)

]
+

[
0

B2

]
u(t) (3.4)

This representation is referred to as ‘regular form’ [67]. Define a linear combination of the
states to be

s(t) = Sx(t) (3.5)

where S ∈ Rm×n is full rank and let S be the hyperplane defined by

S = {x ∈ Rn : Sx(t) = 0} (3.6)

Equation (3.5) is called the ‘switching function’ [67]. The matrix S can be partitioned into

S =
[

S1 S2

]
(3.7)

where S2 ∈ Rm×m and S1 ∈ R(n−m)×m. By choice, let S be chosen so that det(S2) 6= 0. During
sliding, Sx(t) = 0 for all t > ts, where ts is the time when sliding commences, therefore

Sx(t) = S1x1(t) + S2x2(t) = 0 ⇒ x2(t) = −S−1
2 S1︸ ︷︷ ︸
M

x1(t) (3.8)

Equation (3.8) implies that once x1(t) is known, the states x2(t) are completely determined.
Therefore only the ẋ1(t) (top) partition from (3.4) needs to be considered. Partitioning (3.4)
gives

ẋ1(t) = A11x1(t) + A12x2(t) (3.9)
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and then substituting for x2(t) from Equation (3.8) into (3.9) yields the following reduced order
system

ẋ1(t) = (A11 −A12M)x1(t) (3.10)

where M = S−1
2 S1. The choice of surface S from (3.6) clearly affects the dynamics in (3.10)

through the design of M in (3.8). By analogy to the ‘classical’ state feedback theory, it can be
seen that this is the same as the problem of finding the state feedback matrix M for the system
in (3.9) where the x2(t) plays the role of the ‘control’ signal.

The stability (and performance) of the system in (3.10) depends on the fictitious reduced order
pair (A11, A12). Thus the design of M depends on the controllability (or otherwise) of the pair
(A11, A12). Proposition 3.3 in [67] states that the matrix pair (A11, A12) is controllable, if and
only if the pair (A,B) is controllable. In other words, if the original system is controllable, M

can be designed using a ‘classical’ state feedback method, and once M is obtained, the surface
S can also be obtained.

The overall problem of designing a sliding mode controller can be viewed as one of

• designing the matrix S to achieve the required performance and stable dynamics for the
closed–loop sliding mode system;

• designing a control law to ensure that the sliding surface is reached and subsequently
maintained

This design procedure is unique and differentiates SMC from other ‘classical’ design methods.

Any ‘classical’ state feedback method can be used to compute M , and then the matrix S can
be obtained as

S =
[

S2M S2

]
(3.11)

The nonsingular matrix S2 can be chosen arbitrarily, but for ease of computation, often it is
chosen as S2 = Im. The following ‘classical’ approaches can be adopted to obtain the matrix
M (and subsequently S – details are given in [67]).

1. quadratic minimization [60,211] – this will be discussed later in Section 3.4.1;

2. robust eigenstructure assignment [61];

3. direct eigenstructure assignment [60].

Recent approaches for the design of S which are based on Linear Matrix Inequality (LMI)
methods appear in Edwards [65] and Choi [52].

Note that the control law u(t) is not designed to directly specify any desired dynamics for
the closed–loop system, but rather to ensure that the sliding surface is reached and motion
on S is maintained. In the sliding mode literature, u(t) is said to be designed in order for the
reachability condition to be satisfied [67]. The reachability condition specifies that the trajectory
of the system states must always point towards the sliding surface. For the case of a single input
system, this can be expressed as

lim
s→0+

ṡ < 0

lim
s→0−

ṡ > 0
(3.12)
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or more compactly as
sṡ < 0 (3.13)

near s(t) = Sx(t) = 0. This is often referred to as the reachability condition [67, 210]. A more
strict reachability condition to ensure that the control law u(t) is designed so that the sliding
surface is reached despite the presence of uncertainty and in finite time is given by

sṡ ≤ −η|s| (3.14)

where η is a positive design scalar. Equation (3.14) is called the ‘η-reachability condition’ [67].

Remarks:

1. Notice S2 has no direct effect on the dynamics of the sliding motion. In equations (3.8)
and (3.11), S2 acts only as a scaling factor for the switching function.

2. In the above analysis, during an ideal sliding mode, the closed–loop system which governs
the sliding motion given in Equation (3.10) is of a reduced order.

3. For multivariable systems, the natural extension of (3.14) is

sT ṡ ≤ −η||s|| (3.15)

where again η is a positive scalar.

3.1.2 Properties of the sliding mode

The following is a summary of the properties of the system in a sliding mode. Whilst sliding:

1. the system behaves as a reduced order motion which (apparently) does not depend on the
control signal u(t);

2. there are n−m states that determine the dynamics of the closed–loop system;

3. the closed–loop sliding motion depends only on the choice of the sliding surface;

4. the poles of the sliding motion are given by the invariant zeros of the system triple
(A,B, S) [67, 69].

A fifth property (which is probably the most important for FTC in terms of handling actuator
faults) is discussed next. Consider the uncertain linear system

ẋ(t) = Ax(t) + Bu(t) + Dξ(t, x) (3.16)

where D ∈ Rn×l is known but the function ξ :∈ R+ × Rn → Rl is unknown and represents the
uncertainty. During sliding,

s(t) = ṡ(t) = 0 (3.17)

which implies
ṡ(t) = Sẋ(t) = S

(
Ax(t) + Bu(t) + Dξ(t, x)

)
= 0 (3.18)
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rearranging the equation with respect to u(t) gives

ueq(t) = −(SB)−1
(
SAx(t) + SDξ(t, x)

)
(3.19)

The quantity ueq(t) is the so–called ‘equivalent control’ and is the theoretical average value the
control signal must take to maintain a sliding motion on S [67]. Substituting ueq(t) into the
system in (3.16) yields

ẋ(t) = (In −B(SB)−1S)Ax(t) + (In −B(SB)−1S)︸ ︷︷ ︸
Ps

Dξ(t, x) (3.20)

It is easy to verify that the matrix Ps satisfies

SPs = PsB = 0 (3.21)

If R(D) ⊂ R(B), then write D = BR for some R ∈ Rm×l. Therefore

ẋ(t) = PsAx(t) + PsBRξ(t, x) (3.22)

and since PsB = 0
ẋ(t) = PsAx(t) (3.23)

Here it can be seen that during the ideal sliding motion, the uncertainty (the signal ξ(t, x))
does not affect the reduced order sliding motion. The condition R(D) ⊂ R(B) means the
uncertainty is ‘matched’. In [67], ‘. . . any uncertainty which can be expressed as in Equation
(3.16) where R(D) ⊂ R(B), is described as matched uncertainty. Any uncertainty which
does not lie within the range space of the input distribution matrix is described as unmatched
uncertainty . . . ’

3.2 A simple example: pendulum

This section will apply the above methods to a simple pendulum example to give some insight
into the design of SMC systems and the characteristics of the sliding motion. Consider a typical
pendulum, consisting of a (weightless) shaft and a mass which is driven by a motor (torque)
at the point of suspension. The objective is to design a sliding mode controller so that the
pendulum will return to its vertically downwards equilibrium point when the pendulum is left
to swing from a near-equilibrium initial condition. The closed–loop dynamics are chosen to have
a settling time of less than 3 seconds, with no (or small) overshoot on the pendulum angular
displacement.

Consider the following pendulum system (taken from page 34 & 171 in [78]):

The dynamic equation is given by:

Tc −mglsinθ = Iθ̈ (3.24)

where θ represents the angular displacement from the vertical, Tc is the applied torque, m is the
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Figure 3.1: Schematic of a pendulum

mass, g is gravitational acceleration, l is the length of the shaft. Here it is assumed that l = 1m,
m = 0.2kg, g = 9.82m/s2. Linearizing Equation (3.24) about the vertically down equilibrium
position yields the following state space model:

[
ẋ1(t)
ẋ2(t)

]
=

[
0 1

−9.82 0

][
x1(t)
x2(t)

]
+

[
0
5

]
u(t) (3.25)

where the states
(
x1(t), x2(t)

)
represent (θ, θ̇) which are angular displacement and angular ve-

locity respectively. Note that the B matrix has only one nonzero contribution in the bottom
row of the matrix and is in regular form as in (3.4). For other systems, state similarity transfor-
mations using an orthogonal transformation matrix Tr as in (3.2) can be employed to achieve
this form [67].

The first step is to design the sliding surface matrix S. During an ideal sliding motion, s(t) =
Sx(t) = 0 and from (3.8)

x2(t) = −Mx1(t) (3.26)

where x1(t), x2(t) and M (as defined in (3.11)) are scalars. Substituting (3.26) into the top of
Equation (3.25), it follows that the reduced order sliding motion is given by

ẋ1(t) = x2(t) = −Mx1(t) (3.27)

and the solution is x1(t) = x1(ts)e−Mt where ts is the time at which sliding occurs. If M = 2,
this gives a design with a settling time less than 3 sec as required. From (3.11), choosing S2 = 1
gives

S =
[

2 1
]

(3.28)

Now a control law u(t) needs to be developed to satisfies the reachabitity condition.

Consider the following control law

u(t) = −(SB)−1
(
SAx(t) + ηsgn(s)

)
= −(SB)−1SAx(t)︸ ︷︷ ︸

ueq(t)

−(SB)−1ηsgn(s) (3.29)
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where η is a positive scalar and sgn(·) represents the signum function. It follows that

ṡ(t) = Sẋ(t) = S(Ax(t) + Bu(t)) (3.30)

Substituting (3.29) into the above yields

ṡ(t) = SAx(t)− (SB)(SB)−1(SAx(t) + ηsgn(s)) (3.31)

= −ηsgn(s) (3.32)

Consequently
sṡ = s(−ηsgn(s)) = −η |s|

Therefore the chosen control law u(t) satisfies the η-reachability condition in (3.15). Using the
matrix S obtained from the design in (3.28), and letting η = 1 the following control law is
obtained from (3.29)

u(t) =
[

1.9640 −0.4
]
x− 0.2sgn(s) (3.33)

Remark: The term ueq(t) = −(SB)−1SAx(t) is called the nominal ‘equivalent control’. It can
be viewed as the control law required to maintain the ideal sliding motion. However, it does
not induce a sliding motion – the switching term sgn(s) is needed to induce the sliding motion.

3.2.1 Simulations and results

The following simulations were done with an initial condition of 1deg for the initial pendulum
deflection angle θ. Figure 3.2 shows the results for the simulation and includes the states
(angular velocity and deflection angle), the phase portrait, the input torque and the switching
function s(t). The deflection angle shows that the design requirement of a settling time less than
3 sec with little or no overshoot is met. Since this particular example is a 2nd order system,
its possible to do a phase portrait [187] analysis. The phase portrait shows the stability of the
system since the trajectories end up at the origin. Since in this example A11 = 0 and A12 = 1,
the reduced order sliding motion is governed by (3.27) and therefore the sliding surface design
problem corresponds to the problem of finding a suitable gradient in the phase portrait. Here
the sliding surface is indicated by the line with gradient M = −2.

Define
L := {(x1, x2) : x2 = −2x1} (3.34)

to represent the sliding surface (line). Edwards and Spurgeon [67] best describe what happens
during the sliding motion as: ‘. . . high frequency switching between the two different control
structures will take place as the system trajectories repeatedly cross the line L. This high fre-
quency motion (associated with sgn(s) = 1 and sgn(s) = −1) is described as chattering. If
infinite frequency switching were possible, the motion would be confined to the line L. The mo-
tion when confined to the line L behaves like a first order decay and the trajectories will slide
along the line L to the origin. Such behaviour is describe as an ideal sliding mode or an ideal
sliding motion and the line L is termed the sliding surface. . . ’.

It is interesting to point out that the trajectory of the phase portrait can be classified into
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Figure 3.2: simulation results for the pendulum
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Phase 1 and 2. Phase 1 starts from the initial conditions. Due to the reachability conditions
being met by the control law u(t), sliding is induced and the trajectories move towards the
sliding surface. Once the sliding surface is reached, Phase 2 begins and the trajectory ‘slides’
along the surface towards the origin.

Even though the phase portrait shows the ‘sliding’ trajectory moving towards the origin, it
does not, however, give any indication at which time sliding occurs (ts). This information is
available from the switching function plot. The plot shows that the sliding surface is reached
in 2 seconds.

Note that the systems closed–loop poles λ(A − B(SB)−1SA) are {0,−2}. The pole at −2 is
obtained from the choice of M and the other pole is zero. Generally, for an nth order system
with m inputs, the reduced order system during sliding has n−m states and so will have n−m

nonzero closed–loop poles. The remaining m poles lie at the origin.

The input plot shows that the control action is highly discontinuous. This control law is
not desirable for most systems due to the wear and tear that would occur on the mechanical
components and to the actuators. It is therefore desirable for this discontinuity to be reduced
or smoothed. A more practical control law design is introduced in the next section.

3.2.2 A practical control law

Consider the following control law:

u(t) = −(SB)−1(SA− ΦS)x(t)− ρ(SB)−1 s

(|s|+ δ)
(3.35)

where Φ is a negative scalar. The quantity δ is a small positive scalar and the positive scalar
ρ depends on the magnitude of the uncertainty. Note the difference between the controller in
Equation (3.35) and (3.29) is the introduction of the Φ term and the approximation of the
sgn(s) term.

Using the same design of S as in the example in Section 3.2 and choose Φ = −6. Let the design
parameter ρ = 1 and δ = 0.001. Therefore, the control law in Equation (3.35) becomes

u =
[
−0.4360 −1.6

]
x− 0.2

s

(|s|+ δ)

Figure 3.3 shows the results of the simulation. Since the choice of S is from the previous design,
the objective of having a setting time of less than 3 second with little or no overshoot is also met
with this controller. The phase portrait looks similar to the one in Figure 3.2. The difference is
mainly in the input and switching function plots. The input plot shows no chattering, or high
frequency switching, and a smooth signal is obtained. This is because of the approximation
of sgn(s) by the continuous term given by s

(|s|+δ) (see Figure 3.4). The δ term is chosen as
a compromise between an ideal sliding motion and chattering. A smaller δ will give an ideal
siding motion but with high chattering; larger δ will give less chattering but a trajectory close
to the sliding surface rather than remaining on it. Figure 3.3 also shows that the extra degree
of freedom Φ, has been used to determine how fast the sliding surface is attained. In Section
3.2 Φ = 0, now Φ = −6 has been chosen, and the difference between the previous controller
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design and the practical controller design can be seen in Figure 3.3. Sliding is now obtained in
0.46 secs whilst the previous design took almost 2 secs.

3.3 Unit vector approach

In the previous section, a practical design of controller for a pendulum system was introduced.
The pendulum system represented a single input system. The most convenient control structure
for multivariable systems from a sliding mode perspective is the ‘unit vector’ control structure
by Ryan and Corless [179]. This method will form the basis for the controller designs in this
thesis.

Consider a system with a matched uncertainty

ẋ(t) = Ax(t) + Bu(t) + fm(t, x, u) (3.36)

where fm(t, x, u) : R× Rn × Rm →R(B) is unknown but bounded and satisfies

‖fm(t, x, u)‖ ≤ k‖u(t)‖+ α(t, x) (3.37)

As in Section 3.1.1, there exists an orthogonal transformation so that the system above can be
transformed into the following ‘regular form’:

[
ẋ1(t)
ẋ2(t)

]
=

[
A11 A12

A21 A22

][
x1(t)
x2(t)

]
+

[
0

B2

]
u(t) +

[
0
I

]
f̄m(t, x, u) (3.38)

where f̄m is a projection of fm in the regular form coordinates. Therefore

∥∥f̄m(t, x, u)
∥∥ ≤ k ‖u(t)‖+ α(t, x) (3.39)

since the Euclidean norm of fm(t, x, u) is preserved by the orthogonal transformation.
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In regular form the switching function s(t) can be written as:

s(t) =
[

S1 S2

] [
x1(t)
x2(t)

]
= S2

[
M Im

] [
x1(t)
x2(t)

]
(3.40)

The choice of S2 ∈ Rm×m is arbitrary but here it is chosen so that

S2B2 = Λ (3.41)

where Λ is a nonsingular diagonal matrix. Define another coordinate transformation so that
the system can be partitioned into:

[
x1(t)
s(t)

]
= Ts

[
x1(t)
x2(t)

]
(3.42)

where the transformation matrix Ts is given by:

Ts =

[
I 0
S1 S2

]
(3.43)

Then the system in (3.38) can be written as:

[
ẋ1(t)
ṡ(t)

]
=

[
Ā11 A12

Ā21 Ā22

][
x1(t)
s(t)

]
+

[
0
Λ

]
u(t) +

[
0
S2

]
f̄m(t, x, u) (3.44)

where Ā11 = A11 − A12M, Ā21 = MĀ11 + A21 − A22M and Ā22 = MA12 + A22. The Ryan &
Corless [179] control law comprises linear and nonlinear components given by

u(t) = ul(t) + un(t) (3.45)

The linear component is defined as

ul(t) = Λ−1(−S2Ā21x1(t)− (S2Ā22S
−1
2 − Φ)s(t)) (3.46)

where Φ ∈ Rm×m is any stable design matrix and the nonlinear component is defined as

un = −ρ(t, x)Λ−1 P2s

‖P2s‖ (3.47)

where P2 ∈ Rm×m is a symmetric positive definite matrix satisfying the Lyapunov equation

P2Φ + ΦT P2 = −Im (3.48)

The scalar function ρ depends on the magnitude of uncertainty and is any function satisfying:

ρ(t, x) ≥ ‖S2‖
(
k‖ul‖+ α(t, x)

)
+ η

(1− k‖B−1
2 ‖) (3.49)

where η is a positive scalar and k is a known constant with k <
√

λmin(BTB). In other words
ρ must be greater than the magnitude of the uncertainty in Equation (3.37).
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Remark: In the above analysis, the uncertainty is assumed to be matched. The inclusion of
unmatched uncertainty to the above analysis can be found in [67].

3.3.1 Analysis of stability for the closed–loop system

The problem of determining the stability of the closed–loop system under the influence of
matched uncertainty becomes the problem of ensuring that sliding occurs despite the presence
of uncertainty. This is due to the fact that when the controller induces an ideal sliding motion,
the closed–loop system is stable by design. This section will show that the unit vector controller
from (3.45) will still induce sliding in the presence of uncertainty.

Substituting the control law in (3.45) into the partitioned system (3.44) gives the following:

ẋ1(t) = Ā11x1(t) + A12S
−1
2 s(t) (3.50)

ṡ(t) = Φs(t)− ρ(t, x)
P2s

‖P2s‖ + S2f̄m(t, x, u) (3.51)

Consider a Lyapunov function V (s) = sT P2s. Differenting the Lyapunov function yields:

V̇ = ṡT P2s + sT P2ṡ

= (Φs− ρ
P2s

‖P2s‖ + S2f̄m)T P2s + sT P2(Φs− ρ
P2s

‖P2s‖ + S2f̄m)

= sT (ΦT P2 + P2Φ)s− 2ρ
1

‖P2s‖(sT P2P2s) + 2sT P2S2f̄m

= −sT s− 2ρ ‖P2s‖+ 2sT P2S2f̄m (3.52)

since sT P2P2s = ‖P2s‖2 and ΦT P2 + P2Φ = −I. Since ‖sTP2S2f̄m‖ < ‖P2s‖‖S2‖‖f̄m‖ from
the Cauchy–Schwarz inequality

V̇ ≤ −‖s‖2 − 2‖P2s‖
(
ρ− ‖S2‖‖f̄m‖

)
(3.53)

The idea is to represent ρ in (3.53) in terms of the uncertainty f̄m using the definition of ρ given
in (3.49). From (3.45) and (3.47) and using the triangle inequality property of norms

‖u(t)‖ ≤ ‖ul(t)‖+ ‖un(t)‖ ≤ ‖ul(t)‖+ ρ‖Λ−1‖ (3.54)

Equation (3.49) can be written as

ρ(t, x)
(
1− k‖B−1

2 ‖) ≥ ‖S2‖
(
k‖ul‖+ α(t, x)

)
+ η (3.55)

Rearranging this equation yields

ρ(t, x) ≥ ‖S2‖
(
k‖ul‖+ α(t, x)

)
+ η + ρk‖B−1

2 ‖
≥ ‖S2‖

(
k‖ul‖+ ρk‖Λ−1‖+ α(t, x)

)
+ η (3.56)

Using (3.54) and (3.37), the above can be written as

ρ(t, x) ≥ ‖S2‖
(
k‖u‖+ α(t, x)

)
+ η ≥ ‖S2‖f̄m + η (3.57)
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Substitute (3.57) into (3.53) yields

V̇ ≤ −‖s‖2 − 2 ‖P2s‖ (‖S2‖‖f̄m‖+ η) + 2 ‖P2s‖ ‖S2‖f̄m (3.58)

≤ −‖s‖2 − 2η‖P2s‖ (3.59)

The above shows that the controller in the form (3.45), induces ideal sliding in the presence of
matched uncertainty.

3.3.2 The unit vector pseudo sliding term

In achieving this ideal sliding motion, discontinuous infinite frequency switching or chattering
occurs. This is undesirable for some practical systems, especially for mechanical systems with
actuators prone to wear and tear. It is therefore required that this discontinuity is ‘smoothed’
and an approximation to ideal sliding (sometimes called ‘pseudo sliding ’) is achieved. Here
the states of the system are only required to stay close to the sliding surface instead of on
it. However, the total robustness property (invariance) to the matched uncertainty is no longer
guaranteed. On the other hand, if the approximation is close enough to the actual discontinuous
term, a good approximation to ideal sliding can still be achieve. Therefore, there is a trade off
between robustness and reducing the chattering effect.

There are several method used to achieve ‘pseudo sliding’; but the one that will be used in this
thesis is based on method called ‘fractional approximation’ (or sigmoidal approximation) [67].
This similar to the one in Figure 3.4. Other approximation methods are discussed in [67],
including the boundary layer approach and power law interpolation. The nonlinear term of
control law in Equation (3.35) is given by

un = −ρ(SB)−1(
P2s

‖P2s‖+ δ
) (3.60)

where δ > 0 is a small positive scalar which determines the quality of the approximation. A
very small δ will give better approximation to the actual discontinuous function sgn(s); but to
reduce chattering, a larger δ is needed. A small δ will ensure the state’s trajectory will remain
close to the sliding surface, but the control action may have chattering. A larger δ will ensure
that the chattering effect is reduced but the trajectory usually evolves further away from the
sliding surface.

Other approaches to mitigate the chattering problem apart from the ‘pseudo sliding’ have been
proposed; see for example [25,54,79,234] which uses supertwisting or higher order sliding mode
control.

3.4 Design of sliding surface (hyperplane)

So far the above sections have discussed the design of the control law. In the following section,
the design of the switching surface, namely the matrix S in the switching function s(t) = Sx(t),
is discussed. The next sections describe a design method for S from Chapter 4 in [67]. This is
based on the modified classical LQR design problem. This sliding surface design approach will
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be used extensively in this thesis.

3.4.1 Quadratic Minimization

Consider a linear system given by

ẋ(t) = Ax(t) + Bu(t) (3.61)

with an ‘error’ signal
w(t) = Cx(t) + Du(t) (3.62)

The linear quadratic regulator (LQR) problem is to find the control input u(t) which minimizes
the ‘energy’ cost function

J =
∫ ∞

0
(wTw)dt (3.63)

In other words, finding the minimum (optimum) control input (effort) to produce the desired
performance. Arguing as in Boyd et al [35], assume that DT D is invertible and DT C = 0, then,
substituting Equation (3.62) into (3.63) yields:

J =
∫ ∞

0
(xT CT Cx + uT DT Du)dt (3.64)

Let CT C = Q and DT D = R, then

J =
∫ ∞

0
(xT Qx + uT Ru)dt (3.65)

It is well known the optimal u(t) is given by u(t) = Kx(t) where

K = −R−1BT P (3.66)

and P is the unique s.p.d. matrix which satisfies

AT P + PA− PBR−1BP + Q = 0 (3.67)

In designing the sliding surface, the control input is not considered explicitly [211]. The mini-
mization problem for sliding mode control becomes one of minimizing

J =
1
2

∫ ∞

ts

(xT Qx)dt (3.68)

where ts indicates the start of sliding. Consider a coordinate transformation z(t) = Trx(t) so
that the system in (3.61) is in regular form as in Section 3.1.1. In regular form, the matrix Q

can be written as:

TrQT T
r =

[
Q11 Q12

Q21 Q22

]
(3.69)
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where Q21 = QT
12. Therefore, in regular form, the LQR problem can be written as:

J =
1
2

∫ ∞

ts

(zT
1 Q11z1 + 2zT

1 Q12z2 + zT
2 Q22z2)dt (3.70)

Equation (3.70) does not have the form of the state feedback LQR in Equation (3.65). Utkin
& Young [211] proposed factorizing the last two term of Equation (3.70) yielding

2zT
1 Q12z2 + zT

2 Q22z2 = (z2 + Q−1
22 Q21z1)T Q22(z2 + Q−1

22 Q21z1)− zT
1 (QT

21Q22Q21)z1 (3.71)

Using (3.71), Equation (3.70) can be written as

J =
1
2

∫ ∞

ts

(zT
1 (Q11 −Q12Q

T
21Q21)z1 + (z2 + Q−1

22 Q21z1)T Q22(z2 + Q−1
22 Q21z1))dt (3.72)

Define
Q̂ = Q11 −Q12Q

T
21Q21 (3.73)

and a pseudo control as
υ = z2 + Q−1

22 Q21z1 (3.74)

Then Equation (3.72) can be written as

J =
1
2

∫ ∞

ts

(zT
1 Q̂z1 + υT Q22υ)dt (3.75)

This minimization is associated with the dynamical system in Equation (3.9) which is given by:

ż1 = A11z1 + A12z2 (3.76)

Eliminating the z2 term in (3.76) by using Equation (3.74), the system in (3.76) becomes

ż1 = Â11z1 + A12υ (3.77)

where Â = A11 −A12Q
−1
22 Q21. The ‘optimal control law’ is

υ = −(Q−1
22 AT

12P1)z1 (3.78)

where P1 satisfies
ÂT P1 + P1Â− P1A12Q

−1
22 AT

12P1 + Q̂ = 0 (3.79)

Recall that during sliding, s(t) = 0 and therefore

z2 = −Mz1 (3.80)

the manipulations resulting from solving for z2 from Equation (3.74) and (3.78) yield

z2 = −Q−1
22 (AT

12P1 + Q21)z1 (3.81)
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and therefore the matrix M is defined as

M = Q−1
22 (AT

12P1 + Q21) (3.82)

Once the matrix M has been obtained, matrix S can be calculated using (3.11) where S2 can
be arbitrarily chosen. In this thesis S2 will typically be designed so that S2B2 = Im.

3.5 Design of controller for tracking requirement

The control law discussions in this chapter has so far only considered state regulation i.e. the
control law has been designed so that the system trajectory returns to the equilibrium point
once perturbed. In this section, a tracking requirement will be discussed. In [67], two methods
are discussed in detail; tracking using integral action and a model reference approach.

3.5.1 Integral action approach

Consider a nominal linear system that is in regular form given by:

ẋ(t) = Ax(t) + Bu(t) (3.83)

where A ∈ Rn×n and B ∈ Rn×m. In addition, identify some controlled outputs as

y(t) = Cx(t) (3.84)

where y(t) ∈ Rm. Consider additional states xr(t) ∈ Rm defined as:

ẋr(t) = r(t)− Cx(t) (3.85)

where r(t) is the ‘filtered’ reference signal given by

ṙ(t) = Γ(r(t)−R(t)) (3.86)

where Γ ∈ Rm×m is a stable design matrix and R is a constant demand vector. The signal R

represents step changes in demand (a piecewise constant demand) which is not differentiable
at certain time instants. Equation (3.86) represents a low pass filtered version of the signal
R and so (3.86) can be viewed in the classical terms as a pre–filtering of the demand signal
which removes ‘derivative kick’. It is argued in Section 7.4.2 in [67] that Γ represents a useful
design parameter for tailoring the closed–loop response to demand changes. The analysis of the
augmented tracking system is described below.

Augment the nominal system with the new additional states xr to obtain

x̃ =

[
xr

x

]
(3.87)
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Now the augmented system can be written as
[

ẋr

ẋ

]
=

[
0 −C

0 A

][
xr

r

]
+

[
0
B

]
u +

[
Ip

0

]
r (3.88)

Since the pair (A,B) is assumed to be in regular form, the state x̃ can be partitioned as

x̃ =

[
x̃1

x̃2

]
(3.89)

where x̃1 ∈ Rn and x̃2 ∈ Rm. In the new partition, the system can be written as:
[

ẋ1

ẋ2

]
=

[
Ã11 Ã12

Ã21 Ã22

][
x1

x2

]
+

[
0

B2

]
u +

[
Br

0

]
r (3.90)

where the augmented and partitioned system matrix is given by

Ã =

[
Ã11 Ã12

Ã21 A22

]
∼=




0 −C1 −C2

0 A11 A12

0 A21 A22


 (3.91)

and

Br =

[
Im

0

]
(3.92)

In expression (3.91), the matrix [C1 C2] is a partition of the output distribution matrix C. The
objective is to design a sliding surface of the form

S = {x̃ ∈ Rn+m : Sx̃ = 0} (3.93)

where S ∈ Rm×(n+m) is designed to meet performance specifications for the closed–loop reduced
order system. The matrix S can be partitioned as

n←→ m←→
S =

[
S1 S2

]
(3.94)

and assume that Λ = S2B2 is a nonsingular diagonal design matrix. During an ideal sliding
motion the reduced order system is governed by the top partition of Equation (3.90), which is

˙̃x1 = Ã11x̃1 + Ã12x̃2 + Brr (3.95)

During the sliding motion s(t) = 0, and therefore

S1x̃1(t) + S2x̃2(t) = 0 (3.96)

and
x̃2(t) = −Mx̃1 (3.97)
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where M = S−1
2 S1. Substituting (3.97) into the top partition of (3.90) yields the following:

˙̃x1 = (Ã11 − Ã12M)x̃1 + Brr (3.98)

The design of the hyperplane is determined by the controllability of the pair (Ã11, Ã12). Edwards
& Spurgeon in [67] prove that if the system triple (A, B,C) is completely controllable and has
no invariant zeros at the origin, then the pair (Ã11, Ã12) is completely controllable. Details can
be found in [67].

If the above condition is satisfied, then the design methods described in Section 3.4.1 can be
used for the augmented system above. The unit vector approach described earlier will be applied
to the augmented system above. First transform system using the coordinate change associated
with the matrix

Ts =

[
In 0
S1 S2

]
(3.99)

The augmented and partitioned states become
[

x̃1

s

]
= Ts

[
x̃1

x̃2

]
(3.100)

and the augmented system can be written as
[

˙̃x1

ṡ

]
=

[
Ā11 Ā12

S2Ā21 S2Ā22S
−1
2

][
x̃1

s

]
+

[
0
Λ

]
u +

[
Br

S1Br

]
r (3.101)

where Ā11 = Ã11−Ã12M, Ā21 = MĀ11+Ã21−A22M, Ā22 = MÃ12+A22, and Ā12 = Ã12S
−1
2 .

As in Section 3.3, the proposed controller will have the form u(t) = ul(t) + un(t) where

ul = Λ−1(−S2Ā21x̃1 + (Φ− S2Ā22S
−1
2 )s− S1Brr) (3.102)

and

un =




−ρΛ−1 P̄2s

‖P̄2s‖ if s 6= 0

0 otherwise
(3.103)

where P̄2 is a s.p.d. matrix satisfying

P̄2Φ + ΦT P̄2 = −I (3.104)

and Φ ∈ Rm×m is any stable design matrix. Edwards & Spurgeon [67] argue in the original
coordinates, Equation (3.102) can be written as

ul = Lx̃ + Lrr (3.105)

where
L = −Λ−1(SÃ− ΦS) (3.106)

Lr = −Λ−1S1Br (3.107)
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In the next section, a model reference approach for tracking control is discussed briefly.

3.5.2 Model reference approach

In the model reference approach, the idea is to compare the output of the nominal plant with
an ideal model [24,155,232,233,245]. The information obtained from the tracking error between
the nominal plant output and the ideal model is taken as the state variable for design purposes.

Consider a nominal plant given by
ẋ = Ax + Bu (3.108)

and suppose the ideal model is given by

ẋm = Amxm + Bmr (3.109)

where r ∈ Rr is an input vector representing the reference signal. Define the tracking error as

e = x− xm (3.110)

During perfect tracking, e = 0. The objective of the model reference method is to design a
controller so that the tracking error will be zero, and therefore the nominal plant is said to have
perfect tracking. Suppose the reference model pair (Am, Bm) is obtained from ‘controller gains’
G and F through the following equation:

Am = A + BF (3.111)

and
Bm = BG (3.112)

Mudge & Patton [155], propose a controller structure

u = usmc + Fx + Gr (3.113)

where usmc is a sliding mode controller based on e. Consider taking the derivative of the error
given in (3.110), which yields

ė = ẋ− ẋm = Ax−Amxm + Bu−Bmr (3.114)

Adding and subtracting Amx to Equation (3.114) gives

ė = Ame + (A−Am)x + Bu−Bmr (3.115)

Based on Equation (3.115), a controller can be designed to eliminate the x and r term on the
right hand side of the equation. First define an error switching function

s(e) = Se(t) (3.116)
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which correspond to the following hyperplane

Se = {e ∈ Rn : Se = 0} (3.117)

Therefore during an ideal sliding motion,

s(e) = Se(t) = 0 (3.118)

Differentiating this equation and substituting from Equation (3.115) yields the following;

ṡ(e) = Sė(t) = S(Ame + (A−Am)x + Bu−Bmr) = 0 (3.119)

Assuming that SB is nonsingular, Edwards and Spurgeon [67] propose the equivalent control

ueq = −(SB)−1S(Ame + (A−Am)x−Bmr) (3.120)

The reduced order system is given by

ė = (I −B(SB)−1S)(Ame− (A−Am)x−Bmr) (3.121)

Substituting equations (3.111) and (3.112) in the above yields

ṡ(e) = (I −B(SB)−1S)(Ame + BFx−BGr) (3.122)

Using a similar argument to that in Section 3.1.2, the last two terms in the right hand side
of the above equation can be viewed as matched uncertainty. During the ideal sliding motion
Equation (3.122) reduces to

ṡ(e) = (I −B(SB)−1S)Ame (3.123)

If the pair (Am, B) is controllable, then a hyperplane matrix S can be designed using any of
the previously introduced methods for S, to make the tracking error e → 0 as t →∞.

Edwards and Spurgeon [67] propose a controller of the form in (3.113) where

usmc(e) = ul + un (3.124)

and where
ul = −(SB)−1(SAm − ΦS)e (3.125)

and
un = −ρ(SB)−1 P2s

‖P2s‖ for s(t) 6= 0 (3.126)

where P2 ∈ Rm×m satisfies
P2Φ + ΦTP2 = −Im (3.127)

The scalar ρ depends on the magnitude of the uncertainty, and Φ ∈ Rm×m is a stable design
matrix.
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3.6 Sliding mode in the field of FTC

From the earlier introductory sections of this chapter, it is clear that there are some inherent
benefits of SMC for FTC. The following subsection will highlight some of these advantages in
terms of FTC.

3.6.1 Robustness against actuator faults

As discussed in Section 3.1.2, during sliding, the trajectory of the closed–loop system is inde-
pendent of the control input signal u(t), and therefore any uncertainty that occurs in these
control input channels does not have any effect on the sliding motion and does not affect the
system performance provided sliding can still be maintained. If as in (2.1), actuator faults in a
linear system can be represented by

ẋ = Ax + Bu + (−BK)︸ ︷︷ ︸
D

u(t)︸︷︷︸
ξ(t,u,x)

(3.128)

where K = diag(k1, ...., km) and the ki are scalars satisfying 0 ≤ ki ≤ 1. This representation
of the actuator fault (nearly) fits the definition for matched uncertainty given in Section 3.1.2
(see equation

(
3.16)

)
. When ki = 0 the actuator is said to be working perfectly and when

ki > 0 some degree of fault is present in the actuator. When ki = 1 this means that the
actuator has failed completely. This will be dealt with separately since sliding mode controllers
cannot deal directly with total actuator failures. (Although this will be dealt with later in the
thesis). Provided that the nonlinear gain ρ(·) is large enough to overcome the effect of matched
uncertainty, sliding will always be guaranteed even in the presence of faults.

The robustness properties of sliding modes against actuator faults make it a suitable candidate
for FTC. A few researchers [98, 184, 185, 214, 219] have already studied the potential of sliding
mode control in the field of reconfigurable control and FTC. For example Hess & Wells [98]
suggested that sliding mode control has the potential to become an alternative to reconfigurable
control due to its robustness properties.

3.6.2 Actuator failures

Despite its ability of handling actuator faults without require reconfiguring, as pointed out
in [114], it cannot deal directly with total actuator failures. During total actuator failures,
some sort of reconfiguration or accommodation is needed to enable the actuator failures to be
handled by SMC. This is one motivation for works in the later chapter of this thesis.

In some systems, exact duplication of redundant actuators is available. This is considered
in [55]. In this situation, the sliding mode controller can deal with total failures by simply
channeling the control signals to the duplicate actuators without changing or reconfiguring the
controller. This is simple in terms of designing the controller, since the same sliding mode
controller output will be able to be used by many actuators. This is however restricted to
systems with redundant actuators which are an exact duplicate of the original. In many real
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systems, this exact duplication is simply not available. Thus, other tools are required by sliding
mode schemes to deal with total actuator failures.

This raises the question of whether some other tools can be combined with sliding mode control
to deal with total actuator failures? One potential candidate from the list of FTC methods in
Chapter 2 is CA. This will be one facet of the research in this thesis and will be discussed in
the later chapters. In safety critical systems such as large passenger transport aircraft, there
already exist available redundancies. Learning from previous flight incidents and safe landings
under extreme fault and failure conditions, these redundancies can be used unconventionally.
This redundancy can be managed in a good way by CA to achieve many objectives including
reducing drag and fuel consumption. In the case of an actuator fault/failure, CA has the ability
to redistribute the control signals to the remaining functional actuators.

Even better, a combination of the robustness properties of SMC and the control reallocation
capability of CA allows, in layman’s terms, the possibility of simple and robust controllers that
deal with faults and failures without reconfiguration. This allows a single controller to work for
almost all conditions. The strategy, the methods, and the theory on how SMC can deal directly
with actuator failures is one of the main contributions of this thesis.

3.7 SMC on a large civil passenger aircraft

In terms of improving the safety of large passenger aircraft, there is already significant literature
investigating FTC e.g. [37, 80, 141, 148, 244]; not to mention the successful NASA work on
propulsion controlled aircraft (PCA) which includes a successful flight test. Apart from [37],
all these papers describe work on the same high fidelity nonlinear model of a B747 aircraft
based on software called FTLAB747 [147, 189, 190]. In [80], an LPV controller is proposed
for FTC, however, only longitudinal control is considered. Marcos & Balas [148] looked into
robust integrated controller design and diagnosis for the longitudinal axis. The work in [244]
considered both longitudinal and lateral control, but is only applied on the linear model of the
aircraft. In [93] an integrated propulsion controlled aircraft has been proposed using a modified
version of the FTLAB747 software. However this paper considers thrust vectoring1 which is
currently not available in any large passenger transport aircraft. (Although thrust vectoring is
currently available in advanced fighter aircraft such as Saab JAS 39 ‘Gripen’ [75] and Sukhoi
Su-30MKM).

Sliding mode methods have been applied to high performance prototype aircraft such as the
tailless aircraft [185,219] where redundant actuators have been purposely built into the aircraft
for performance and fault tolerance reasons. Researchers in [181] use SMC on a similar aircraft
but not using the validated FTLAB747 high fidelity model. This is one of the motivations
behind the research in this thesis; the challenge is for sliding mode methods to exploit all
actuators available in the large passenger transport aircraft to achieve fault tolerance especially
when total actuator failures occur.

1Thrust vectoring refers to the capability of the nozzle of the jet engine to be directed at any angle. Typically
most jet engine nozzle fixed and not movable.
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3.8 Conclusions

In this chapter, the concept and the design process for sliding mode ideas have been presented
using a simple pendulum example. The properties of sliding modes, especially robustness
against matched uncertainty, have been presented. Some approaches for the design of the
sliding surface (for closed–loop performance) and the control law (to ensure sliding is reached
and maintained) have been presented. Modifications of the control law for tracking requirements
(integral action and model reference based tracking) have also been discussed. Finally, some
advantages and drawbacks of sliding mode control and how it can be applied for FTC, especially
on large civil aircraft, have also been discussed. These ideas will be explored in the remainder
of the thesis.



Chapter 4

Fault Tolerant Control Applied to a
Large Civil Aircraft

In the last chapter, some ideas and benefits of using sliding mode schemes for fault tolerant
control were discussed. In this chapter the benefit of using SMC, especially when handling
actuator faults will be demonstrated using a realistic high fidelity nonlinear aircraft model.
New ideas for the switching surface design and the control law are proposed. A simple idea of
how SMC can handle total actuator failures is presented based on a specific example of aircraft
longitudinal control adapted from [80].

4.1 Introduction

In this chapter, sliding mode schemes for FTC are developed and applied to an aircraft system.
The aircraft system is a high fidelity model of a Boeing 747 which has been used by other
researchers as a test bed for their developments: see for example [80,141,147–149]. The design
of the sliding mode switching surface for the controller uses a new idea building on previous
work from the sliding mode literature. A novel adaptive gain is used in the nonlinear part of
the control law which reacts to the occurrence of a fault and attempts to keep the switching
function as close as possible to zero, thus trying to maintain nominal tracking performance. If
the total failure of an actuator is detected a switch is made to a ‘back-up’ control surface but
the linear component of the control law remains unchanged. This controller is then tested in
a number of different actuator fault scenarios. In comparison to the work of Hess & Wells [98]
and Shtessel et al. [185] the novelty of the work in this chapter is the design of the sliding
hyperplane which minimizes the effect of unmatched uncertainty on the sliding motion arising
from actuator failures, and the development of a simple adaptive scheme for the nonlinear unit
vector scaling gain.

The FTLAB747 software running under Matlab1 has been developed for the study of fault
tolerant control and FDI schemes. It represents a ‘real world’ model of a B747-100/200 aircraft,
where the technical data and the underlying differential equations have been obtained from
NASA [91, 92]. The software was originally initiated at Delft University of Technology by van

1rMathworks trademark
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der Linden (Delft University Aircraft Simulation and Analysis Tool, DASMAT) [212] and Smaili
(Flight Lab 747, FTLAB747) [189], and later developed and enhanced for use in terms of fault
detection and fault tolerant control by Marcos & Balas [147] (FTLAB747 V6.1/V6.5). The high
fidelity nonlinear model has 77 states incorporating rigid body variables, sensors, actuators and
aero-engine dynamics. All the control surfaces and engine dynamics are modeled with realistic
position limits and rate limits. The specific aerodynamic coefficients are taken from [92], which
have been obtained from extensive wind tunnel experiments, simulations and test flights. The
capabilities of this software as a realistic platform to test FTC and FDI schemes is demonstrated
by its subsequent use by many researchers (see for example Marcos et al [149], Ganguli et al [80]
and Maciejowski & Jones [141]).

4.2 Actuator fault tolerant control

This section will concentrate on the design of a fault tolerant controller to handle actuator faults.
Consider the nth order linear time invariant system with m inputs subject to uncertainty given
by

ẋp(t) = Apxp(t) + Bpu(t)−BpK(t)u(t) + Mpξ(t, xp) (4.1)

where Ap ∈ Rn×n, Bp ∈ Rn×m and Mp ∈ Rn×q. As in (2.1), the matrix K(t) =
diag

(
k1(t), . . . , km(t)

)
is comprised of scalar functions ki(t) which satisfy 0 ≤ ki(t) < 1. These

model a decrease in effectiveness of a particular actuator: so if ki(t) = 0, the ith actuator is
working perfectly whereas if ki(t) > 0, some level of fault is present. Since by assumption
ki(t) < 1, this excludes the possibility of the actuators failing completely (although this issue
will be addressed in detail separately later in the chapter). Without loss of generality it can be
assumed that the input distribution matrix Bp has full rank and the pair (Ap, Bp) is control-
lable. The function ξ(t, xp) is assumed to be unknown but bounded and represents uncertainty
in the system. Here, it is assumed to satisfy

‖ξ(t, xp)‖ < C1‖xp(t)‖+ C2 (4.2)

where C1 and C2 are known constants. This uncertainty structure has been considered in Section
3.6 in [67]. Only longitudinal control is considered: all lateral and directional states have been
set to trim values. This is similar to the scenario considered in [80]. The controller is designed for
an ‘up and away’ [80] flight envelope and the main objective is to obtain good tracking of flight
path angle (FPA) and true airspeed (Vtas). The nominal (fault-free) sliding mode controller has
first been designed using a linear model obtained from FTLAB747. The linearization has been
obtained around an operating condition of 300,000 Kg, 184 m/s true airspeed, and an altitude
of 4000m at half maximum thrust. The result is a 6th order model associated with pitch rate
q, true airspeed Vtas, angle of attack α, pitch angle θ, altitude he and horizontal position along
the earth x-axis xe. For design purposes, only the first four states have been retained and the
four individual engine thrusts have been aggregated to produce a single control input. The two
other inputs represent elevator deflection and horizontal stabilizer deflection. In the following
state-space representation, the three inputs have been individually scaled which results in a
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system and input distribution matrix pair (Ap, Bp) with

Ap =




−0.6803 0.0002 −1.0490 0
−0.1463 −0.0062 −4.6726 −9.7942

1.0050 −0.0006 −0.5717 0
1 0 0 0




(4.3)

Bp =




−1.5539 0.0154
0 1.3287

−0.0398 −0.0007
0 0




, bs =




−1.5760
0

−0.0398
0




(4.4)

where the states represent pitch rate (rad/s), true airspeed (m/s), angle of attack (rad) and
pitch angle (rad) respectively. The inputs associated with Bp are elevator deflection (rad) and
total thrust (N) (scaled by 105), and bs is the distribution matrix associated with the horizontal
stabilizer.
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Figure 4.1: controller interconnection

During normal operation, the aircraft would be controlled using the thrust and elevator, however
in the event of an elevator failure, the horizontal stabilizer can be used as ‘back-up’ (see Figure
4.1). In this situation bs will be used to replace the first column of Bp when the ‘back-up’
controller is activated (this will be discussed later). When implementing the controller on the
nonlinear model a simple gain block (105 for thrust and 0.5 for horizontal stabilizer [80]) is used
to recover the signal sent to the actuator (see Figure 4.1). The controlled output distribution
matrix is

Cc =

[
0 0 −1 1
0 1 0 0

]
(4.5)

which represents flight-path angle (FPA)2 and true airspeed (Vtas). This linear model will be
used to design the controller scheme which will be described in the sections which follow.

2Flight-path angle is the difference between pitch angle and angle of attack [38].
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4.2.1 Sliding Mode Controller Design

Integral action (as discussed in Section 3.5.1) will be included to add a tracking facility for
the two controlled outputs FPA and Vtas. The uncertain faulty system from (4.1) has been
augmented with integral action states xd ∈ Rm satisfying

ẋd(t) = yc(t)− Ccxp(t) (4.6)

where the differentiable signal yc(t) satisfies

ẏc(t) = Γ (yc(t)− Yd) (4.7)

with Γ ∈ Rm×m a stable design matrix and Yd a constant demand vector. Augmenting the
states from (4.1) with the integral action states and defining x = col(xd, xp) it follows

ẋ(t) = Ax(t) + Bu(t) + Bdyc(t)−BK(t)u(t) + Mξ(t, x) (4.8)

where

A =

[
0 −Cc

0 Ap

]
, B =

[
0

Bp

]
, Bd =

[
Im

0

]
, M =

[
0

Mp

]
(4.9)

Since the pair (Ap, Bp) is controllable, if (Ap, Bp, Cc) does not have any invariant zeros at the
origin, then (A,B) is controllable [67]. For the later analysis, define an augmented version of
bs from (4.4) as

Bs =

[
0
bs

]
(4.10)

Although Bs does not directly appear in Equation (4.8), it represents the distribution matrix
associated with Equation (4.8) when the horizontal stabilizer is employed as a ‘back-up’ control
surface if a total failure in the elevator occurs. Define a switching function

s(t) = Sx(t) (4.11)

as a linear combination of the states, where S ∈ Rm×(n+m) is full rank. If a control law
can be developed which forces the closed–loop trajectories onto the surface s(t) = 0 in finite
time (despite faults) and constrains the states to remain there, then an ideal sliding motion
is said to have been attained. Suppose the matrix S is designed so that the square matrix
SB is nonsingular (in practice this is easily accomplished since B is full rank and S is a free
parameter). Then, as discussed in Section 3.5.1, the ideal sliding motion is given by

ẋ(t) = (I(n+m) −B(SB)−1S)Ax(t) + (I(n+m) −B(SB)−1S)Mξ(t, x)

+(I(n+m) −B(SB)−1S)Bdyc(t) (4.12)

for all t ≥ ts and Sx(ts) = 0. It can be seen from Equation (4.12) that the sliding motion is a
control independent free motion which depends on the choice of sliding surface. If Mp ∈ R(Bp)
i.e. Mp belongs to the range-space of the matrix Bp then (I(n+m) − B(SB)−1S)M = 0 and
the sliding motion is independent of the uncertainty. Several approaches have been proposed
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in the literature for the design of the matrix S including quadratic minimization (as discussed
in Section 3.4.1), eigenvalue placement, eigenstructure assignment and LMI methods (see for
example Chapter 4 in [67] and [65]). Furthermore, without loss of generality, the surface can
always be designed so that SB = Im.

The proposed control law comprises two components; a linear component to stabilize the nom-
inal linear system; and a discontinuous component. Specifically

u(t) = ul(t) + un(t) (4.13)

where the linear component is given by

ul(t) = −(SB)−1 (SA− ΦS)︸ ︷︷ ︸
L

x(t)−(SB)−1SBd︸ ︷︷ ︸
Ld

yc(t) (4.14)

where Φ ∈ Rm×m is any stable design matrix and un is a discontinuous component which is a
function of s.

In this chapter, the choice of the nonlinear term un(t) is facilitated by the choice of S for which
SB = Im, which effectively decouples the components of the sliding surface and associates with
each a particular control input. Componentwise, the proposed control structure has the form

ui(t) = uli(t)− (ρi(t) + ηi)sign(si(t)), i = 1 . . . m (4.15)

where the ηi are positive constants3, uli(t) is the ith component of ul(t), si(t) is the ith compo-
nent of s(t) = Sx(t). It is easy to see from (4.14) that uli(t) is bounded by |uli(t)| < l1‖x(t)‖+l2

where l1 and l2 are known positive constants. The gains ρi(·) in each of the control channels
are defined as

ρi(t) = ri(t)(r̄(i,1)‖x(t)‖+ r̄(i,2)) (4.16)

where

r̄(i,1) := (l1 + ‖SiM‖C1), r̄(i,2) := (l2 + ‖SiM‖C2) (4.17)

and the constants C1 and C2 are from (4.2). The variables ri(t) are adaptive gains which vary
according to

ṙi(t) = αi

(
r̄(i,1)‖x(t)‖+ r̄(i,2)

)
Dε(|si(t)|)− βiri(t), ri(0) = 0 (4.18)

where the αi and βi are positive design constants. The function Dε : R 7→ R is the nonlinear
function

Dε(s) =

{
0 if |s| < ε

s otherwise
(4.19)

where ε is a positive scalar. (This function is also considered in [228]). Here, ε is set to be small
and helps define a boundary layer about the surface S = {x(t) : Sx(t) = 0} inside which an
acceptably close approximation to ideal sliding takes place. Provided the states evolve with time

3The ηi could be chosen as functions of the state, large enough to bound the uncertainty in the fault–free
case when K(t) = 0.
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inside the boundary layer, no adaptation of the switching gains takes place. If a fault occurs,
which starts to make the sliding motion degrade so that the states evolve outside the boundary
layer i.e. |si(t)| > ε, then the dynamic coefficients ri(t) increase in magnitude (according to
(4.18)) to force the states back into the boundary layer around the sliding surface.

Remark: In a fault–free situation it is not necessary and indeed is not advisable to have a large
gain on the switched term – therefore ideally the term ρ(·) should adapt to the onset of a fault
and react accordingly. This adaptation scheme differs from the one in [220] and is more akin
to the scheme from [228].

The choice of the design parameters ηi, αi, βi and ε depends on the closed–loop performance
specifications and requires some design iteration. In general, the ηi need to be chosen as the
nominal (no fault) gains for the nonlinear component of the control law (4.15) to ensure that
sliding occurs in the fault–free system. The parameter ε is chosen to be small to form a boundary
layer about S, but not too small to cause ‘false alarms’ and unnecessary increases in ρi(t). Thus
ε dictates how sensitive the adaptive gains ri(t) are to changes in s(t). The gain αi dictates the
rate at which ri(t) increases in reaction to faults: a large value for αi indicates a fast increase
of ri(t). On the other hand βi dictates the rate at which ri(t) decreases to the nominal gain ηi

when the fault has been rectified. A relationship between ε, ηi, αi and βi will be determined
in the proof of the proposition which follows. The choice of these design parameters will be
discussed further in §4.3. The following lemma shows the gain functions are bounded and
motion inside a boundary layer around S is obtained.

Proposition 1 Consider the potentially faulty augmented system represented by (4.8) with the
control law in (4.15); then each of the components ri(t) remain bounded and the switching states
s(t) enter a boundary layer around S in finite time.

Proof: Consider k̄ = max{k1(t) . . . km(t)}. Notice that by assumption k̄ < 1. From the
decoupled structure which results from SB = Im, it follows that

ṡi = −φisi −
(
1− ki(t)

)(
ρi(t) + ηi

)
sign(si)− ki(t)uli(t) + SiMξ(t, x) (4.20)

where it has been assumed that Φ = diag(−φ1, . . . − φm) and the φi are positive scalars.
Therefore

siṡi ≤ −φis
2
i −

(
1− k̄

)(
ρi(t) + ηi

)|si|+ si

(
SiMξ(t, x)− ki(t)uli(t)

)
(4.21)

Using (4.17) and the fact that k̄ = 1− (1− k̄), then by construction

|(SiMξ(t, x)− ki(t)uli(t)
)| ≤ |SiMξ(t, x)|+ k̄|uli(t)|

≤ (
r̄(i,1)‖x(t)‖+ r̄(i,2)

)− (1− k̄)|uli(t)| for i = 1 . . .m (4.22)

since from (4.2), ‖ξ(t, x)‖ < C1‖x(t)‖+ C2. Define a scalar

ζ := 1/(1− k̄) > 0 (4.23)
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and a component Lyapunov function

Vi =
1
2

{
s2
i +

1
αi

(1− k̄)
(
ri(t)− ζ

)2
}

(4.24)

where αi is the positive scalar from (4.18). Clearly Vi(·) is positive definite with respect to si,
the adaptive gain errors ri(t)− ζ, and is radially unbounded. Taking derivatives

V̇i = siṡi +
1
αi

(1− k̄)
(
ri(t)− ζ

)
ṙi(t) (4.25)

then substituting from (4.16), (4.18), (4.21) and (4.22) into the above and using the fact that
(1− k̄)ζ = 1, it follows

V̇i ≤ −φis
2
i − |si|(1− k̄)

(
ηi + |uli(t)|

)
− |si|(1− k̄)

(
r̄(i,1)‖x(t)‖+ r̄(i,2)

)
(ri(t)− ζ)

+
1
αi

(1− k̄)(ri(t)− ζ)
(

αi

(
r̄(i,1)‖x(t)‖+ r̄(i,2)

)
Dε(|si(t)|)− βiri(t)

)
(4.26)

If |si| > ε then Dε(|si|) = |si| and so substituting in (4.26) and simplifying terms yields

V̇i ≤ −φis
2
i − |si|(1− k̄)

(
ηi + |uli(t)|

)
− βi

αi
(1− k̄)

(
ri(t)− ζ

)
ri(t) (4.27)

Notice by construction k̄ < 1 and ri(t) ≥ 0. Further manipulation of (4.27) and using (4.23)
yields

V̇i ≤ −φis
2
i − |si|(1− k̄)

(
ηi + |uli(t)|

)
− βi

αi
(1− k̄)

(1
2
ζ − ri(t)

)2
+

βi

4αi(1− k̄)
(4.28)

since expanding the quadratic term on the right–hand side of (4.28) gives (4.27). If |si| > ε,
then |si|(1 − k̄)ηi ≥ (1 − k̄)εηi. The quantities ε, ηi, αi and βi are design parameters and so if
they are chosen to satisfy

(1− k̄)εηi ≥ βi

4αi(1− k̄)
(4.29)

then

V̇i ≤ −φis
2
i − |si|(1− k̄)|uli(t)| −

βi

αi
(1− k̄)

(1
2
ζ − ri(t)

)2
≤ 0 (4.30)

If |si| < ε then Dε(|si|) = 0 and so substituting in (4.26) and simplifying terms yields

V̇i ≤ −φis
2
i − |si|(1− k̄)

(
ηi + |uli(t)|

)
− |si|(1− k̄)

(
r̄(i,1)‖x(t)‖+ r̄(2,i)

)
(ri(t)− ζ)

−βi

αi
(1− k̄)

(
ri(t)− ζ

)
ri(t) (4.31)

Notice again by construction k̄ < 1 and ri(t) ≥ 0 and therefore for |si| < ε and ri(t) > ζ, it
follows V̇i < 0. Define a rectangle in R2 as

Ri = {(si, ri) | |si| ≤ ε, 0 ≤ ri ≤ ζ} (4.32)
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Also define R+ = {(si, ri) | ri ≥ 0}. By construction of the adaptive gains, ri(t) ≥ 0 for all
time and so the trajectory of (si(t), ri(t)) ∈ R+ for all time, and so outside Ri∩R+ = Ri, from
(4.28) and (4.31), the derivative of the Lyapunov function V̇i < 0. Let Vr,i denote the truncated
ellipsoid

Vr,i = {(si, ri) | Vi(si, ri) ≤ r} ∩ R+

where Vi(·) is defined in (4.24). Because Ri in (4.32) is a compact set, ∃ a unique ri,0 > 0 s.t.
ri,0 = min{r ∈ R+ | Ri ⊂ Vr,i} and in fact ri,0 = 1

2(ε2 + ζ
αi

). 
                                                                                                                                                                                                  
 

            
 

                   
 
        

                                                                                                                

                                                  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.2: Level set of the Lyapunov functions Vi

As shown in Figure 4.2, since Ri ⊂ Vri,0 , it follows outside Vri,0 the derivative of the Lyapunov
function V̇i < 0 and so Vri,0 is an invariant set which is entered in finite time t0. Since Vri,0

is entered in finite time, Vi(si, ri) ≤ ri,0 for all t > t0 which implies |si| ≤
√

2ri,0 for all time
t > t0, and hence si enters and remains in a boundary layer of size

√
2ri,0 around the ideal

sliding surface S.
From the arguments above, for an appropriate choice of αi, βi and ε, close approximation to
ideal sliding can be maintained even in the presence of faults. The reduced order sliding motion
is then governed by (4.12). The motion depends on the uncertainty, but using arguments similar
to those in §3.6 in [67], for a small enough C1, ultimate boundedness of the states x(t) can be
proved.

Remarks:

• If ε = 0 and βi = 0 then ideal sliding can be guaranteed since it follows from (4.27) that
the Lyapunov derivative V̇i(s) ≤ −φis

2
i − |si|(1− k̄)(ηi + |uli(t)|). This means ideal sliding can

be attained and maintained in finite time. However this adaptive scheme has disadvantages in
practice since the gains ri(t) may become unbounded in the presence of noise [220].

• The adaptive gains act as a measure of severity of the actuator fault. Once the adaptive gain
ρi(t) from (4.16) exceeds a predetermined maximum value ρmax,i, a very severe fault or failure
can be declared and a ‘backup’ control strategy can be initiated if required.

• From (4.23), as k̄ → 1, ζ becomes infinitely large. In the case of total failure (ki(t)=1 ⇒ k̄=1),
an alternative control strategy must be employed.
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4.2.2 The sliding mode hyperplane design.

The first step in sliding mode controller design is the selection of the sliding surface matrix
S. One methodology is the quadratic cost function approach which was discussed in Section
3.4.1. In this chapter, a novel modification of this approach is considered to take into account
the occurrence of failures. The design approach adopted here is described specifically for the
aircraft system. However, its underlying philosophy is generic and could be adopted in other
systems.

First consider the problem of designing a sliding surface matrix S for the nominal linear system
associated with (4.24). Assume there are no faults (i.e. K(t) = 0) and there is no reference
demand (yc(t) = 0)4. Also for the purpose of design, ignore the uncertainty term. For this nom-
inal linear system, as discussed previously in Section 3.4.1, consider the problem of minimizing
the quadratic performance index

J =
1
2

∫ ∞

ts

x(t)TQx(t) dt (4.33)

where Q is a symmetric positive definite (s.p.d) matrix and ts is the time at which the sliding
motion commences. Define a change of coordinates given by

z(t) = Trx(t) (4.34)

where Tr is an orthogonal matrix, so that the system in (4.8) is in regular form: i.e

TrATr
T =

[
A11 A12

A21 A22

]
TrB =

[
0

B2

]

where A11 ∈ Rn×n, B2 ∈ Rm×m. Also assume that, (in regular form) the matrix TrQTT
r associ-

ated with equation (4.33) has a block diagonal structure so that TrQTT
r = diag(QT

1 Q1, Q
T
2 Q2)

where QT
2 Q1 = 0 and the matrix QT

2 Q2 ∈ Rm×m is nonsingular. It follows that

J =
1
2

∫ ∞

ts

z1(t)TQT
1 Q1z1(t) + z2(t)TQT

2 Q2z2(t) dt (4.35)

where z = col(z1, z2) with z1 ∈ Rn. Because of the assumption of regular form, under nominal
fault–free operation, the differential equation constraint (4.8), whilst sliding, may be written as

ż1(t) = A11z1(t) + A12z2(t) (4.36)

where the ‘virtual control’ z2 satisfies

Kz1 + z2 = 0 (4.37)

Here Equation (4.37) represents the hyperplane equation Sx = 0 for STT
r = S2[K Im], where

S2 ∈ Rm×m and is nonsingular. Substituting for z2 from (4.37) in (4.36) gives an autonomous
reduced order sliding motion. The matrix K must be chosen to make (A11−A12K) stable. This

4Although as argued in §7.3.3 in [67] since yc(t) → Yd the effect of the demand signal can be removed by a
change of coordinates which considers the system states relative to their steady state values.
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is always possible since (A11, A12) is controllable if (A,B) is controllable. As argued in [35]
the optimal cost is given by J = z1(ts)TPcz1(ts) where Pc is the symmetric positive definite
solution to the Riccati equation

PcA11 + AT
11Pc − PcA12(QT

2 Q2)−1AT
12Pc + QT

1 Q1 = 0 (4.38)

where z1(ts) is the value of the state component z1 at the time at which sliding occurs and the
optimal choice of K = (QT

2 Q2)−1AT
12Pc. This problem can be posed as an LMI optimization:

Minimize trace(X−1) subject to

[
A11X + XAT

11 −A12N −NTAT
12 (Q1X −Q2N)T

Q1X −Q2N −I

]
<0 , X > 0 (4.39)

where N := KX. As argued on page 114 in [35], any solution to (4.39) satisfies X−1 ≥ Pc.
Consequently trace(X−1) ≥ trace(Pc) and hence the minimization process results in X−1 = Pc.

In the ‘back-up’ case, the input distribution matrix is perturbed by the change in actuator.
Now the new input distribution matrix B̃ (say) is formed from replacing the first column from
B in (4.9) associated with the elevator, with Bs in (4.10) which is associated with the horizontal
stabilizer. In the regular form coordinates

TrB̃ =

[
B1

B2R

]

where B1 ∈ Rn×m and R ∈ Rm×m. Provided a sliding motion can be maintained with the new
actuator set, in the regular form coordinates, then the uncertain reduced order motion can be
represented as

ż1(t) = (A11 −A12K)z1(t) + M1ξ + B1ueq(t) (4.40)

instead of (4.36) and (4.37), where ueq(t) is the equivalent control signal necessary to maintain a
sliding motion on S and M1 represents the top n rows of TrM i.e. the un-matched uncertainty
distribution matrix in the regular form coordinates. The signal ueq(t) will be a function of
the states z1 and will include the effects of any additional mismatched disturbances resulting
from the failure (such as turning moments generated from stuck actuators). The objective is to
minimize the effect of ueq(t) on the nominal performance of the system in Equation (4.40) in an
L2 sense [123]. Under the constraint that a common Lyapunov function for both the quadratic
cost problem and the L2 gain problem is sought, from the Bounded Real Lemma [35], the L2

gain between ueq(t) and z1 is less than γ if



A11X + XAT

11 −A12N −NTAT
12 [ B1 M1 ] X

[ B1 M1 ]T −γI 0
X 0 −γI


 < 0 (4.41)

The overall optimization problem used here is: Minimize (a1trace(Z) + a2γ) subject to

[
−Z In

In −X

]
< 0 (4.42)
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in addition to (4.39) and (4.41). The matrix variable Z is a ‘slack variable’ which satisfies
Z > X−1 and so trace(Z) bounds trace(X−1). Here a1 and a2 are positive scalars which
determine the relative weighting between the quadratic cost and L2 problem. This represents a
convex optimization problem in terms of X,Z, N and γ and can be solved using standard LMI
packages. The matrix which determines the hyperplane is computed as K = NX−1 and finally
(in the original coordinates), the matrix

S = S2

[
K Im

]
Tr (4.43)

The nonsingular matrix S2 is then chosen to ensure SB = Im. Although the development above
is specific to the B747 backup stabilizer scenario, the approach is more flexible and could be
used in more general situations.

4.3 Simulation Results

This subsection describes the actuator fault tolerant controller designed for the B747-100/200
aircraft. The controller is designed for longitudinal axis control in the ‘up and away’ flight
envelope [80]. The main objective is to obtain tracking of flight path angle (FPA) and true air
speed Vtas. The settling time when there is no fault/failure should be approximately 20sec for
FPA and 45sec for Vtas. If a fault/failure occurs, the tracking requirement is 30sec for FPA
with no difference in the Vtas tracking. These specifications are adopted from [80].

The weighting matrix for the hyperplane design has been chosen as

TrQTT
r =




0.5 0 0 0 0 0
0 0.5 0 0 0 0
0 0 2 −1 0 0
0 0 −1 1 0 0
0 0 0 0 5 0
0 0 0 0 0 20




(4.44)

The last two elements of TrQTT
r multiply the z2 term in (4.35) and thus weight the ‘virtual

control’ term. Thus, by analogy to a more typical LQR framework, they affect the speed of
response of the closed–loop system. The last state is weighted heavily to reduce the gains in the
engine channels. The first two terms in (4.44) are associated with the integral action states and
are less heavily weighted. The non-diagonal term in (4.44) arises from the fact that flight path
angle is the quantity of interest. In the following design, the parameters a1 = a2 = 1. Here
an equal weight on the quadratic cost performance and the L2 robustness has been chosen to
represent the equal importance of the nominal (no fault) performance and robustness when a
total actuator failure occurs. In this example, the choice of a2 is not crucial because the degree
of mismatch between B and B̃, represented by ‖B1‖, is small. The LMI optimization software
gives a unique solution for K in (4.43). This results in

S =

[
0.2163 −0.0013 −0.6524 0.0077 0.3471 −0.9034

−0.0000 −0.1192 0.0000 0.7526 −0.0005 −0.0000

]
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where the original sliding surface matrix S obtained from the optimization software (4.43) has
been scaled using S2 in order that SB = I2. The poles associated with the reduced order sliding
motion are {−0.6786,−0.3566±0.3802i,−0.1584}. From Equation (4.14) the stable matrix has
been chosen as Φ = −I2 which gives faster poles than those associated with the reduced order
sliding motion. This results in (from Equation (4.14))

L =

[
−0.2163 0.0013 0.7643 −0.0086 −1.0891 1.1956

0.0000 0.1192 0.1107 −0.8672 −3.8542 7.3710

]
, Ld =

[
−0.2163 0.0013

0.0000 0.1192

]

The pre-filter matrix from (4.7) has been designed to be

Γ =

[
−0.2400 0

0 −0.1250

]

This may be viewed as representing the ideal response in the FPA and the Vtas channels. Again
the FPA response is faster than the Vtas response. In the simulations the discontinuity in the
nonlinear control term has been smoothed, as in Section 3.2.2, by using a sigmoidal approxima-
tion where the fixed scalar δ = 0.01. This removes the discontinuity and introduces a further
degree of tuning to accommodate the actuator rate limits, especially during actuator fault or
failure conditions. The initial fixed gains for the ‘back-up’ controller (using the horizontal sta-
bilizer) are given by ρs,1 = 0.4 and ρs,2 = 0.05. Here the smoothing parameter is chosen as
δs = 0.1. The larger value of δs is used to accommodate the smaller positional movement and
lower rate limits of the horizontal stabilizer. In this chapter, only the gains in the elevator
channel are allowed to adapt: the gains associated with the thrust channel are fixed. When
employing the adaptive gain for the controller from (4.15), it was found for this particular ex-
ample the r̄(i,1)(t) in (4.17) have no significant effect on the closed–loop performance and so
l1 = C1 = 0 was chosen and therefore r̄(i,1)(t) ≡ 0. The parameters, l2 and C2 have been chosen
as l2 = 0.5 and C2 = 0.9117 and therefore r̄(i,2)(t) ≡ 1. The upper and lower limits for ρ1(t)
have been chosen as ρmax,1 = 5 and ρmin,1 = η1 = 0.2 respectively. Here η1 = 0.2 is chosen
to be larger than the uncertainty in the no fault condition. The choice of ρmax,1 dictates how
fast a severe or total failure can be detected. Here, ρmax,1 has been chosen large enough to
compensate for the worse case fault on the elevator (before the switch to stabilizer is activated)
at a 70% decrease in effectiveness. The adaptation parameters are α1 = 600 and β1 = 0.02 and
the tolerance ε = 0.0005. Appropriate values for α1, β1 and ε involve some design iteration.
The parameter ε was chosen to be able to tolerate the variation in s(t) due to normal changes in
flight conditions but small enough to enable the adaptive gain to be sensitive to deviations from
zero in the switch term s1 when a fault or severe disturbance occurs. The term α1 dictates the
rate at which ρ(t) increases and reacts to the faults. Here, it needs to be large to enable small
changes in s1 to cause significant changes in the gain so that the control system reacts quickly
to the onset of a fault. From (4.29), (1− k̄)εηi = 3.0× 10−5 and βi/(4αi(1− k̄)) = 2.78× 10−5

and therefore the condition in Proposition 1 is satisfied.

The simulations presented in this chapter are all based on the full non-linear model. For the
‘up and away’ flight condition, the elevator is used to track FPA demands. As in the work of
Ganguli et al [80], this chapter only considers faults/failures to the elevator.
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4.3.1 Fault–Free Simulations

In this section, simulations are presented for the nominal controller design as described in
Section 4.3. The simulation covers the entire ‘up and away’ flight region, from an altitude of
4000m with a velocity of 184m/s, to the end of the region at an altitude of 8500m and with a
velocity of 280m/s. A series of 3 degree FPA and 10m/s Vtas commands are issued during the
simulation to take the aircraft through the entire envelope. Figures 4.3(a),4.3(c),4.3(d) show
the results associated with the controller designed for the elevator and thrust, whilst Figure
4.3(b) shows the performance with the horizontal stabilizer as the control surface (together with
thrust). In these responses the adaptive gain in each channel has been fixed throughout the
simulation. Figure 4.3 shows that both the controllers are able to maintain satisfactory tracking
performance (using elevator or horizontal stabilizer) over the range of the ‘up and away’ flight
region even though these conditions become increasingly far away from the designed condition.
This indicates the robustness of the single fixed sliding mode controller.

4.3.2 Changes in effectiveness gain

This section shows how the controller with an adaptive gain ρ(t) as defined in Section 4.2.1
copes with different percentages of faults as modeled in (4.1). This section also demonstrates the
fault detection capability of the controller. The simulations have been conducted at an altitude
of 4000m and a Vtas of 184m/s with a 3 degree of FPA (0.5-30sec) step change and a 20m/s
Vtas step change at 55sec as command signals. The ‘effectiveness gain’ has been implemented
as a simple but unknown (as far as the controller is concerned) gain between the output of
the controller block and the actuator dynamics. These simple tests indicate the effect of a
loss of efficiency of the elevator due to damage or faults. Figure 4.4 shows comparisons of the
adaptive gain controller with k1 = 0, 0.5, 0.6, 0.7, 0.7, 0.8, 0.9 (which indicate 0, 50, 60, 70, 80,
90 percent failure, respectively). It can be seen that there is a slight variation in FPA tracking
and no visible difference in Vtas tracking. Overall FPA tracking is still possible (although
with some degradation in performance) even at a 90% fault. This indicates that the adaptive
gain controller is robust and has the ability to maintain good tracking even for severe faults.
Looking at the signal s1 (the switching signal associated with the elevator channel) in Figure
4.4(c), its value is still relatively close to zero even when the percentage of fault increases. The
adaptive gain signal shows that at 70% failure, the gain reaches the maximum allowable set gain
(ρmax,1=5). At this point it would be possible for a warning signal to be sent to the pilot or an
automatic change to the ‘back-up’ controller could be initiated. Notice that even though the
nominal adaptive gain controller is still able to maintain stability up to 90% failure, early failure
detection is more desirable to provide advanced warning and to avoid potentially irrecoverable
instability.
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4.3.3 Total elevator failure simulations

This section shows the results of nonlinear simulations when the elevator develops floating
and/or lock type actuator failures. These simulate total failure of the elevator and therefore
require stabilization of the aircraft using the ‘back-up’ controller (which uses the horizontal
stabilizer). A similar flight scenario to previous test is considered. The failure is set to occur
during the climb (pitch up) manoeuvre at 10sec for both failure scenarios. To simulate a
floating actuator type of failure, the elevator signal is replaced with the angle of attack [80].
This simulates the ineffectiveness of the elevator to provide a moment and therefore the aircraft
is unable to perform a pitch manoeuvre. Figure 4.5(a) shows that FPA tracking performance is
slightly degraded and the response is slower. Figure 4.5(c) shows that the failure is detected at
11.38 sec when the adaptive gain reaches its maximum set value. Some peaks can be seen in the
horizontal stabilizer signal (Figure 4.5(b)) after activation due to the sudden change of control
signal, but this stabilizes after a few seconds. Once the controller is switched to the horizontal
stabilizer, that surface is used for the remainder of the simulation. Overall performance is
satisfactorily maintained after detection of the failure and after the change to the ‘back-up’
controller. To simulate lock failures, the elevator position is held at its value at 10sec. Fig
4.6(a) shows that, as before, the FPA tracking is slightly degraded. Failure is detected at 13.45
sec (Figure 4.6(c)) and the horizontal stabilizer is activated (Figure 4.6(b)). A high peak occurs
in the horizontal stabilizer signal but disappears after a few seconds (Figure 4.6(b)). Overall
tracking performance is maintained.

4.3.4 Total elevator failure simulations with wind and gust

The same set of flight conditions and tests as above has been repeated in the presence of nonzero
wind and gust (turbulence) conditions. The nonzero wind condition is set to approximate the
wind profile at the time of the crash for EL-AL flight 1862 which is −11,−12, 0 (m/s) for the
u, v, w wind axis respectively [147]. The turbulence parameter is set as white noise with a
variance of 1 [147]. Figures 4.7 and 4.8 show the simulation results for float and lock type
failures with wind and turbulence disturbances. As in the previous test, all the plots show that
the controller has been able to maintain stability and tracking performance even in the presence
of disturbances.

4.3.5 Combined loss of effectiveness and total elevator failure

The simulations have been conducted at an altitude of 4000m and a Vtas of 184m/s. The
reference command requests a change in flight path angle of 3 deg for 20 sec followed by a
20 m/s change in speed over a period of 45 sec (in 2 steps). The command sequence for the
FPA demand is then reversed after 250 sec so that the aircraft is returned to (approximately)
the initial flight conditions. These simple tests indicate the effect of a loss of efficiency of the
elevator due to damage or faults.

Figures 4.9 and 4.10 show the results of nonlinear simulations for various fault conditions: a
nominal (no fault) period for the first 150sec, followed by degradation of the elevator effective-
ness (150-260sec) and finally total failure (260-400sec). From 150-260sec, as shown in Figure



4.3 Simulation Results 81

0 20 40 60 80 100 120 140
−4

−2

0

2

4

F
P

A
 −

 (
de

g)

 

 
ref cmd
elevator float

(a) Float failure: FPA response

0 20 40 60 80 100 120 140
0.5

1

1.5

2

2.5

el
ev

at
or

 (
de

g)

0 20 40 60 80 100 120 140
−1.5

−1

−0.5

0

0.5

st
ab

ili
ze

r 
(d

eg
)

(b) Float failure: actuator positions

0 20 40 60 80 100 120 140
0

2

4

6

Time (sec)

ad
ap

tiv
e 

ga
in

 e
le

va
to

r 
ch

nl

Failure detected at 11.38sec. After this point, this signal is not being used

(c) Float failure: The adaptive gain ρ1

Figure 4.5: Responses of float failure



4.3 Simulation Results 82

0 20 40 60 80 100 120 140
−1

0

1

2

3

4

F
P

A
 −

 (
de

g)

 

 

ref cmd
elevator lock

(a) Lock failure: FPA response

0 20 40 60 80 100 120 140
1.4

1.6

1.8

2

2.2

el
ev

at
or

 (
de

g)

0 20 40 60 80 100 120 140
−0.8

−0.6

−0.4

−0.2

0

st
ab

ili
ze

r 
(d

eg
)

(b) Lock failure: actuator positions

0 20 40 60 80 100 120 140
0

2

4

6

Time (sec)

ad
ap

tiv
e 

ga
in

 e
le

va
to

r 
ch

nl

Failure detected at 13.45sec. after this point, this signal us not being used

(c) Lock failure: The adaptive gain ρ1

Figure 4.6: Responses of lock failure



4.3 Simulation Results 83

0 20 40 60 80 100 120 140
−1

0

1

2

3

4

F
P

A
 −

 (
de

g)

 

 
ref cmd
elevator float

(a) Float failure: FPA response

0 20 40 60 80 100 120 140
0.5

1

1.5

2

2.5

el
ev

at
or

 (
de

g)

0 20 40 60 80 100 120 140
−1.5

−1

−0.5

0

0.5

st
ab

ili
ze

r 
(d

eg
)

(b) Float failure: actuator positions

0 20 40 60 80 100 120 140
0

2

4

6

Time (sec)

ad
ap

tiv
e 

ga
in

 e
le

va
to

r 
ch

nl

Failure detected at 11.37sec. After this point, this signal is not being used

(c) Float failure: The adaptive gain ρ1

Figure 4.7: Responses of float failure with wind & gust disturbances



4.3 Simulation Results 84

0 20 40 60 80 100 120 140
−1

0

1

2

3

4

F
P

A
 −

 (
de

g)

 

 
ref cmd
elevator lock

(a) Lock failure: FPA response

0 20 40 60 80 100 120 140
1

1.5

2

2.5

el
ev

at
or

 (
de

g)

0 20 40 60 80 100 120 140
−1.5

−1

−0.5

0

st
ab

ili
ze

r 
(d

eg
)

(b) Lock failure: actuator positions

0 20 40 60 80 100 120 140
0

2

4

6

Time (sec)

ad
ap

tiv
e 

ga
in

 e
le

va
to

r 
ch

nl

Failure detected at 11.95sec. After this point, this signal is not being used

(c) Lock failure: The adaptive gain ρ1

Figure 4.8: Responses of lock failure with wind & gust disturbances



4.3 Simulation Results 85

0 50 100 150 200 250 300 350 400
−4

−2

0

2

4

FP
A

 −
 (d

eg
)

ref cmd
elevator float

(a) Float failure: FPA response

0 50 100 150 200 250 300 350 400
180

190

200

210

V
ta

s 
(m

/s
)

ref cmd
elevator float

(b) Float failure: Vtas response

0 50 100 150 200 250 300 350 400
1.5

2

2.5

3

el
ev

at
or

 (d
eg

)

0 50 100 150 200 250 300 350 400
−1.5

−1

−0.5

0

st
ab

ili
ze

r (
de

g)

trim value 

elevator float 

(c) Float failure: actuator positions (with trim value)

0 50 100 150 200 250 300 350 400
0

1

2

3

4

5

ad
ap

tiv
e 

ga
in

 e
le

va
to

r c
hn

l

|
|
|
|
|
|
|

Failure detected at 261.71sec.
After this point, this signal is not being used

(d) Float failure: The adaptive gain ρ1

0 50 100 150 200 250 300 350 400

0

20

40

60

80

100

Time (sec)

el
ev

at
or

 e
ffe

ct
iv

en
es

s 
(%

)

(e) Float failure: elevator effectiveness

Figure 4.9: Responses of nominal, fault and failures (float failure)



4.3 Simulation Results 86

0 50 100 150 200 250 300 350 400
−4

−2

0

2

4

FP
A

 −
 (d

eg
)

ref cmd
elevator lock

(a) Lock failure: FPA response

0 50 100 150 200 250 300 350 400
180

190

200

210

V
ta

s 
(m

/s
)

ref cmd
elevator lock

(b) Lock failure: Vtas response

0 50 100 150 200 250 300 350 400
1.5

2

2.5

3

el
ev

at
or

 (d
eg

)

0 50 100 150 200 250 300 350 400
−1.4

−1.2

−1

−0.8

−0.6

st
ab

ili
ze

r (
de

g)

trim value 

elevator lock 
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4.9(e) and 4.10(e), the elevator effectiveness degrades from (normal) 100% to 40% effectiveness.
Subsequently the elevator develops floating and/or lock type actuator failures at 260sec. These
simulate total failure of the elevator and therefore require stabilization of the aircraft using the
‘back-up’ controller (which uses the horizontal stabilizer). The failure is set to occur during
the descent (pitch down) manoeuvre at 260sec for both failure scenarios. To simulate a floating
actuator type of failure, the elevator signal is replaced with the angle of attack signal. Figure
4.9(a) shows that FPA tracking performance is slightly degraded and the response is slower.
Figure 4.9(d) shows that the failure is detected at 261.71sec when the adaptive gain reaches its
maximum set value. Some peaks can be seen in the horizontal stabilizer signal (Figure 4.9(c))
after activation due to the sudden change of control signal, but this stabilizes after a few sec-
onds. Once the controller is switched to the horizontal stabilizer, that surface is used for the
remainder of the simulation. Overall performance is satisfactorily maintained after detection
of the failure and the change to the ‘back-up’ controller. To simulate lock failures, the elevator
position is held at its value at 260sec. Fig 4.10(a) shows that the FPA tracking is slightly de-
graded. Failure is detected at 262.62sec (Figure 4.10(d)) and the stabilizer is activated (Figure
4.10(c)). Overall tracking performance is maintained.

4.4 Conclusions

This chapter has presented a novel SMC scheme for fault tolerant control of a civil aircraft.
As in the work of [80], only longitudinal control with a fault and/or failure occurring in the
elevator channel has been considered. The controller is based around a state-feedback sliding
mode scheme and the gain associated with the nonlinear term is allowed to adaptively increase
when the onset of a fault is detected. Compared to other FTC schemes which have been
implemented on this model, the controller proposed here is simple and yet is shown to work
across the entire ‘up and away’ flight envelope. It is not scheduled across any variables and its
structure remains fixed (except for the adaptive gain associated with the nonlinear switching
term). Unexpected deviation of the switching variable from its nominal condition initiates the
adaptation mechanism. Total failure can also be detected from the switching function, and has
in this example been used to trigger the use of a ‘back-up’ control surface. A range of realistic
fault scenarios have been considered and the results of simulations using the full nonlinear
aircraft model have been presented. The next chapter considers a similar flight regime but with
sensor faults rather than actuator faults.



Chapter 5

Sliding Mode Fault Reconstruction and
Sensor Fault Tolerant Control

In the previous chapter, the ability of a sliding mode controller to deal with actuator faults
has been discussed. This chapter will explore and highlight the benefits of using sliding mode
schemes for FDI: specifically for fault reconstruction. In general, the information obtained from
a sliding mode fault reconstruction scheme can be used for detecting and isolating faults, con-
troller reconfiguration (through estimation of the actuator effectiveness) or sensor fault tolerant
control (by using the sensor fault estimation to correct a corrupted measurement). This chapter
will demonstrate the capability of sliding mode observers for robust sensor fault estimation on
the same high fidelity nonlinear model of the B747 aircraft which was used in the last chapter.
In this chapter, the sensor fault estimation signals will be used to achieve sensor fault toler-
ant control as the corrupted sensor measurement signal can be corrected before being used by
the controller. This removes the requirement for controller reconfiguration and removes the
requirement for additional redundant sensors in the system.

5.1 Introduction

In the last chapter, a sliding mode controller has been shown to naturally handle actuator
faults without requiring reconfiguration. The benefit of sliding modes does not stop there.
Sliding mode observers have their own unique characteristics which are beneficial for FDI and
for handling sensor faults.

In terms of sensor faults, SMC has the same drawback as most classical controllers: it can-
not handle sensor faults directly. A very good controller design will become a very bad one
when sensor faults occur, because the controller will ‘faithfully’ track the ‘wrong’ corrupted
measurements from the faulty sensors.

Total sensor failures will not be considered in this thesis, as in aircraft systems as well as in
many safety critical systems, key sensors possess double or even triple redundant units [36,37].
In the case of a total sensor failure, a voting system can be used to eliminate the failed sensor
and therefore only the healthy sensors will be used for feedback control. The main concern in
this thesis is therefore sensor faults with the assumption that other redundant sensors are not
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used or are not available. Some types of sensor faults do not affect the stability of the aircraft,
but some faults degrade the performance and affect stability.
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Figure 5.1: SMC sensor fault tolerant control schemes

5.2 Sliding Mode observers for FDI

Sliding mode observers are one of the nonlinear FDI approaches available in the literature. The
idea is to design the observer gains so that the sliding surface is reached and maintained so that
the error between the plant and the observer states is zero.

The first sliding mode observer designs used typical residual based FDI ideas [97, 229]. The
idea was to ensure the sliding motion was broken when faults/failures occurred in the system
and a residual was generated containing information about the fault. The more recent work by
Edwards et al [68], Tan & Edwards [202], Jiang et al [111] and Kim et al [125] represent some
of the approaches which have the capability to reconstruct/identify faults. Not only do these
design approaches have the ability to detect and isolate the source of the fault/failure they also
provide further information about the fault/failure which can be used especially for controller
reconfiguration. In terms of FTC, the availability of a fault reconstruction signal means that
sensor faults can be corrected before the measurement signals are used by the controller (see
Figure 5.1), and the severity of an actuator fault (actuator effectiveness) can be estimated,
which is beneficial for controller reconfiguration [227,237,242].

A generic FDI development in terms of the reconstruction of faults using sliding mode observers
is given in Edwards et al [68]. The novelty of the work in Edwards et al [68], is the use
of the concept of the ‘equivalent output error injection signal’ to reconstruct faults. Tan &
Edwards [202] extended this work for robust reconstruction of sensor and actuator faults by
minimizing the effect of modeling uncertainty on the reconstruction in an L2 sense [123].

One of the benefits of using the method proposed in [68, 201, 202] compared to other SMC
observer based FDI methods is that the sliding motion is not broken even in the event of
faults/failures. This allows the possibility of using the sliding mode observer not only for FDI
but also as a state estimator. However, for FDI purposes, emphasis is placed on the fault
estimation and not the state estimation.

In this chapter, actuator FDI is not of primary concern, as the sliding mode technique discussed
in Chapter 4 has inherent robustness capabilities to actuator faults. Sensor FTC will take the
form of using sensor fault estimates to correct the corrupt signals, therefore avoiding direct
reconfiguration of the controller.
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This chapter will include an introduction to a typical sliding mode observer and will show
how sliding mode observers can be used for fault reconstruction as suggested in [68]. In order
to show the true capabilities and the potential of sliding mode observers for FDI and fault
reconstruction, this chapter will implement the work of Tan & Edwards [202] for robust sensor
fault reconstruction with the emphasis on detecting, isolating and reconstructing sensor faults
in a large civil aircraft using FTLAB747. The novelty lies in the application of the sensor fault
reconstruction signal to correct the corrupted measured signals before they are used by the
controller which therefore does not need to be reconfigured to adapt to sensor faults.

5.3 A typical sliding mode observer

The following section will briefly introduce one class of sliding mode observer. The one presented
here evolved from the Utkin observer [210] and Walcott–Żak observer [216, 217], and is known
as the Edwards-Spurgeon observer [67].

Consider the following linear system with uncertainty

ẋ(t) = Ax(t) + Bu(t) + Dξ(t, x, u) (5.1)

y(t) = Cx(t) (5.2)

where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rn×q and p ≥ q. The function ξ : R+×Rn×Rm →
Rq is unknown but bounded so that

‖ξ(t, x, u)‖ ≤ r1‖u‖+ α(t, y) (5.3)

where r1 is a known scalar and α : R+ × Rp → R+ is a known function.

Edwards & Spurgeon [67] proposed that for design purposes the system is transformed into an
observer canonical form by using a transformation matrix To, so that x 7→ Tox such that the
system can be represented by

[
ẋ1

ẏ

]
=

[
A11 A12

A21 A22

][
x1

y

]
+

[
B1

B2

]
u +

[
0
D2

]
ξ (5.4)

where x1 ∈ Rn−p, y ∈ Rp, and A11 has stable eigenvalues. In this new coordinate system, the
new output distribution matrix is

CT−1
o =

[
0 Ip

]
(5.5)

An observer associated with this system has the form

˙̂x = Ax̂ + Bu− Gley + Gnν (5.6)
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where
[

˙̂x1

˙̂y

]
=

[
A11 A12

A21 A22

]

︸ ︷︷ ︸
A

[
x̂1

ŷ

]
+

[
B1

B2

]

︸ ︷︷ ︸
B

u−
[

A12

A22 −As
22

]

︸ ︷︷ ︸
Gl

ey +

[
0
Ip

]

︸ ︷︷ ︸
Gn

ν (5.7)

and As
22 is stable design matrix. The quantity ey = ŷ − y is the output estimation error and ν

is defined as

ν =

{
−ρ(t, y)‖D2‖ P2ey

‖P2ey‖ if ey 6= 0

0 otherwise
(5.8)

The matrix P2 is a s.p.d. matrix and satisfies the following Lyapunov equation

As
22

TP2 + P2As
22 = −I (5.9)

The scalar ρ in (5.8) depends on the magnitude of the uncertainty and is any function which
satisfies

ρ(t, y) ≥ r1‖u‖+ α(t, y) + γo (5.10)

where γo is a positive scalar. The sliding surface is the hyperplane represented by

So = {e ∈ Rn : Ce = 0} (5.11)

where e = x̂−x. The state estimation error system associated with ey and e1 = x̂1−x1 becomes

[
ė1

ėy

]
=

[
A11 0
A21 As

22

][
e1

ey

]
+

[
0
Ip

]
ν −

[
0
D2

]
ξ (5.12)

Necessary and sufficient conditions for the existence of the canonical form (5.4) are given by
Proposition 6.2 in [67] and are:

• rank(CD)=q

• any invariant zeros of (A,D,C) must lie in C−

In the original coordinates, the observer from Equation (5.6) and (5.7) can be written as

˙̂x(t) = Ax̂(t) + Bu(t)−Gley(t) + Gnν (5.13)

and the observer gains and parameters are given by

Gl = T−1
o

[
A12

A22 −As
22

]
(5.14)

Gn = ‖D2‖T−1
o

[
0
Ip

]
(5.15)

ν =

{
−ρ

P2ey

‖P2ey‖ if ey 6= 0

0 otherwise
(5.16)
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where To is the transformation matrix used to obtain the observer canonical form in (5.4). It
can be shown that

σ((I −Gn(CGn)−1C)A) = σ(A11) ∪ {0}p

and that the invariant zeros of (A,D,C) are a subset of σ(A11). For an appropriate choice of
ρ, a sliding motion is obtained on So in finite time [67].

5.4 The Edwards-Spurgeon observer for fault reconstruction

This section will describe one of the interesting properties of sliding mode observers which will
be used for fault reconstruction/estimator based on the concept of the equivalent ‘output error
injection signals’ which was proposed in [67,68] and has become the basis for sensor FTC used
in this chapter.

Consider a nominal linear system subject to faults described by

ẋ(t) = Ax(t) + Bu(t) + Dfi(t) (5.17)

y(t) = Cx(t) + fo(t) (5.18)

It is assumed the matrices A, B,C, D are known. The signals fi and fo represent actuator
and sensor faults respectively but it is assumed only y(t) and u(t) are measurable. Assume
that an observer with the structure given in (5.13) has been designed. It is argued in [67, 68]
that, provided a sliding motion can be attained, estimates of fi and fo can be computed from
approximating the equivalent control.

5.4.1 Reconstruction of input faults

Consider the case when fo = 0. During the sliding motion ėy = ey = 0. Therefore, the bottom
partition of Equation (5.12) can be written as

0 = A21e1 −D2fi + νeq (5.19)

where νeq is the equivalent output error injection signal necessary to maintain sliding. Since
A11 is stable by construction and ė1 = A11e1, e1 → 0, therefore

νeq → D2fi (5.20)

As discussed in Chapter 3, the signal νeq is a typically a discontinuous signal, and therefore
an approximation must be used to recover the equivalent injection. In [67, 68], a continuous
approximation

νδ = −ρ‖D2‖ P2ey

‖P2ey‖+ δ
(5.21)

was proposed, where δ is a small positive scalar. Since rank(D2) = q it follows from (5.20) that

fi ≈ −ρ‖D2‖(DT
2 D2)−1DT

2

P2ey

‖P2ey‖+ δ
(5.22)
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The right–hand side of the above ‘equation’ depends only on ey and therefore can be computed
online and so an approximation for fi can be obtained in real time.

5.4.2 Reconstruction of output faults

Now consider the case when fi = 0 but fo 6= 0. Since the output of the plant is represented by
Equation (5.18), it follows that

ey = Ce− fo (5.23)

After some manipulation using (5.23), the new state estimation error system in the observer
canonical form in (5.4) is given by

[
ė1

ėy

]
=

[
A11 0
A21 As

22

][
e1

ey

]
+

[
0
Ip

]
ν +

[
A12

A22

]
fo −

[
0
I

]
ḟo (5.24)

Note that fo and ḟo appear as disturbances. Therefore, in order for sliding to be maintained,
the nonlinear gain ρ in (5.16) must be sufficiently large in order to overcome the disturbance
effect generated by fo and ḟo. During sliding ėy = ey = 0, and therefore the bottom partition
of Equation (5.24) becomes

0 = A21e1 − ḟo +A22fo + νeq (5.25)

when the dynamics of the sliding motion is fast, from the top partition of (5.24)

e1 ≈ −A−1
11 A12fo (5.26)

When the output fault is slow varying, so that ḟo ≈ 0, then substituting the above into (5.25)
and rearranging, yields

νeq ≈ −(A22 −A21A−1
11 A12

)
fo (5.27)

As in the actuator fault reconstruction case, the signal νeq can be calculated online using the
approximation νeq given in (5.21). If

(A22 −A21A−1
11 A12

)
is nonsingular, then

fo ≈ −(A22 −A21A−1
11 A12

)−1
νδ (5.28)

Note that even if
(A22−A21A−1

11 A12

)
is singular, Edwards et al. suggest in [67,68] that it may

still be possible to reconstruct some of the sensor faults depending on the structure of the rank
deficiency. Details and examples can be found in [67,68].

Remark: The above method as proposed in [67,68], has not included any modeling uncertainty
in the analysis. Here, the idea has been to provide a simple analysis on how sliding mode
observers can be used for fault reconstruction (see Figure 5.2). The above method was later
improved for robust application in the presence by Tan & Edwards [201, 202] using an LMI
formulation. This approach will be used later in this chapter as a sensor fault estimator.
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Figure 5.2: SMC observer with fault estimation

5.5 Sensor fault tolerant controller closed–loop analysis

In the following sections, the idea of using fault reconstruction signals as a mean of achieving
fault tolerant (as Figure 5.1) when sensor faults occur, will be presented. The model and the
controller from Chapter 4 will be used. In the following subsection, the fault reconstruction
will be based on the robust method proposed in [202] which is an upgraded version from the
one discussed in Section 5.4.

In the previous chapter, a controller was developed which copes with actuator faults and failures.
The scheme assumes that accurate fault–free measurements of the states are available. Here
the possibility of faulty state measurements will be considered. The idea is to use sliding mode
observers to reconstruct the fault signals and to use these signals to correct the measured values
before they are used in the control law.

5.5.1 Preliminaries

Consider an uncertain dynamical system affected by sensor faults described by

ẋp(t) = Apxp(t) + Bpu(t) + Mpξ(t, xp) (5.29)

y(t) = xp(t) + Npfo(t) (5.30)

where Ap ∈ Rn×n, Bp ∈ Rn×m, Np ∈ Rn×r and Mp ∈ Rn×q with n > r. In (5.30), it is assumed
that all states are available for measurement. Assume that the matrix Np is full column rank
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and the function fo : R+ → Rr is unknown but bounded so that

‖fo(t)‖ ≤ â(t) (5.31)

where â : R+ → R+ is a known function. The signal fo(t) represents (additive) sensor faults
and Np represents a distribution matrix, which indicates which of the sensors providing mea-
surements are prone to possible faults. Notice in this special case, all the states are assumed to
be measured by sensors - which is normal for modern civil aircraft.

Remark: The assumption that only certain sensors are fault prone is a limitation. However in
practical situations, some sensors may be more vulnerable to damage or may be more sensitive
or delicate in construction than others, and so such a situation is not unrealistic. Also certain
key sensors may have back-ups (hardware redundancy) and so essentially a fault–free signal can
be assumed from a certain subset of the sensors.

The objective is to design a sliding mode observer in order to reconstruct the faults fo(t). As
argued in [202] an effective way to do this is to first introduce a filter. Consider a new state
xf ∈ Rn that is a filtered version of y from (5.30), satisfying

ẋf (t) = −Afxf (t) + Af (xp(t) + Npfo(t)) (5.32)

where −Af ∈ Rn×n is a stable matrix. Equations (5.29) and (5.32) can be combined to give a
system of order 2n with states xa = col(xp, xf ) in the form

ẋa(t) = Aaxa(t) + Bau(t) + Fafo(t) + Maξ(t, xp) (5.33)

xf (t) = Caxa(t) (5.34)

for appropriate Aa ∈ R(2n)×(2n), Ba ∈ R(2n)×m, Ca ∈ Rn×(2n), Fa ∈ R(2n)×r and Ma ∈ R(2n)×q.
For the uncertain system in (5.33) - (5.34) a sliding mode observer of the form

˙̂xa(t) = Aax̂a(t) + Bau(t)−Gley(t) + Gnν (5.35)

will be considered. In (5.35) the discontinuous output error injection term

ν = −ρo(t, y, u) Poey

‖Poey‖ if ey 6= 0 (5.36)

where ey(t) := Cax̂a(t) − xf (t) is the output estimation error and Po is a symmetric positive
definite matrix. The matrix Gl is a traditional observer gain used to make (Aa −GlCa) stable
and Gn must be chosen to ensure the nonzero eigenvalues of the matrix (I−Gn(CaGn)−1Ca)Aa

(i.e. the poles of the associated reduced order sliding motion) are stable. The scalar function
ρo(·) must be an upper bound on the uncertainty and the faults; for details see [202]. Tan
& Edwards [202] have shown a sliding mode observer of the form (5.35)-(5.36), completely
insensitive to the fault fo(t), exists if and only if

A1) rank(CaFa) = r

A2) no invariant zeros of (Aa, Fa, Ca) are in C+

It can be shown that provided the plant is open-loop stable these conditions can always be
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met.1 For an appropriate choice of ρo(t, y, u) in (5.36), which must bound the uncertainty and
the supremum of â(t) from (5.31), it can be shown that an ideal sliding motion takes place on
So = {e : Cae = 0} in finite time, where e is the state estimation error (x̂a − xa) . For details
see [202]. During the ideal sliding motion, ey = ėy = 0 and the discontinuous signal ν must
take on average a value to compensate for ξ and fo to maintain sliding. The average quantity,
denoted by νeq, is referred to as the equivalent output error injection term. The signal νeq can
be approximated to any degree of accuracy, and is computable online as

νδ = −ρo(t, y, u) Poey

‖Poey‖+δo
(5.37)

where δo is a small positive scalar. Consider as a fault reconstruction signal

f̂o := Wνδ (5.38)

where W ∈ Rr×n. In fact only r × (n − r) elements in W are freely assignable since W

must be chosen to ensure that WCaFa = Ir. For details, see [202]. Then by straightforward
manipulation it can be shown that the fault reconstruction signal from (5.38) satisfies

f̂o(t) = fo(t) + Ĝ(s)ξ(t, xp) (5.39)

where Ĝ(s) is a transfer function matrix which depends on the plant matrices Aa, Ma, the
observer matrix Gn and the weighting matrix W . Tan & Edwards [202] propose minimizing the
effect of ξ on the reconstruction f̂o by minimizing the L2 gain between ξ and f̂o. Because the
relationship between the two signals is the transfer function matrix Ĝ(s), this is equivalent to
minimizing theH∞ norm of Ĝ(s) [243]. With an appropriate change of variables, the problem of
minimizing γ̂ := ‖Ĝ(s)‖∞ whilst satisfying the requirements of a feasible sliding mode observer
design, can be cast as a well defined convex optimization problem and efficiently solved using
Linear Matrix Inequality (LMI) methods [35]. In this chapter

Gl := γ̂0P
−1CT

a (D1D
T
1 )−1 (5.40)

where γ̂0 is a positive design scalar (an upper bound on γ̂) and D1 ∈ Rn×n is a design parameter
(which may be viewed as a covariance-like matrix associated with sensor noise). The s.p.d.
matrix P ∈ R(2n)×(2n) is a Lyapunov matrix for the state estimation error system from which
Po in (5.36) and (5.37) is derived. Details of the formulae and the change of coordinates used
to obtain a convex optimization problem are given in [202].

A general configuration representing the proposed sensor fault tolerant control scheme which
will be used in this chapter is shown in Figure 5.3. In this particular figure, the specific output
of the FDI component is the sensor fault estimate f̂o.

1Open-loop stability is only a sufficient condition, more complicated necessary and sufficient conditions are
discussed in [201] where unstable open-loop systems are considered.
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Figure 5.3: Schematic of the sensor fault implementation

5.5.2 closed–loop analysis

In this chapter, the estimated sensor fault f̂o will be used to correct the measured output signal
so that y − Npf̂o will be the output of a ‘virtual sensor’ that will be used in the control law
calculations to generate u. Suppose the corrected output measurement is given by x̂p then

x̂p := y −Npf̂o = xp + Np(fo − f̂o) (5.41)

Also the integral action states from (4.6) in Chapter 4 are corrected so that

ẋd = yc − Ccx̂p = yc − Ccxp − CcNp(fo − f̂o) (5.42)

After the coordinate change x 7→ Trx = z, and assuming for stability analysis purposes that
yc ≡ 0, then

[
ż1

ż2

]
=

[
A11 A12

A21 A22

] [
z1

z2

]

︸ ︷︷ ︸
z

+

[
M1

M2

]

︸ ︷︷ ︸
TrM

ξ −
[

B1
d

B2
d

]

︸ ︷︷ ︸
TrBdCcNp

(fo − f̂o) (5.43)

where z2 ∈ Rm. By construction

fo − f̂o = −Ĝ(s)ξ(t, xp)

and suppose Ĝ(s) has a state-space realization (Â, B̂, Ĉ, D̂) with states ê ∈ R(n−p) which implies
fo − f̂o = −Ĉê− D̂ξ. During a sliding motion, since x̂ is used in place of x in the control law
(from Chapter 4), it follows ŝ(t) = Sx̂ = 0 and so

Sx̂ = 0 ⇔ STT
r Trx + SN̂p(fo− f̂o) = 0 ⇔ S2

[
K Im

]
z + SN̂p(fo− f̂o) = 0 (5.44)

where N̂T
p = [ 0m×m NT

p ] to account for the augmentation of the integral action states. From
(5.44), during a sliding motion,

z2(t) = −Kz1(t) + S−1
2 SN̂p

(
Ĉê(t) + D̂ξ(t, xp)

)
(5.45)
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Consequently, from (5.43), the reduced order sliding motion is governed by

ż1(t) = (A11 −A12K)z1(t) + (A12S
−1
2 SN̂p + B1

d)
(
Ĉê(t) + D̂ξ(t, xp)

)
+ M1ξ(t, xp) (5.46)

˙̂e(t) = Âê(t) + B̂ξ(t, xp) (5.47)

By assumption ‖ξ(t, xp)‖ ≤ C1‖zp(t)‖+ C2. Consequently since

(C1‖zp(t)‖+ C2)2 ≤ 2C2
1‖zp(t)‖2 + 2C2

2

it follows from (5.45) that

‖ξ(t, xp)‖2 ≤ 2C2
1(‖z1(t)‖2 + ‖z2(t)‖2) + 2C2

2

≤ 2C2
1

(
(1+‖K‖2)‖z1(t)‖2+‖S−1

2 SN̂pĈ‖2‖ê(t)‖2+‖S−1
2 SN̂p‖2‖D̂‖2‖ξ(t, xp)‖2

)
+2C2

2

Let α2 := max
{
1 + ‖K‖2, ‖S−1

2 SN̂pĈ‖2
}
and using the fact that

‖Ĝ(s)‖∞ < γ̂ ⇒ ‖D̂‖ < γ̂

means

‖ξ(t, xp)‖2 ≤ 2C2
1

(
α2(‖z1(t)‖2 + ‖ê(t)‖2) + ‖S−1

2 SN̂p‖2γ̂2‖ξ(t, xp)‖2

)
+ 2C2

2 (5.48)

Suppose 2C2
1γ̂

2‖S−1
2 SN̂p‖2 < 1, which will always be satisfied for a small enough γ̂, then

rearranging (5.48) yields

‖ξ(t, xp)‖2 ≤
(

2C2
1α

2

(1− 2C2
1γ̂

2‖S−1
2 SN̂p‖2)︸ ︷︷ ︸

Ĉ2
1

∥∥∥∥∥

[
z1(t)
ê(t)

]∥∥∥∥∥
2

+
2C2

2

(1− 2C2
1γ̂

2‖S−1
2 SN̂p‖2)︸ ︷︷ ︸

Ĉ2
2

)

≤
(
Ĉ1

∥∥∥∥∥

[
z1(t)
ê(t)

]∥∥∥∥∥ + Ĉ2

)2

(5.49)

Notice that Ĉ1 → 0 as C1 → 0, and so as the plant uncertainty decreases, the uncertainty in
(5.46)-(5.47) diminishes. If ξ(t, xp) ≡ 0 then (5.46)-(5.47) is stable since both A11 −A12K and
Â are stable by design. Consequently using Lyapunov arguments similar to those in §3.6 in [67],
there exists a value of C1 > 0 for which the system (5.46)-(5.47) retains stability.

5.6 A Robust sensor fault reconstruction scheme for the B747

This section describes the development of the fault reconstruction scheme for the full nonlinear
high fidelity model of the B747-100/200 aircraft. As in Section 4.2, a linearization of the B747
model about an operating condition of 300,000 Kg, 184 m/s true airspeed, and an altitude of
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4000m at half maximum thrust has been obtained. The triple (Ap, Bp, Cp) is given by

Ap =




−0.6803 0.0002 −1.0490 0
−0.1463 −0.0062 −4.6726 −9.7942

1.0050 −0.0006 −0.5717 0
1 0 0 0




(5.50)

Bp =




−1.5539 0.0154
0 1.3287

−0.0398 −0.0007
0 0




, Cp =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




(5.51)

A key aspect of the design is to establish the matrix Mp from (5.29) which captures the dis-
crepancy between the nonlinear and linear models. A much more accurate model is required
here for analytical redundancy purposes than for the controller design. Prior to obtaining the
matrix Mp, the second state (Vtas) has been scaled by 0.1 and therefore the plant system triple
(Ap, Bp, Cp) is transformed by the matrix given by Ts = diag(1, 0.1, 1, 1). This has been done
so that the magnitude of each of the states is comparable. Uniformly sampled data at 10Hz
was collected from the nonlinear (open-loop) simulation which was excited using a PRBS signal
(see Figure 5.4) with amplitude 1 deg in the elevator channel. An estimate of the derivatives
of each of the state space vector components was obtained numerically (off-line) and an error
vector ep := ẋ−Ax−Bu was then computed for each sample.
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Figure 5.4: PRBS signal

In terms of the uncertainty model from (5.29) {ep} = Mp{ξ}. Figure 5.5, shows the four
components of the signals ep. Principal component analysis on the signals ep using singular
value decomposition of the matrix eT

p ep has been employed to compute Mp. This is based on
the procedure proposed by Chen & Patton [50]. The singular values of the matrix eT

p ep ∈ R4×4

are given by { 3.2332, 1.9011, 0.3644, 0.0001}. The first two are significantly larger than the
last two and so Mp has been chosen as the eigenvectors associated with the first two singular
values giving

Mp =




−0.8562 0.4262
−0.3149 −0.8786
−0.4049 −0.2155

0.0000 −0.0000




(5.52)

Details of the justification of this appear in [50]. Note that the elements in the last row of
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Figure 5.5: Plots of ep = ẋ−Ax−Bu

Mp are small compared to the others. This is in accordance with the observation that pitch
(the last state) is the integral of pitch rate, and therefore no modeling uncertainty is present.
Once the matrix Mp from (5.33) has been obtained, the observer gains Gl and Gn and the
reconstruction weighting matrix W can be synthesized using the LMI optimization proposed
in [202]. The choice of the filter matrix Af impacts on the performance of the system. If the
absolute value of the eigenvalues of Af are small then the bandwidth of the filtering properties
is decreased. Consequently, during sliding, although the output of the observer may track the
filtered outputs of the plant perfectly, the outputs of the observer no longer necessarily track
the true output of the plant as accurately – consequently there is a reduction in performance in
terms of the state estimation properties. Conversely, large negative eigenvalues for Af improve
the state estimation performance. However the state estimation performance is not the key
criteria here. More importantly, the choice of Af affects the optimal value of γ̂ = ‖Ĝ(s)‖∞.
Often if the bandwidth of the filter associated with Af is lower than the natural frequency of any
oscillatory modes in the plant, then the optimal value of γ̂ which is obtained from the LMIs may
be reduced/improved, and consequently smaller eigenvalues for Af maybe preferable. Therefore
the selection of Af is a crucial part of the initial design iteration. Here Af from Equation (5.32)
has been chosen as

Af = 0.01× I4

Assume that the pitch rate q, true air speed Vtas and angle of attack α measurements are
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fault–free and therefore Np from Equation (5.30) is defined as

NT
p = [ 0 0 0 1 ]

Using the fault reconstruction method based on the observer described in §5.5.1 applied to
the augmented system, and choosing D1 = diag( 0.1 0.11 0.1 0.1 ) and γ̂o = 0.003, the
following observer gains have been obtained from the LMI scheme proposed in [202]

Gl =




0.3325 −4.5479 −1.3616 −0.6191
−8.0016 74.7746 −1.1413 −12.9629

1.8657 −0.0352 1.4094 1.7649
3.2872 −11.6213 2.6326 4.8176
0.0324 −0.1128 0.0248 0.0461

−0.1365 1.6228 −0.0029 −0.2522
0.0248 −0.0024 0.1640 0.1631
0.0461 −0.2084 0.1631 0.3181




Gn =




8.0739 −2.2555 −9.5628 −0.0000
−81.3037 40.4364 6.0311 0.0000

85.9276 5.9437 −4.2736 0.0000
99.8244 −0.2224 0.9782 0.0000
1.0000 0 −0.0000 0.0000
0.0000 1.0000 0.0000 0.0000

0 0 1.0000 0
−0.0000 0.0000 −0.0000 1.0000




where

Po =




15.7240 1.0217 −1.8273 −0.5313
1.0217 0.2582 −0.4207 0.2724

−1.8273 −0.4207 4.4240 −2.3378
−0.5313 0.2724 −2.3379 2.4352




and the injection scaling matrix from (5.38) is

W =
[

0.8295 1.0211 −2.5213 100.0000
]

It can be shown that with this choice of gains

‖Ĝ(s)‖∞ = 5.8668× 10−4

The choice of the design matrix D1 has been used to fine tune the observer gain Gl, while
γ̂o is chosen to be small to ensure that the H∞ norm of Ĝ(s) from Equation (5.39) is small
(which means that the fault reconstruction will be less affected by the uncertainty). When
trying to ensure that the H∞ norm of Ĝ(s) is small (using a small γ̂o), the observer gain Gl

might become large and unrealistic for implementation. Therefore in terms of design there
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is a tradeoff between obtaining a small γ̂ and a realistic observer gain Gl. The simulation
parameters from Equation (5.37) were chosen as ρo = 50 and δo = 0.005. A large ρo is required
to ensure that sliding still occurs in the presence of uncertainty and faults; and a small δo is
necessary to closely approximate the discontinuous switching injection. The νeq signal used for
the reconstruction is filtered using a first order low pass filter with time constant 0.1 before
being scaled by the weighting matrix W . This filtering operation is quite in keeping with the
notion of the equivalent injection being the low frequency component of ν [210]. In the same
way, other observers can be designed to specifically reconstruct faults on the angle of attack
and pitch rate measurement signals.

5.7 Sensor Fault Tolerant Control Simulation Results

The effect of feeding faulty sensor signals into the controller has been investigated. For compar-
ison purposes, the performance of the scheme in Figure 5.3 has been measured using the root
mean square (RMS) of the FPA tracking error. As in Section 4.3.5 in Chapter 4, the same flight
conditions and controller have been used. The following subsections will discuss the different
scenarios for testing the observer based schemes which have been designed. First a nominal
no-fault condition is considered. Then the scenario in which a fault occurs and fault recon-
struction is not used is discussed, to see the effect of the corrupted signals on the performance
of the controller from Section 4.3. Finally the FTC scheme from Figure 5.3 is employed in the
presence of faults, using a sliding mode fault reconstruction scheme. Note that the simulations
are done on the full 77 state nonlinear high fidelity model of the B747-100/200.

5.7.1 Fault–free simulation

The fault–free performance of the controller is given in Figure 5.6. The reference command
requests a change in flight path angle of 3 deg for 20 sec followed by a 20 m/s change in
speed over a period of 45 sec (in 2 steps). The command sequence for the FPA demand is
then reversed after 250 sec so that the aircraft is returned to (approximately) the initial flight
conditions. (The results presented in the following figures do not include the trim values for
ease of interpretation). Since the design of the FDI assume that the measurement for Vtas is
free from faults, only the FPA tracking error is shown, and the RMS value is used as a measure
of the controller performance. Figure 5.7(a) shows the FPA tracking error when no fault is
present. The root mean square (RMS) of the error signal is 0.0150.

5.7.2 Fault simulations: FDI switched off

Figure 5.7(b) shows the FPA tracking error when the corrupted pitch signal (from a faulty
sensor) is directly used by the controller. The fault signal was set as a sensor drift represented
by a positive ramp signal starting from zero at the beginning of the simulation, with a peak
of 5.73deg at 250 seconds and then a negative ramp back to zero at 500 seconds (as in Figure
5.9(a)). When the corrupted pitch signal is used directly by the controller, Figure 5.7(b) shows
a significant degradation in the performance of the FPA tracking error. A RMS value of 0.1969
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Figure 5.6: Fault–free controller responses
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(b) fault on the θ sensor

Figure 5.7: Fault simulation: FPA tracking error: fault–free & with fault (FDI switched off)

is observed compared to 0.0150 in the fault–free case (Figure 5.7(a)). In the subsequent tests,
the FDI scheme will be switched on and the performance of the FTC from Figure 5.3 will be
evaluated when the fault reconstruction signal is used to correct the corrupted sensor signal
before being used by the controller. As before, the same set of flight conditions and tests, using
the same controller and command references, will be performed under the scenario that there
is a fault on the θ measurement.
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5.7.3 Fault simulation: FDI switched on

Figure 5.8 shows the corrupted plant output with an error on the pitch (θ) measurement. Figure
5.8 also shows that the observer states track the filtered plant outputs closely (they overlap on
top of each other). The filtering effect is clearly visible in Figure 5.8 where the filtered plant
and observer output are different from the (actual) plant output. Here, the objective of the
observer is to provide a good estimate of the faults; however, the plant state estimates are
compromised by the low pass filter. Figure 5.9(a) shows the reconstructed θ sensor fault. The
corrupted measured pitch signal (Figure 5.8) is corrected by the fault estimation signal in Figure
5.9(a) before being used by the controller. The closed–loop performance of the aircraft is given
in Figure 5.9(b). The RMS of 0.0154 in Figure 5.9(b) is better than the one in Figure 5.7(b)
(0.1969), which shows that the sensor fault reconstruction has enabled the controller to maintain
the required performance in the presence of a sensor fault.
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Figure 5.8: FDI on: fault simulation: corrupted plant outputs
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Figure 5.9: Fault simulation responses: FDI switched on (without trim values)

5.7.4 Fault simulations with sensor noise

Figure 5.10 shows the simulation results under similar conditions to the previous tests but with
the addition of (bounded) sensor noise. The noise has been implemented using a scaling of the
band limited white noise block in Simulink2 with a noise power of 0.01 and sampling time of
0.1. Figure 5.10 shows satisfactory sensor fault reconstruction in the presence of noise.
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Figure 5.10: sensor fault reconstruction with noise

5.7.5 Threshold selection

The reconstruction schemes above have been implemented on the full nonlinear model of the
B747-100/200 using FTLAB747 V6.5. The observers have been run under the assumption that
the measurement of true air speed Vtas is fault–free. In the event of a pitch sensor fault, a
reconstruction from the FDI provides the fault estimation. Note that in a nominal fault-free
scenario, the FDI will not be switched on to correct the signals used in the controller because
they would degrade the performance since the reconstructions are not perfect. The simplest ap-
proach would be to use the correction signals only if the fault estimate exceeds a predetermined

2rMathworks trademark
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threshold value indicating the presence of a fault. An initial estimate of the required thresholds
can be obtained using the reconstruction scheme in a fault–free situation. Figure 5.11 shows
the fault reconstruction signals when no fault is present. The selected threshold values need to
be larger than the ‘normal’ variations in the fault estimation signals, to avoid false alarms, but
not too large to miss faults. In the above simulations, the threshold values can be chosen as
±0.3 deg for the pitch angle sensor.
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Figure 5.11: fault–free simulation: fault reconstruction signal - threshold selection

5.8 Conclusions

This chapter has introduced the concept of a sliding mode observer and highlighted the capa-
bilities and benefits of sliding mode observers as a means of fault reconstruction and sensor
fault tolerant control. Most of the existing results in the literature for the B747-100/200 civil
aircraft benchmark (using FTLAB747) have focused on ‘actuator’ faults or parametric faults,
this chapter has presented a sensor fault reconstruction and sensor fault tolerant control scheme.
The scheme is based on the reconstruction of sensor faults using a sliding mode observer. The
fault reconstructions are then used to correct the measured outputs before being used in the
controller calculations and therefore the controller does not need to be reconfigured. Another
contribution of this chapter is a theoretical analysis of the closed–loop system using a Lyapunov
technique. The scheme is also shown to work in the presence of sensor noise.



Chapter 6

Fault Tolerant Control Using Sliding
Modes with On–line Control Allocation

In Chapter 4, SMC has been shown to handle actuator faults without requiring any FDI.
However, sliding mode methods are still hampered by one drawback; the inability to directly
handle actuator failures1. In Chapter 4, a simple example showed that when an elevator fails,
the horizontal stabilizer can be used to generate the same pitch manoeuvre. In Chapter 4, the
control signal to the elevator was simply rerouted to the stabilizer as the relationship between
the stabilizer and the elevator is roughly known. The idea of using a single controller which
can redistribute the control signals to ‘redundant’ actuators is appealing. It avoids the need of
having many controllers or a bank of controllers for each type of fault or failure as required by
other strategies in the FTC literature. It also removes the requirement of switching between
controllers when faults/failures occur and the associated bumpless transfer issues.

This chapter will further explore the idea from Chapter 4 of rerouting control signals using
a strategy called control allocation (CA). The combination of CA with SMC seems to have
enormous benefit. The CA provides SMC with access to redundant actuators enabling SMC to
handle actuator failures directly; thus opening new and exciting ways of achieving FTC. The
combination of sliding modes and CA is not totally new – examples can be found in papers
such as [185,219] – however, none of these papers discussed in detail the analysis and conditions
for stability of SMC when combined with CA. This will be explored further in this chapter.
Furthermore, in this chapter, a novel control allocation strategy is applied where the control
signal distribution is based on the actuator effectiveness.

6.1 Introduction

In most safety critical systems e.g. passenger aircraft [37] and modern fighter aircraft [75], there
is actuator redundancy. This gives freedom to design FTC systems to maintain stability and
acceptable performance during faults and failures. CA is one approach to manage the actuator
redundancy for different control strategies handling actuator faults (see for example [40, 58]).

1This drawback is also inherent in almost all traditional feedback control paradigms such as LQR, H∞ and
µ–synthesis
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There is extensive literature on CA which discusses different algorithms, approaches and ap-
plications: [70] discusses two (broadly) linked approaches (linear and quadratic programming)
based on finding the ‘best solution’ to a system of linear equations. The work in [95] compares
control allocation with optimal control design for distributing the control effort among redun-
dant actuators. In [41] the authors demonstrate that feedback control systems with redundant
actuators can be reduced to a feedback control system without redundancy using a special case
of CA known as ‘daisy chaining’. In this approach, a subset of the actuators, regarded as the
primary actuators are used first, then secondary actuators are used if the primary actuators
reach saturation. Other CA approaches which take into account actuator limits are discussed
in [31,34].

The work in [40, 58] uses CA as a means for FTC. The benefits of CA is that the controller
structure does not have to be reconfigured in the case of faults and it can deal directly with
total actuator failures without requiring reconfiguration/accommodation of the controller: the
CA scheme automatically redistributes the control signal. This is the facet of CA that will be
explored in this chapter. The work in [185,219] provides practical examples of the combination
of SMC and CA for FTC. The work by Shin et al. [181] uses control allocation ideas, but
formulates the problem from an adaptive controller point of view. However neither of these
papers provide a detailed stability analysis and discuss sliding mode controller design issues
when using control allocation. Recent work by Corradini et al. [55] shows that total failures
can be dealt with by SMC schemes provided that there is enough redundancy in the system.
However [55] considers exact duplication of actuators to achieve redundancy, whereas in many
over actuated systems, the redundant actuators do not have identical dynamics to the ‘primary’
actuators.

In this chapter, a combination of SMC and CA will be explored to achieve FTC. A rigorous
design procedure is developed from a theoretical perspective. The proposed scheme has been
tested in simulation on an aircraft model which has been used in the literature to demonstrate
a CA scheme [95]. The control strategy uses the effectiveness level of the actuators and redis-
tributes the control to the remaining actuators when faults/failures occur. This is the novelty
of this chapter compared to the work in [55, 185, 219]. This chapter is structured as follows:
Section 6.2 describes the problem formulation and develops the main results of the chapter
including the stability analysis of the proposed sliding mode control allocation scheme and the
design of the control laws; Section 6.5 gives a brief description of the ADMIRE aircraft model
and the fault and failure scenarios used as examples to illustrate the proposed method; finally
Section 6.6 draws some conclusions.

6.2 Controller Design

Consider the nth order linear time invariant system with m inputs given by

ẋ(t) = Ax(t) + Bu(t) (6.1)
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where A ∈ Rn×n and B ∈ Rn×m with 1 ≤ m < n. In most of the CA literature, it is assumed
that B can be factorized as

B = BνN (6.2)

where Bν ∈ Rn×l, N ∈ Rl×m and both have rank l < m [95]. Then the ‘virtual control
input’ [95] is defined as

ν(t) := Nu(t) (6.3)

where ν(t) ∈ Rl can be interpreted as the total control effort produced by the actuators [95].
Typically the control law ν(t) is designed based on the pair (A,Bν) which is assumed to be
controllable. Direct manipulation of Equation (6.3) gives

u(t) = N †ν(t) (6.4)

where N † ∈ Rm×l is a right pseudo-inverse of matrix N , so that NN † = Il. Note that the choice
of N † is not unique. One choice for N † is obtained from the following minimization problem:

min
u

uTW−1u subject to Nu = ν (6.5)

where W ∈ Rm×m is a symmetric positive definite (s.p.d) diagonal weighting matrix [95, 164].
This minimizes at each time instant the ‘weighted sum of squares’ cost, associated with the
control vector u. The optimal solution to (6.5) is u = N †ν where

N † := WNT(NWNT)−1 (6.6)

Often in the literature, W from (6.5) and (6.6) is set to the identity [181,185,219], which gives
the classical Moore-Penrose pseudo-inverse [99]. Another approach is to choose the weighting
W to be a diagonal matrix formed from the control surface limits squared [40,58]. In this way,
W scales each control surface based upon deflection limits to equally distribute the control
effort [40] (assuming symmetric position limits and no rate limits).

6.2.1 Problem Formulation

This chapter considers a situation where a fault develops in system (6.1) associated with the
actuators. It will be assumed that in the event of actuator faults or failures, Equation (6.1) can
be rewritten as

ẋ(t) = Ax(t) + Bu(t)−BK(t)u(t) (6.7)

with K(t) = diag(k1(t), . . . , km(t)) where the ki(t) are scalars satisfying 0 ≤ ki(t) ≤ 1. These
scalars, model a decrease in effectiveness of a particular actuator. If ki(t) = 0, the ith actuator
is working perfectly whereas if ki(t) > 0, a fault is present, and if ki(t) = 1 the actuator has
failed completely.

In this chapter, a novel choice of weighting matrix W will be considered. If information about
the actuator faults is available from a fault detection and isolation (FDI) scheme so that the
actuator effectiveness values ki are known, the control signal from the ‘virtual control’ ν(t) can
be redistributed to the remaining working actuators using W in (6.6). Here, the weight W has
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been chosen as
W = I −K (6.8)

As a direct consequence, W = diag{w1, . . . , wm} and the diagonal elements wi = 1 − ki. As
ki → 1, wi → 0 and so the associated control component ui in (6.5) is weighted heavily
since 1

wi
becomes large. Note in a fault–free situation W = I (a common choice in the CA

literature [181,185,219]).
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Figure 6.1: Control allocation strategy

Figure 6.1 illustrates the FTC control allocation strategy. The control allocation will depend
on the effectiveness of the actuators. The information necessary to compute W on–line can
be supplied by a fault reconstruction scheme as described in [202] for example, or by using a
measurement of the actual actuator deflection compared to the demand which is available in
many systems e.g. passenger aircraft [37]. Alternatively other fault reconstruction schemes
based on Kalman filters [242] can be used. From (6.8) if an actuator fault occurs, the weighting
W will be changed on-line and the control input u(t) is reallocated to minimize the use of
the faulty control surface. In the event of total failure of the ith control surface, ki → 1 and
therefore the ith component of W−1 becomes large. Hence, ui(t) is totally re-routed to the
other actuators (provided there is enough redundancy in the system).

In many systems with actuator redundancy, the assumption in Section 6.2 that rank(B) = l is
not valid and hence the perfect factorization in (6.2) cannot hold2. However the system states
can always be reordered, and the matrix B from (6.2) can be partitioned as:

B =

[
B1

B2

]
(6.9)

where B1 ∈ R(n−l)×m and B2 ∈ Rl×m has rank l. The separating of the control law from
the control allocation task comes naturally with design methods like feedback linearization
and backstepping, which employ intermediate ‘virtual control’ signals [26,94]. In most aircraft
and submersible systems the control objectives can be achieved by commanding some desired
moment to be generated by the control surfaces [26, 94]: in aircraft systems for example, the
channels associated with B2 are the equations of angular acceleration in roll, pitch and yaw [95].
Here it is assumed that the matrix B2 will represent the dominant contribution of the control
action on the system. This will be discussed formally later in the chapter. In [181], it is
assumed that B1 = 0. This represents the extreme situation where the total effect of the
control is through B2 only. Here B1 6= 0 will be considered explicitly in the controller design

2See for example (6.70), where rank(B) = 4 and l, which relates to the choice of B2 in (6.9), is l = rank(B2) =
3. Similarly in (7.2) and (7.4), rank(B) = 3 whilst l = rank(B2) = 2.
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and in the stability analysis. It will be assumed without loss of generality that the states of
the system in (6.1) have been transformed so that B2B

T
2 = Il and therefore ‖B2‖ = 1. This is

always possible since rank(B2) = l. Let the ‘virtual control’

ν(t) = B2u(t) (6.10)

so that analogously to Section 6.2
u(t) = B†

2ν(t) (6.11)

where
B†

2 := WBT
2 (B2WBT

2 )−1 (6.12)

The fault term from (6.7), BKu(t) = BKB†
2ν(t); and therefore (6.7) becomes

ẋ(t) = Ax(t) +

[
B1B

†
2

Il

]

︸ ︷︷ ︸
Bν

ν(t)−
[

B1KB†
2

B2KB†
2

]
ν(t) (6.13)

The objective is to use SMC techniques, to synthesize the ‘virtual control’ ν(t). Define a
switching function s(t) : Rn → Rl to be

s(t) = Sx(t) (6.14)

where S ∈ Rl×n and det(SBν) 6= 0. Let S be the hyperplane defined by S = {x(t) ∈
Rn : Sx(t) = 0}. If a control law can be developed which forces the closed–loop trajec-
tories onto the surface S in finite time and constrains the states to remain there, then an ideal
sliding motion is said to have been attained. The selection of the sliding surface is the first
part of any design and defines the system’s closed–loop performance. The sliding surface will
be designed based on the nominal no fault condition (K = 0). The second aspect of the control
design, is the synthesis of a control law to guarantee that the surface is reached in finite time
and a sliding mode is subsequently maintained.

Using the fact that K = I −W and B2B
†
2 = Il, it follows that Equation (6.13) can be written

as

ẋ(t) = Ax(t) +

[
B1W

2BT
2 (B2WBT

2 )−1

B2W
2BT

2 (B2WBT
2 )−1

]
ν(t) (6.15)

If

ν̄(t) := (B2WB2
T)−1ν(t) (6.16)

then it is easy to see that (6.15) can be written as

ẋ(t) = Ax(t) +

[
B1B

T
2

I

]
ν̄(t)−

[
B1(I −W 2)BT

2

B2(I −W 2)BT
2

]
ν̄(t) (6.17)
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In the fault–free case W = I and the nominal system is

ẋ(t) = Ax(t) +

[
B1B

T
2

I

]
ν̄(t) (6.18)

Notice that the virtual input distribution matrix in (6.17) and (6.18) is independent of W

compared to the Bν in (6.13). From the representation in (6.18), a coordinate transformation
x 7→ Trx(t) = x̂(t) will be introduced to obtain ‘regular form’ which is a convenient representa-
tion from which to design the hyperplane. If

Tr :=

[
I −B1B

T
2

0 I

]
(6.19)

then it is easy to check that Equation (6.17) becomes:

˙̂x(t) = Âx̂(t) +

[
0
I

]

︸ ︷︷ ︸
B̂ν

ν̄(t)−
[

B1B
N
2 (I −W 2)BT

2

B2(I −W 2)BT
2

]
ν̄(t) (6.20)

where Â := TrAT−1
r and

BN
2 := (I −BT

2 B2) (6.21)

Because by construction the matrix B2B
T
2 = Il, it follows that BN

2 BT
2 = (I − BT

2 B2)BT
2 = 0,

and therefore
B1B

N
2 (I −W 2)BT

2 = −B1B
N
2 W 2BT

2 (6.22)

Therefore Equation (6.20) becomes

˙̂x(t) = Âx̂(t) +

[
0

B2W
2BT

2

]
ν̄(t) +

[
B1B

N
2 W 2BT

2

0

]
ν̄(t) (6.23)

The last term in (6.23) is zero in the fault–free case, but is treated as (unmatched) uncertainty
when W 6= I. Define another nonsingular scaling of the virtual control signal as

ν̂(t) := (B2W
2BT

2 )ν̄(t) (6.24)

therefore, (6.23) becomes

[
˙̂x1(t)
˙̂x2(t)

]
=

[
Â11 Â12

Â21 Â22

][
x̂1(t)
x̂2(t)

]
+

[
0
I

]
ν̂(t) +

[
B1B

N
2 B+

2

0

]
ν̂(t) (6.25)

where
B+

2 := W 2BT
2 (B2W

2BT
2 )−1 (6.26)

It is important to point out that there is an upper bound on the norm of the pseudo-inverse
B+

2 in (6.26) which is independent of W . Formally:
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Proposition 2 There exists a scalar γ0 which is finite and independent of W such that

‖B+
2 ‖ = ‖W 2BT

2 (B2W
2BT

2 )−1‖ < γ0 (6.27)

for all W = diag(w1 . . . wm) such that 0 < wi ≤ 1.

Proof : This follows from a modification of the proof of Theorem 1 in [196]. The work in [196]
considers left pseudo-inverses but since (B+

2 )T = (BT
2 )+, the result follows.

Remark 1: As shown in [196], if W is not diagonal, ‖B+
2 ‖ is no longer necessarily bounded.

The virtual control law will now be designed based on the nominal fault-free system in which the
top partition of the last term in (6.25) is zero since B1B

N
2 B+

2 |W=I = 0. In the x̂(t) coordinates
in (6.25), a suitable choice for the sliding surface is

Ŝ = ST−1
r =

[
M Il

]
(6.28)

where M ∈ Rl×(n−l) represents design freedom. Introduce another transformation so that
(x̂1, x̂2) 7→ (x̂1, s(t)), associated with the nonsingular matrix

Ts =

[
I 0
M I

]
(6.29)

Equation (6.25) then becomes

[
˙̂x1(t)
ṡ(t)

]
=

[
Ã11 Ã12

Ã21 Ã22

][
x̂1(t)
s(t)

]
+

[
B1B

N
2 B+

2

I + MB1B
N
2 B+

2

]
ν̂(t) (6.30)

where B+
2 is defined in (6.26) and Ã11 := Â11 − Â12M , Ã21 := MÃ11 + Â21 − Â22M . If a

control law can be designed to induce sliding, then during sliding ṡ(t) = s(t) = 0 and so the
equivalent control necessary to maintain sliding is obtained from solving for ν̂eq(t) from the
lower equations of (6.30) to give

ν̂eq(t) = −(I + MB1B
N
2 B+

2 )−1Ã21x̂1(t) (6.31)

where BN
2 is defined in (6.21).

Define
γ1 := ‖MB1B

N
2 ‖ (6.32)

It follows that ‖MB1B
N
2 B+

2 ‖ < ‖MB1B
N
2 ‖‖B+

2 ‖ < γ0γ1. Since B+
2 is independent of M ,

the term γ0 can be calculated a–priori using the boundedness result from Proposition 2. If
(A,Bν) is controllable, then (Â11, Â12) is controllable and so M can always be chosen to make
Â11 − Â12M stable. If the design matrix M can also be chosen so that γ1 from (6.32) satisfies
γ0γ1<1, this guarantees the inverse in (6.31) exists for all W .

Substituting (6.31) into the top partition of (6.30), yields the following reduced order system
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which governs the sliding motion:

˙̂x1(t) = Ã11x̂1(t)−B1B
N
2 B+

2 (I + MB1B
N
2 B+

2 )−1Ã21x̂1(t) (6.33)

Remark 2: In a fault–free condition, W = I and therefore B+
2 |W=I = BT

2 since B2B
T
2 = I.

Also
BN

2 B+
2 = (I −BT

2 B2)B+
2 = (I −BT

2 B2)BT
2 = 0

and the system in (6.33) ‘collapses’ to ˙̂x1(t) = Ã11x̂1(t) which is the nominal sliding mode
reduced order system for which M has been designed to guarantee stability. The system in
(6.33) depends on W and so stability needs to be established. The stability analysis which
follows examines what will happen to the reduced order sliding motion when the system is
subjected to faults and failures. The idea is to use available design tools from the literature
e.g. [67, 210], to design the sliding surface for the fault-free condition, and then extend the
stability analysis to the faulty situation.

6.2.2 Stability analysis

The stability of the sliding mode is dependent on the reduced order system (6.33). Typically in
SMC the stability of the system only depends on Ã11 which is guaranteed to be stable by choice
of M . Note that M can be designed using standard sliding hyperplane design methods (such
as Section 3.4) assuming a nominal no fault condition – i.e. W = I in (6.25). To facilitate the
subsequent analysis, define

G̃(s) := Ã21(sI − Ã11)−1B1B
N
2 (6.34)

where s represents the Laplace variable. By construction the transfer function matrix G̃(s) is
stable. Suppose

γ2 = ‖G̃(s)‖∞ (6.35)

Proposition 3 During a fault or failure condition, for any combination of 0 < wi ≤ 1, the
closed–loop system will be stable if

0 ≤ γ2γ0

1− γ1γ0
< 1 (6.36)

where the positive scalar γ0 is defined in Proposition 2, the positive scalar γ1 is defined in (6.32)
and γ2 = ‖G̃(s)‖∞.

Proof: Consider the reduced order system from Equation (6.33) rewritten as follows:

˙̂x1(t) = Ã11x̂1(t)−B1B
N
2 ũ(t) (6.37)

ỹ(t) = Ã21x̂1(t) (6.38)

where
ũ(t) := B+

2 (I + MB1B
N
2 B+

2 )−1ỹ(t) (6.39)

Let G̃(s) be defined as (6.34). Consequently (6.33) may be viewed as the closed–loop dynamics
of the negative feedback interconnection of G̃(s) and the varying (with respect to W ) ‘feedback
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gain’ associated with (6.39). Since (6.36) is assumed to hold, γ0γ1 < 1 and it follows that
‖MB1B

N
2 B+

2 ‖ < ‖MB1B
N
2 ‖‖B+

2 ‖ < γ0γ1 < 1. Consequently, det(I + MB1B
N
2 B+

2 ) 6= 0.
Furthermore, using the fact that in general ‖(I + X)−1‖ ≤ (I − ‖X‖)−1 if ‖X‖ < 1 (page
301 [99]), then

‖B+
2 (I + MB1B

N
2 B+

2 )−1‖ < ‖B+
2 ‖‖(I + MB1B

N
2 B+

2 )−1‖ <
γ0

1− γ1γ0
(6.40)

From the Small Gain Theorem [123], if

‖G̃(s)‖∞‖B+
2 (I + MB1B

N
2 B+

2 )−1‖ < 1 (6.41)

then (6.33) is stable. Using (6.40) and the fact that ‖G̃(s)‖∞ < γ2, inequality (6.36) implies
(6.41) holds and so (6.33) is stable.

Remark 3: Both γ1 and γ2 depend on the design of the sliding surface since they depend on
M , however they are independent of W . The scalar γ0 depends on W but is independent of M .

Remark 4: If B1 = 0 (which is an assumption in many schemes: for example [181]), then
γ1 = 0 and γ2 = 0 and Proposition 3 is trivially satisfied. Furthermore, as ‖B1‖ → 0, the scalar

γ2γ0

1−γ1γ0
→ 0 and so the requirements of Proposition 3 are satisfied. This means loosely speaking,

for weakly coupled systems in which ‖B1‖ is small, the approach will be feasible. The situation
where B1 = 0 can be regarded as the special extreme case as ‖B1‖ → 0.

Equation (6.36) represents a test to guarantee the stability of the closed–loop system when
faults occur (i.e. when the wi vary). One important feature is that in order for (6.33) to hold,
the norm of the pseudo-inverse B+

2 which depends on W must be bounded for all 0 < wi ≤ 1
(which was proved in Proposition 2).

6.2.3 Sliding Mode Control laws

Next, a sliding mode controller is designed based on the system in (6.30) with respect to ν̂. The
proposed control law has a structure given by ν̂(t) = ν̂l(t) + ν̂n(t) where

ν̂l(t) := −Ã21x̂1(t)− Ã22s(t) (6.42)

and the nonlinear component is defined to be

ν̂n(t) := −ρ(t, x) s(t)
‖s(t)‖ for s(t) 6= 0 (6.43)

where s(t) = Ŝx̂(t).

Proposition 4 Suppose the hyperplane matrix M has been chosen so that Ã11 = Â11 − Â12M

is stable and condition (6.36) from Proposition 3 holds, then choosing

ρ(t, x) :=
γ1γ0‖ν̂l(t)‖+ η

1− γ1γ0
(6.44)

ensures a sliding motion takes place on S in finite time.
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Proof: Notice if (6.36) holds, then γ0γ1 < 1 and so the gain defined in (6.44) is well defined.
From (6.30),

ṡ(t) = Ã21x̂1(t) + Ã22s(t) + (I + MB1B
N
2 B+

2 )ν̂(t)

= (I + MB1B
N
2 B+

2 )ν̂n(t) + (MB1B
N
2 B+

2 )ν̂l(t)

and so

sTṡ = −ρ‖s‖+ sTMB1B
N
2 B+

2 ν̂n(t) + sT(MB1B
N
2 B+

2 )ν̂l(t)

≤ ‖s‖ (
ρ‖MB1B

N
2 B+

2 ‖+ ‖MB1B
N
2 B+

2 ‖‖ν̂l(t)‖ − ρ
)

≤ ‖s‖ (ργ1γ0 + γ1γ0‖ν̂l(t)‖ − ρ) (6.45)

So choosing ρ(.) as described in (6.44) and substituting into (6.45) implies

s(t)Tṡ(t) ≤ −η‖s(t)‖ (6.46)

The differential inequality (6.46) is a standard ‘reachability condition’ and implies s(t) = 0 in
finite time and a sliding motion is maintained for all subsequent time.

Remark 5: It can be shown that ν̂l(t) as defined in (6.42) can be written as ν̂l(t) =
−(ŜB̂)−1ŜÂx̂(t) which is more in keeping with the notation in [67]. Note here ŜB̂ = Il and so
this simplifies to ν̂l(t) = −ŜÂx(t).

It follows that the actual control which is sent to the actuators is resolved from the ‘virtual
control law’ ν(t) (from (6.42)-(6.43)), using (6.11), (6.12), (6.16) and (6.24). Therefore u(t) is
defined as

u(t) = WBT
2 (B2W

2BT
2 )−1ν̂(t) (6.47)

i.e. the control which is sent to the actuators depends on the effectiveness gains ki (through the
matrix W ).

Note that in most of the literature, whilst SMC has been successfully tested on systems with
faulty actuators, it was claimed that SMC cannot deal directly with total failures [114]. However,
in this chapter, provided that the matrix M satisfies the stability condition (6.36), the sliding
mode controller for the ‘virtual’ system proposed above, can handle total actuator failures in
the original system provided that det(B2WBT

2 ) 6= 0.

Remark 6: In this chapter, formally, the effect of position and rate limits on the actuators is
not considered. However, if a rate limit or position limit is exceeded, it would be interpreted by
the estimation mechanism as a fault, because the actual actuator position would be different
from the expected one based on the commanded control signal. This would result in a ki > 0 in
the channel in which the saturation or rate limit is reached. The proposed scheme would then
inherently attempt to reduce the burden in this channel and redistribute the control effort to
other actuators, which would mitigate the effect of the saturation.

So far, it has been assumed that the effectiveness gains ki(t) that make up K and hence
W are known perfectly. In real engineering systems, there will always be some error in the
computation measurements of the ki(t). The next section considers the impact of this on the
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proposed scheme.

6.3 The effect of non–perfect fault reconstruction

Consider a faulty system represented by Equation (6.7). Let K̄ correspond to the estimated
reduction of the actuator efficiency based on the information provided by the FDI scheme.
Define

W̄ = I − K̄ (6.48)

and suppose K̄ 6= K, where, as described earlier, K represents the actual reduction in actuator
efficiency. Suppose

W = (I −∆)W̄ (6.49)

were ∆ = diag(δ1, ..., δm) and (the unknown) δi are elements which represent the level of
imperfection in the fault reconstruction. Since (I −K) = W , from (6.7)

ẋ(t) = Ax(t) + B(I −K)u(t) = Ax(t) + B(I −∆)W̄u(t) (6.50)

Now suppose u(t) = B̄†
2ν(t) where

B̄†
2 := W̄BT

2 (B2W̄BT
2 )−1 (6.51)

This represents the fact that W̄ (i.e. the estimate rather than the true value of W ) will be used
to compute the controller. Then (6.50) becomes

ẋ(t) = Ax(t) + B(I −∆)W̄ B̄†
2ν(t) (6.52)

Also define ν̄(t) = (B2W̄BT
2 )−1ν(t), then it follows from (6.52) that

ẋ(t) = Ax(t) +

[
B1W̄

2BT
2

B2W̄
2BT

2

]
ν̄(t)−

[
B1∆W̄ 2BT

2

B2∆W̄ 2BT
2

]
ν̄(t)

= Ax(t) +

[
B1B

T
2

I

]
ν̄(t)−

[
B1(I − W̄ 2)BT

2

B2(I − W̄ 2)BT
2

]
ν̄(t)−

[
B1∆W̄ 2BT

2

B2∆W̄ 2BT
2

]
ν̄(t) (6.53)

Notice that compared with (6.17), Equation (6.53) has an additional term dependent on both
the faults and the error in fault reconstruction. Again consider a transformation to regular form
using the transformation matrix Tr defined in (6.19). Equation (6.53) becomes

˙̂x = Âx̂(t) +

[
0
I

]
ν̄(t)−

[
−B1B

N
2 W̄ 2BT

2

I −B2W̄
2BT

2

]
ν̄(t)−

[
B1B

N
2 ∆W̄ 2BT

2

B2∆W̄ 2BT
2

]
ν̄(t)

= Âx̂(t) +

[
0

B2W̄
2BT

2

]
ν̄(t) +

[
B1B

N
2 W̄ 2BT

2

0

]
ν̄(t)−

[
B1B

N
2 ∆W̄ 2BT

2

B2∆W̄ 2BT
2

]
ν̄(t) (6.54)
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where BN
2 is defined in (6.21). Define ν̂(t) := B2W̄

2BT
2 ν̄(t) and B̄+

2 := W̄ 2BT
2 (B2W̄

2BT
2 )−1

then (6.54) becomes

˙̂x = Âx̂(t) +

[
0
I

]
ν̂(t) +

[
B1B

N
2 (I −∆)B̄+

2

−B2∆B̄+
2

]
ν̂(t) (6.55)

Consider another coordinate transformation Ts defined in (6.29), then the above becomes

[
˙̂x1(t)
ṡ(t)

]
=

[
Ã11 Ã12

Ã21 Ã22

][
x̂1(t)
s(t)

]
+

[
0
I

]
ν̂(t) +

[
B1B

N
2 (I −∆)B̄+

2

MB1B
N
2 (I −∆)B̄+

2 −B2∆B̄+
2

]
ν̂(t) (6.56)

where Ã11 := Â11 − Â12M , Ã21 := MÃ11 + Â21 − Â22.

If a control law can be designed to induce sliding, then during sliding ṡ(t) = s(t) = 0 and so
the equivalent control necessary to maintain sliding is obtained from solving for ν̂eq(t) from the
lower equations of (6.56) to give

ν̂eq(t) = −(I + MB1B
N
2 (I −∆)B̄+

2 −B2∆B̄+
2 )−1Ã21x̂1(t) (6.57)

Substituting into the first equation of (6.56) gives the following reduced order system:

˙̂x1(t) = Ã11x̂1(t)−B1B
N
2 (I −∆)B̄+

2 (I + MB1B
N
2 (I −∆)B̄+

2 −B2∆B̄+
2 )−1Ã21x̂1(t) (6.58)

Remark 7: If the information on the actual degradation of the control surface efficiency is
‘perfect’, then ∆ = 0, and (6.58) reduces to (6.33) in the stability analysis that follows. However
in the event of non–perfect fault reconstruction, there is a bound on ∆ for which stability is
still guaranteed.

Proposition 5 Assume (as in Proposition 3), that Equation (6.36) holds. During a fault or
failure condition, for any combinations of 0 < wi ≤ 1, the closed–loop system will be stable if
the mismatch between the actual and reconstructed fault ∆ satisfies:

‖∆‖ <
1− γ1γ0 − γ2γ0

γ0(γ1 + γ2 + 1)
(6.59)

where γ0 and γ1 are defined in Proposition 2 and 3 respectively and γ2 is defined in (6.35).

Proof: Consider the reduced order system from Equation (6.58) which can be rewritten as
(6.37)-(6.39), where now

ũ(t) := (I −∆)B̄+
2 (I + MB1B

N
2 (I −∆)B̄+

2 −B2∆B̄+
2 )−1ỹ(t) (6.60)

Assume that (6.36) and (6.59) hold. Inequality (6.59) implies

‖∆‖ <
1− γ1γ0

γ0(γ1 + 1)
(6.61)

because
1− γ1γ0

γ0(γ1 + 1)
>

1− γ1γ0 − γ2γ0

γ0(γ1 + γ2 + 1)
> 0
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Since

‖MB1B
N
2 (I −∆)B̄+

2 −B2∆B̄+
2 ‖ ≤ ‖MB1B

N
2 ‖(1 + ‖∆‖)‖B̄+

2 ‖+ ‖B2‖‖∆‖‖B̄+
2 ‖

and in addition ‖B2‖ = 1 and ‖B̄+
2 ‖ ≤ γ0 (since ‖B+

2 ‖ ≤ γ0 ⇒ ‖B̄+
2 ‖ ≤ γ0), inequality (6.61)

implies
‖MB1B

N
2 (I −∆)B̄+

2 −B2∆B̄+
2 ‖ ≤ γ1γ0 + ‖∆‖γ0(γ1 + 1) < 1 (6.62)

Therefore (I + MB1B
N
2 (I −∆)B̄+

2 −B2∆B̄+
2 )−1 exists for all 0 < wi ≤ 1. Furthermore, using

arguments similar to those in the proof of Proposition 3

‖(I −∆)B̄+
2 (I + MB1B

N
2 (I −∆)B̄+

2 −B2∆B̄+
2 )−1‖ <

(1 + ‖∆‖)γ0

(1− γ1(1 + ‖∆‖)γ0 − ‖∆‖γ0)
(6.63)

From Small Gain Theorem, since (6.58) is the closed–loop system obtained from G̃(s) intercon-
nected with (6.60) if

(1 + ‖∆‖)γ0

(1− γ1(1 + ‖∆‖)γ0 − ‖∆‖γ0)
<

1
γ2

(6.64)

holds, then (6.58) is stable. By direct manipulation, (6.64) holds if (6.59) holds, and the proof
is complete.

As in Section 6.2.3, a sliding mode controller will now be designed based on the ‘virtual’ system
in (6.56) with respect to ν̂, as defined in (6.42) and (6.43).

Proposition 6 Suppose that the hyperplane matrix M has been chosen so that Ã11 = Â11 −
Â12M is stable and

‖∆‖ ≤ ∆max <
1− γ1γ0

γ0(1 + γ1)
(6.65)

where γ0, γ1 and γ2 are defined in (6.27), (6.32) and (6.35) respectively and ∆max is a fixed
positive scalar. Then choosing

ρ(t, x) =

(
γ1(1 + ∆max)γ0 + ∆maxγ0

)
‖ν̂l(t)‖+ η

1− γ1(1 + ∆max)γ0 −∆maxγ0
(6.66)

ensures a sliding motion takes place on S in finite time.

Proof: The assumption on ∆ in (6.65) implies γ0γ1 + (1 + γ1)∆maxγ0 < 1 and so the gain
ρ(t, x) in (6.66) is well defined. From (6.56),

ṡ(t) = Ã21x̂1(t) + Ã22s(t) +
(
I + MB1B

N
2 (I −∆)B̄+

2 −B2∆B̄+
2

)
ν̂(t)

=
(
I + MB1B

N
2 (I −∆)B̄+

2 −B2∆B̄+
2

)
ν̂n(t) +

(
MB1B

N
2 (I −∆)B̄+

2 −B2∆B̄+
2

)
ν̂l(t)

after substituting for νl(t) from (6.42). Consequently substituting νn(t) from (6.43) into the
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above yield

sTṡ = −ρ‖s‖+sT
(
MB1B

N
2 (I−∆)B̄+

2 −B2∆B̄+
2

)
ν̂n(t)+sT

(
MB1B

N
2 (I−∆)B̄+

2 −B2∆B̄+
2

)
ν̂l(t)

≤ ‖s‖
(
ρ
∥∥∥MB1B

N
2 (I−∆)B̄+

2 −B2∆B̄+
2

∥∥∥+
∥∥∥MB1B

N
2 (I−∆)B̄+

2 −B2∆B̄+
2

∥∥∥‖ν̂l(t)‖ − ρ
)

≤ ‖s‖
(
−ρ

(
1− γ1(1 + ∆max)γ0 −∆maxγ0

)
+

(
γ1(1 + ∆max)γ0 + ∆maxγ0

)
‖ν̂l(t)‖

)
(6.67)

So choosing ρ(.) as described in (6.66) and substituting into (6.67) implies

s(t)Tṡ(t) ≤ −η‖s(t)‖ (6.68)

Again, as in Section 6.2.3, the differential inequality (6.68) implies that the ‘reachability con-
dition’ is achieved. Therefore s(t) = 0 in finite time and a sliding motion is maintained for all
subsequent time.

6.4 Sliding mode design issues

Based on the stability analysis above, the sliding mode design problem can be summarized as
follows:

1. Pre-design calculations:

(a) Make an appropriate re-ordering of the states in (6.7) so that the input distribution
matrix B is partitioned to identify B1 and B2.

(b) Scale the states so that B2B
T
2 = I.

(c) Change coordinates using the linear transformation x(t) 7→ x̂(t) = Trx(t), where Tr

is given in (6.19), to achieve the canonical form in (6.25) and isolate the matrices
Â11, Â12, Â21 and Â22.

(d) Compute the smallest possible scalar γ0 so that ‖W 2BT
2 (B2W

2BT
2 )−1‖ < γ0, ∀

0 < W ≤ I. This value is an a–priori calculation and is independent of the choice of
sliding surface and control law.

2. Design of matrix M :

(a) The design objective is to compute M from (6.28) so that Ã11 := Â11 − Â12M is
stable. This is always possible if (A,Bν) is controllable.

3. Stability analysis:

(a) Compute and check if γ1 := ‖MB1B
N
2 ‖ < 1

γo
is satisfied. Otherwise re-design M .

(b) Calculate G̃(s) := Ã21(sI − Ã11)−1B1B
N
2 . If ‖G̃(s)‖∞ := γ2 < 1

γ0
− γ1, the closed–

loop is guaranteed to be stable ∀ 0 < W ≤ I. Since γ2 < 1
γ0
− γ1 ensures inequality

(6.36) in Proposition 3 holds. Otherwise consider re-designing the matrix M .

(c) Calculate ‖∆‖ from Proposition 6. This is the maximum tolerable mismatch between
the actual and the estimated fault that guarantees the closed–loop system to be stable
∀ 0 < W ≤ I. This might dictate the choice of the fault estimation scheme.



6.5 ADMIRE simulations 121

4. Obtain the virtual control law using (6.42), (6.43) and the actual control law using (6.47).

6.5 ADMIRE simulations

6.5.1 Controller design

The ADMIRE model has been used by several researchers (e.g. [95]) and within the Group for
Aeronautical Research and Technology in Europe (GARTEUR) AG11 and AG12. The ADMIRE
model represents a rigid small fighter aircraft with a delta-canard configuration based on a real
fighter aircraft called GRIPEN. Details of the model can be found in [75]. The linear model
used here has been obtained at a low speed flight condition of Mach 0.22 at an altitude of 3000m
and is similar to the one in [95]. The states are x = [α β p q r]T with controlled outputs α, β, p;
where α is angle of attack (AoA) (rad), β is sideslip angle (rad), p is roll rate (rad/sec), q is pitch
rate (rad/sec) and r is yaw rate (rad/sec). The control surfaces are δ = [δc δre δle δr]T, which
represent the deflections (rad) of the canard, right elevon, left elevon and rudder respectively.
A linearized model [95] is:

A =




−0.5432 0.0137 0 0.9778 0
0 −0.1179 0.2215 0 −0.9661
0 −10.5128 −0.9967 0 0.6176

2.6221 −0.0030 0 −0.5057 0
0 0.7075 −0.0939 0 −0.2127




(6.69)

B =




0.0069 −0.0866 −0.0866 0.0004
0 0.0119 −0.0119 0.0287

0 −4.2423 4.2423 1.4871
1.6532 −1.2735 −1.2735 0.0024

0 −0.2805 0.2805 −0.8823




}
B1

}
B2

(6.70)

The partition of B in (6.70) shows the terms B1 and B2 (although a further change of coordinate
is necessary to scale B2 to ensure B2B

T
2 = I). It can be shown that in the coordinates in which

‖B2‖ = 1, ‖B1‖ = 0.1227 and so the dominant effect of the control signal is through the B2

channels. To include a tracking facility, integral action (as discussed in Section 3.5.1) has been
included. Let xr(t) represent integral action states. Define

ẋr(t) = r(t)− Ccx(t) (6.71)

where
Cc =

[
I3 03×2

]
(6.72)

is the distribution matrix associated with the controlled outputs, and the differentiable (filtered
reference) signal r(t) satisfies

ṙ(t) = Γ (r(t)− rc) (6.73)

with Γ ∈ R3×3 is a stable design matrix and rc is a constant demand vector. Augmenting
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the states from (6.70) with the integral action states and defining xa(t) = col
(
xr(t), x(t)

)
(as

discussed in Section 3.5.1) it follows that

ẋa(t) = Aaxa(t) + Bau(t) + Brr(t) (6.74)

where

Aa =

[
0 −Cc

0 A

]
Ba =

[
0
B

]
Br =

[
I3

0

]
(6.75)

If (A,B) is controllable and (A,B, Cc) does not have any zeros at the origin then (Aa, Ba) is
controllable. Define a switching function sa(t) : R(n+l) → Rl to be

sa(t) = Saxa(t) (6.76)

where Sa ∈ Rl×(n+l). As in Equation (6.42)-(6.43), the proposed ‘virtual control’ law com-
prises two components ν̂(t) = ν̂l(t) + ν̂n(t). Now because of the reference signal r(t), the
linear component has a feed-forward reference term and so ν̂l(t) = Lxa(t) + Lrr(t) where
L = −ŜaÂa and Lr = −ŜaB̂r. Here Â, B̂r and Ŝ are the matrices from (6.75) and (6.76) after
a transformation to achieve regular form (analogous to (6.19)) has been performed. Note that
an extract term Lr has appeared in this tracking formulation compared to the one in Section
6.2.3. The nonlinear component is defined as

ν̂n(t) = −ρ(t, xa)
sa(t)
‖sa(t)‖ for sa(t) 6= 0 (6.77)

The actual control sent to the actuator is given in (6.47). A quadratic optimal design has been
used to obtain the sliding surface matrix Sa (see for example Section 3.4.1). The symmetric
positive definite weighting matrix has been chosen as Q = diag(20, 20, 20, 7, 10, 10, 1, 1). The
pre-filter from (6.73) has been chosen as Γ = −20I3. In the simulations the discontinuity in the
nonlinear control term in (6.77) has been smoothed (as in Section 3.2.2) by using a sigmoidal
approximation sa

‖sa‖+δa
, where the scalar δa has been chosen as δa = 0.001. This removes the

discontinuity and introduces a further degree of tuning to accommodate the actuator limits,
especially during actuator fault or failure conditions.

In normal flight, either the canard or elevons (left & right) are sufficient to provide the pitch
moment and therefore redundancy is available. In the event of faults or failures, elevons can
replace the canard to obtain a pitch moment. However for roll, the elevons will become the
only active control surface (the rudder is used for yaw). During the design stage, and based on
analysis from (6.44), it was found that, rank(B2WBT

2 ) < 3 when the rudder completely fails or
any two surfaces from the set consisting of the canard and the left and right elevons completely
fail. This is an expected result since there is no redundancy for the rudder to provide yaw; and
when two actuators fail from either the canard or elevons, it means that there is no redundancy
left in the system and all possible actuators to provide pitch or roll have failed. Based on this
assumption, it can be verified from a numerical search that γ0 = 2.0913. Simple calculations
show that γ1 = 0.0980, therefore γ1γ0 = 0.2050 < 1 and so, the requirement of Proposition 3 is
satisfied. Also for this particular choice of sliding surface ‖G̃(s)‖∞ < γ2 = 0.0819. Therefore
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from Proposition 3,
γ2γ0

1− γ1γ0
= 0.2154 < 1

which shows that the closed–loop system is stable for all choices of 0 < wi ≤ 1. From Proposition
5, the limits of the tolerable mismatch between the actual and estimated fault signal (for
guaranteed stability) is ∆max = 0.3519.

6.5.2 Actuator fault estimation using a sliding mode observer

In many systems e.g. passenger aircraft [37], the information necessary to compute W on–line
can be obtained by using a measurement of the actual actuator deflection compared to the
demand signals. If measurements of the actual actuator deflections are not available, a sliding
mode fault reconstruction scheme, as described in [68] or [202] for example, can be employed.
Alternatively other fault reconstruction schemes based on Kalman filters [242] can also be used.
Here it is assumed that direct measurements of the actuator deflections are not available and a
sliding mode reconstruction approach similar to the one in [68] will be used. This is based on
the novel concept of using the ‘equivalent output error injection signal’ to reconstruct faults.
Consider the system affected by actuator faults described by Equation (6.7). The objective is
to design a sliding mode observer in order to reconstruct Ku(t).

Suppose all the states are available as measured output information, therefore the proposed
sliding mode observer has the form:

ż(t) = Az(t) + Bu(t) + ϑ(t) (6.78)

where u(t) is the actual control signal sent to each actuator. The discontinuous injection term
is defined as

ϑ(t) := −ρo(t, y, u) e(t)
‖e(t)‖ if e(t) 6= 0 (6.79)

where e(t) := z(t) − x(t) is the (state) estimation error. It can be shown [68] that, a sliding
mode observer of the form (6.78)-(6.79) is completely insensitive to faults. For an appropriate
choice of ρo(t, y, u) in (6.79), which must bound the fault signal ‖Ku(t)‖, it can be shown that
an ideal sliding motion takes place on So = {e(t) : e(t) = 0} in finite time [68]. During the ideal
sliding motion, e(t) = ė(t) = 0 and the discontinuous signal ϑ(t) must take an average value to
compensate for Ku(t) to maintain sliding. The average quantity, denoted by ϑeq(t), is referred
to as the equivalent error injection term, which can be approximated to any degree of accuracy,
and is computable on-line as

ϑδ(t) = −ρo(t, y, u) e(t)
‖e(t)‖+δo

(6.80)

where δo > 0 is a (small) design parameter. The observer state estimation error system is given
by:

ė(t) = Ae(t) + ϑ(t) + BKu(t) (6.81)

During ideal sliding, ė(t) = e(t) = 0, and therefore (6.81) reduces to −BKu(t) = ϑeq(t). Using
the on-line computed approximation ϑδ(t) from (6.80), the fault reconstruction can be obtained
as:

−Ku(t) ≈ (BTB)−1BTϑδ(t) (6.82)



6.5 ADMIRE simulations 124

Then, provided that ui(t) 6= 0, the effectiveness gains ki can be computed from (6.82).

For this example, the observer gains ρo = 30 and δo = 0.0001 from (6.78) have been chosen.
A saturation (0, 1] block has been included to ‘clip’ the wi before they are used for the on-line
control allocation. This ensures that the weight W stays within the theoretical limits. During
implementation, as ui(t) → 0, the estimation of the actuator effectiveness K from (6.7), becomes
unreliable. A small threshold has been introduced so that if tε is the time when |ui(t)| ≤ ε,
then

ki(t) =

{
((BTB)−1BTνδ)i/ui(t) if |ui(t)| > ε

ki(tε) otherwise
(6.83)

The idea is to hold the component of the weighting matrix wi := 1− ki constant if |ui(t)| ≤ ε,
otherwise ki(t) is provided by the fault estimator. Here, the threshold defined in (6.83) is set
as ε = 1× 10−3(rad).

6.5.3 ADMIRE: simulation results

In the following simulations (which assume that there is no saturation or rate limits on the
actuators), the linear aircraft model from [95] undertakes a manoeuvre called ‘α roll’ [95], where
a step demand of magnitude 10 deg is applied to α during 1-5 sec and a step of 150 deg for p

is applied during 3-7 sec. (There is no reference command for β – see Figure 6.2(a)). Figures
6.2(a), 6.2(b), 6.2(c) and 6.2(d) show the responses of the closed–loop system under 11 different
canard fault conditions ranging from 0% → 100% (including total failure). It can be seen that
the control signal is systematically re-routed to the right and left elevon (Figure 6.2(b)). The
tracking responses (Figure 6.2(a)) show no degradation in performance. The control allocation
redistributes the control signal to obtain the required performance. Figure 6.2(a) shows that
the observer designed for fault reconstruction, tracks the plant output ‘perfectly’. Figure 6.2(c)
shows the evolution of the fault reconstruction signal from the observer. These signals are used
for the on-line control allocation through the term W as shown in Figure 6.2(d).

Figures 6.3(a), 6.3(b), 6.3(c)) and 6.3(d) show that in the event the left elevon fails, the control
signal is redistributed to the remaining actuators without reconfiguring the structure of the
controller. The control signals are re-routed to other control surfaces when the fault is detected
and estimated (Figure 6.3(c)). Initially in Figure 6.3(b), a control signal is sent to the failed
actuator. After the failure has been detected by the observer (Figure 6.3(c)), the weight wi in
the control allocation is changed (Figure 6.3(d)) and the control signal sent to the left elevon
is ‘switched off’ and redistributed to the canard and right elevon.
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Figure 6.2: Responses of fault & failure on canard
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Figure 6.3: Responses of failure on left elevon
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6.6 Conclusions

This chapter has presented an on-line sliding mode control allocation scheme for fault tolerant
control. The effectiveness level of the actuators is used by the CA scheme to redistribute
the control signals to the remaining ‘healthy’ actuators when a fault or failure occurs. This
chapter has provided an analysis of the proposed sliding mode control allocation scheme and has
determined the nonlinear gain required to maintain sliding. The on-line sliding mode control
allocation scheme implemented on the ADMIRE model has shown that faults and total actuator
failures can be handled directly without reconfiguring the controller.



Chapter 7

SIMONA Implementation Results

The previous chapter proposed and analyzed new fault tolerant schemes using a combination
of CA and SMC. Practical issues arising from implementing the proposed controller will be
presented in this chapter for controlling both the longitudinal and lateral axes of a nonlinear
B747 aircraft on a 6-DOF flight motion simulator called SIMONA (SImulation, MOtion and
NAvigation). Here, a ‘proof of concept’ controller will be presented to highlight the practicality
of the sliding mode controllers for real time application. The implementation of the SMC
controller on the SIMONA flight simulator was made possible through the co-operation of the
faculty of Aerospace Engineering, Delft University of Technology, the Netherlands, under the
Group for Aeronautical Research and Technology in Europe, Flight Mechanics, Action Group
16 (GARTEUR AG16) program.

7.1 Introduction

The combination of sliding modes and control allocation developed in the last chapter provides
a powerful tool for the development of simple, robust fault tolerant flight controllers that work
for a wide range of faults and failures without requiring any reconfiguration (provided there is
still enough redundancy in the system). The work in Shtessel et al. [185] and Wells & Hess [219]
provides practical examples of the combination of SMC and CA for FTC. The work by Shin et
al. [181] uses CA ideas, but formulates the problem from an adaptive controller point of view.
However none of these papers provide a detailed stability analysis and discuss sliding mode
controller design issues when using control allocation. The scheme in Chapter 6 uses a control
law which depends on (an estimate of) the ‘efficiency/effectiveness’ of the actuators. In this
chapter, these ideas are extended and the potential of SMC and CA is demonstrated through
an implementation of these ideas on an aircraft research motion simulator. The sliding mode
control allocation schemes have been designed and tested on a 6 degree of freedom (6–DOF)
research flight simulator called SIMONA running a high fidelity nonlinear aircraft model based
on FTLAB747 V6.5/7.1/2006b [190].
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7.2 Test facilities (SIMONA)

Testing a fault tolerant controller is an important process in accessing its effectiveness during
faults or failures. Typically a newly developed controller is first designed and tested on a
benchmark model, and then tested on a flight simulator before being certified by actual flight
testing. Flight testing is very expensive. For the study of faults and failures, a high fidelity
nonlinear aircraft model can simulate closely real life conditions and the performance of an
aircraft with high accuracy, and apart from the cost saving, is much safer. Flight simulators
are also used before an actual flight for training and to get precious feedback from pilots
on the effectiveness of the controller systems. The work in this chapter is based on a high
fidelity nonlinear B747 model for design and desktop simulations, and has subsequently been
implemented on a flight simulator. The details of the high fidelity nonlinear B747 model and
the flight simulator are described in the subsections below.

7.2.1 The SIMONA research simulator

The SIMONA Research Simulator (SRS) in Figure 7.1 is a research project of the Delft Univer-
sity of Technology. During its design and fabrication the university employed new techniques
and insights from various fields to optimize performance and operational flexibility. The result-
ing flight simulator provides researchers with a powerful tool that can be adapted to various
uses [197]. In the years since it has been operational, the SRS has been used for research
into human (motion) perception [96, 165, 236], aircraft handling qualities [72, 86], fly-by-wire
control algorithms and flight deck displays [132, 158], flight procedures [76, 172] and air traffic
control [215]. The flexible software architecture and high-fidelity cueing environment allows the
integration of the B747 model from Smaili et al. [190], complete with failures and the assessment
of the controller in a realistic aircraft environment.

The flight deck of the SRS provides the two pilots with simulated instruments that match
the aircraft under investigation (Figure 7.1(b) and 7.1(c)). The pilots can interface with the
aircraft through a conventional control column or a sidestick controller, a centre pedestal with
engine controls and a Mode Control Panel (MCP) for the autopilot. The windows give a wide
view on a virtual environment and a motion system moves the entire cabin to simulate aircraft
accelerations.

A modular network of personal computers (PCs) provides the processing power to run the
simulator. Each PC has a specific task, e.g. driving the pilot controls, generating the instrument
graphics, running the aircraft model or logging data. A high-speed fibre-optic network provides
synchronization and communication services for all the computers. The modular approach
makes it easy to exchange for example the aircraft model for another, without affecting the
rest of the simulation software. In particular, the software is able to interface with MATLAB
SIMULINK1 models.

1Mathworks trademark
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7.2.2 Benchmark V2.2 - FTLAB747 V6.5/7.1/2006b

The FTLAB747 software running under MATLAB2 has been developed for the study of FTC
and FDI schemes [147]. It represents a ‘real world’ model of a B747-100/200 aircraft, where the
technical data and the underlying differential equations have been obtained from NASA [91,92].
The software was originally developed at Delft University of Technology by van der Linden (Delft
University Aircraft Simulation and Analysis Tool, DASMAT) [212] and Smaili (Flight Lab 747,
FTLAB747) [189], and later developed and enhanced for use in terms of fault detection and
fault tolerant control by Marcos & Balas [147] (FTLAB747 V6.1/V6.5). More recently this
software has been upgraded to V6.5/7.1/2006b by Smaili et al. [190] to allow all the control
surfaces to be controlled independently offering more degrees of control flexibility especially
during faults or failures. This model is the basis for the results in this chapter. This ‘modified’
aircraft is essentially a fly by wire aircraft [37] where all the control surfaces are controlled
electronically compared to the ‘classical’ B747 aircraft which uses mechanical linkages which
therefore limit the usability of some of the control surfaces in fault or failure conditions. The high
fidelity nonlinear model has 77 states incorporating rigid body variables, sensors, actuators and
aeroengine dynamics. All the control surfaces and engine dynamics are modeled with realistic
position limits and rate limits. The specific aerodynamic coefficients are taken from Hanke [91]
and Hanke & Nordwall [92], which have been obtained from extensive wind tunnel experiments,
simulations and test flights. The amount of redundancy available on this aircraft model [147]
makes it suitable to test the proposed fault tolerant scheme. The capabilities of this software as a
realistic platform to test FTC and FDI schemes is demonstrated by its use by many researchers
(see for example Marcos et al. [149], Ganguli et al. [80], Szaszi et al. [199], Maciejowski &
Jones [141] and Aravena et al. [19]). However most of the published results are based only on the
longitudinal axis. Here, two sliding mode controllers for lateral and longitudinal control have
been designed and tested under multiple fault and failure conditions before being implemented
on the 6–DOF SIMONA flight simulator to show the capabilities of the proposed method.

To be able to fly with a pilot in the loop, the benchmark B747 model [190] (from FTLAB747)
was slightly adapted from the offline model. The aircraft model was isolated from peripheral
utility functions such as the autopilot, to follow the reference scenario and MATLAB logging
functions. Its inputs and outputs were standardized to fit in the SRS software environment
and the SIMULINK model was converted to C code using the Real-Time Workshop3. Finally
the model was integrated with the pilot controls, aircraft instruments and cueing devices of
the SRS. Section 7.4 describes in more detail similar steps that were taken for the controller
described in the next section, which was subsequently integrated in the SRS and coupled with
the B747 model.

7.3 Controller Design

The 12 rigid body states of the B747 aircraft can be divided into 6 longitudinal axis states
and 6 lateral and directional axes states which are all determined from the 6-degree of freedom

2Mathworks trademark
3Mathworks trademark



7.3 Controller Design 131

(a) Outside view

(b) Flight deck - centre view

(c) Flight deck - right view

Figure 7.1: SIMONA research simulator
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equations of motion. The states are given by x = [p q r Vtas α β φ θ ψ he xe ye]T. For the
longitudinal axis, the states are pitch rate q, true airspeed Vtas, angle of attack α, pitch angle θ

and altitude he. Meanwhile for the lateral and directional axes, the states are roll rate p, yaw
rate r, sideslip angle β, roll angle φ and yaw angle ψ. The control surfaces comprise 4 ailerons
(inner and outer on each wing), 12 spoilers (2 inner spoilers and 4 outer spoilers on each wing),
2 rudders (upper and lower), 4 elevators (an inner and outer on each left and right elevator), a
horizontal stabilizer and 4 engine thrusts (which are controlled through engine pressure ratios
(EPR)).

In this chapter both lateral and longitudinal control is considered. One of the controller design
objectives considered here is to bring a faulty aircraft to a near landing condition. This can
be achieved by a change of direction through a ‘banking turn’ manoeuvre [38], followed by a
decrease in altitude and speed. This can be achieved by tracking appropriate roll angle (φ)
and sideslip angle (β) commands using the lateral controller, and tracking flight path angle
(FPA) and airspeed (Vtas) commands using the longitudinal controller. For lateral control, the
settling time when there is no fault/failure should be approximately 20sec for φ and 20sec for
β. If a fault/failure occurs, the tracking requirement is 25sec for φ and β. These specifications
are chosen to ensure that there is almost zero side force and therefore passenger comfort is
maintained (page 233 of Bryson [38]). For longitudinal control, the settling time when there
is no failure should be 20sec for FPA and 45sec for Vtas. If a failure occurs, the tracking
requirement is 30sec for FPA with no difference in the Vtas tracking. These specifications are
taken from Ganguli et al. [80].

A linearization has been obtained around an operating condition of 263,000 Kg, 92.6 m/s true
airspeed, and an altitude of 600m at 25.6% of maximum thrust and at a 20deg flap posi-
tion. The result is a 12th order linear model (separated into two 6th order models) associated
with the lateral and longitudinal states. For design purposes, only the first four longitudinal
(xlong = [q Vtas α θ]T) and lateral states (xlat = [p r β φ]T) have been retained. For lat-
eral control, the 4 individual engine pressure ratios (EPR) and the 4 individual ailerons have
been used. The 10 spoilers4 have been aggregated to produce two control inputs on each wing
(spoilers 1-4, 5, 8 and 9-12 have been grouped respectively). The other input represents rudder
deflection (the upper and lower rudder has been aggregated to produce a single control signal).
For longitudinal control, the 4 elevators have been aggregated to produce one control input
while the 4 longitudinal EPRs can be controlled independently. The other input represents
horizontal stabilizer deflection. The following state-space system pairs represent the lateral and
longitudinal systems about the trim condition:

4Spoilers 6 & 7 are ground spoilers and are not used during flight [92].
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Alat=




−1.0579 0.1718 −1.6478 0.0004
−0.1186 −0.2066 0.2767 −0.0019

0.1014 −0.9887 −0.0999 0.1055
1.0000 0.0893 0 0




(7.1)

Blat=




−0.0832 0.0832 −0.2285 0.2285 −0.2625 −0.0678 0.0678
−0.0154 0.0154 −0.0123 0.0123 −0.0180 −0.0052 0.0052

0 0 0 0 0.0017 0.0006 −0.0006
0 0 0 0 0 0 0

0.2625 0.1187 0.0246 0.0140 −0.0140 −0.0246
0.0180 −0.2478 0.1269 0.0724 −0.0724 −0.1269

−0.0017 0.0174 0.0005 0.0005 −0.0005 −0.0005
0 0 0 0 0 0




}
Blat,2

}
Blat,1

(7.2)

and

Along=




−0.5137 0.0004 −0.5831 0
0 −0.0166 1.7171 −9.8046

1.0064 −0.0021 −0.6284 0
1.0000 0 0 0




(7.3)

Blong=




−0.6228 −1.3578 0.0082 0.0218 0.0218 0.0082
0 −0.1756 1.4268 1.4268 1.4268 1.4268

−0.0352 −0.0819 −0.0021 −0.0021 −0.0021 −0.0021
0 0 0 0 0 0




}
Blong,2

}
Blong,1

(7.4)

where the states represent xlat = [p r β φ]T and xlong = [q Vtas α θ]T. The lateral control
surfaces are δlat = [δair δail δaor δaol δsp1−4 δsp5 δsp8 δsp9−12 δr e1lat

e2lat
e3lat

e4lat
]T which

represent aileron deflection (right & left - inner & outer)(rad), spoiler deflections (left: 1-4 & 5
& right: 8 & 9-12) (rad), rudder deflection (rad) and lateral engine pressure ratios (EPR). The
longitudinal control surfaces are δlong = [δe δs e1long

e2long
e3long

e4long
]T which represent elevator

deflection (rad), horizontal stabilizer deflection (rad), and longitudinal EPR. The partition of
B in (7.2) and (7.4) shows the terms B1 and B2 (although a further change of coordinates is
necessary to obtain the form in (6.9) to scale B2 to ensure B2B

T
2 = I). The controlled output

distribution matrices are

Cclat
=

[
0 0 1 0
0 0 0 1

]
, Cclong

=

[
0 0 −1 1
0 1 0 0

]

which represent the states φ and β for lateral control and flight path angle (FPA) and Vtas for
longitudinal control. These linear models will be used to design the control schemes which will
be described in the next sections.

To include a tracking facility, integral action (as discussed in Section 3.5.1) has been included
for both longitudinal and lateral control. For the generic system in (6.7), let xr(t) represent
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integral action states:
ẋr(t) = r(t)− Ccx(t) (7.5)

where Cc ∈ Rl×n is the distribution matrix associated with the controlled outputs and the
differentiable (filtered reference) signal r(t) satisfies

ṙ(t) = Γ (r(t)− rc) (7.6)

with Γ ∈ Rl×l a stable design matrix and rc a constant demand vector. Augmenting the states
from (7.1)-(7.4) with the integral action states and defining xa(t) = col(xr(t), x(t)) it follows
that

ẋa(t) = Aaxa(t) + Bau(t) + Brr(t) (7.7)

where

Aa =

[
0 −Cc

0 A

]
Ba =

[
0
B

]
Br =

[
Ip

0

]
(7.8)

If (A,B) is controllable and (A,B, Cc) does not have any zeros at the origin then (Aa, Ba) is
controllable. Define a switching function sa(t) : R(n+l) → Rl to be

sa(t) = Saxa(t) (7.9)

where Sa ∈ Rl×(n+l) and SaBa = Il. As in Equation (6.42)-(6.43), the proposed ‘virtual control’
law comprises two components ν̂(t) = ν̂l(t) + ν̂n(t). Now because of the reference signal r(t),
the linear component has a feed-forward reference term and so ν̂l(t) = Lxa(t) + Lrr(t) where
L = −ŜaÂa and Lr = −ŜaB̂r. Here Âa, B̂r and Ŝa are the matrices from (7.8) and (7.9)
after a transformation to achieve the regular form in Equation (6.19) has been performed. The
nonlinear component is defined as

ν̂n(t) = −ρ(t, xa)
sa(t)
‖sa(t)‖ for sa(t) 6= 0 (7.10)

From (6.47)
u(t) = WBT

2 (B2W
2BT

2 )−1ν̂(t) (7.11)

i.e. the control sent to the actuators is dependent on the effectiveness gains ki (through the
diagonal weighting matrix W ).

7.3.1 Lateral Controller Design

In normal operation, the ailerons will be the primary control surface for φ tracking, whilst the
spoilers introduce redundancy. Meanwhile for β tracking, the rudder will be the primary control
surface and differential engine thrust is the associated redundancy. It will be assumed that at
least one of the control surfaces for both φ and β tracking will be available when a fault or
failure occurs (i.e. one of either the four ailerons or the four spoilers will be available and one
of either the rudder or the four engine thrusts are available). Based on these assumptions, it
can be verified from a numerical search that γ0lat

from (6.27) is γ0lat
= 8.1314.

The matrix which defines the hyperplane must now be synthesized so that the conditions of
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(6.36) are satisfied. As in the previous chapters, a quadratic optimal design (as in Section
3.4.1) has been used to obtain the sliding surface Salat

which depends on the matrix Mlat in
Equation (6.28). Here the symmetric positive definite state weighting matrix has been chosen
as Qlat = diag(0.005, 0.1, 6, 6, 1, 1). The first two terms of Qlat are associated with the integral
action and are less heavily weighted. The third and fourth term of Qlat are associated with
the equations of the angular acceleration in roll and yaw (i.e. Blat,2 term partition in (6.9))
and thus weight the virtual control term. Thus by analogy to a more typical LQR framework,
they effect the speed of response of the closed–loop system. Here, the third and fourth terms
of Qlat have been heavily weighted compared to the last two terms to reflect a reasonably fast
closed–loop system response. The poles associated with the reduced order sliding motion are
{−0.0707,−0.3867,−0.3405 ± 0.1484i}. Based on this value of Mlat, simple calculations from
(6.32) show that γ1lat

= 0.0145, therefore γ0lat
γ1lat

= 0.1180 < 1 and so the requirements of
(6.36) are satisfied. Also for this particular choice of sliding surface, ‖G̃lat(s)‖∞ = γ2lat

= 0.0764
from (6.35). Therefore from (6.36),

γ2lat
γ0lat

1− γ1lat
γ0lat

= 0.7043 < 1

which shows that the system is stable for 0 < wi ≤ 1. The pre-filter matrix from (7.6) has been
designed to be Γlat = diag(−0.5,−0.5). This may be viewed as representing the ideal response
in the φ and the β channels. For implementation, the discontinuity in the nonlinear control
term in (7.10) has been smoothed by using a sigmoidal approximation described in Section 3.2.2
where the scalar δlat = 0.05. This removes the discontinuity and introduces a further degree
of tuning to accommodate the actuator rate limits – especially during actuator fault or failure
conditions.

To emulate a real aircraft flight control capability, an outer loop heading control was designed
based on a proportional plus derivative controller, to provide a roll command to the inner loop
sliding mode controller. In the SIMONA implementation, this outer loop heading control can
be activated by a switch in the cockpit. The proportional gain was set as Kplat

= 0.5 and the
derivative gain was set as Kdlat

= 0.1

7.3.2 Longitudinal Controller Design

In normal operation, the elevators will be the primary control surface for FPA tracking, whilst
the horizontal stabilizer introduces redundancy. For Vtas tracking, the collective thrust (from
the four engines) will be the actuator. It will be assumed that at least one of the control surfaces
for FPA tracking will still be available when a fault or failure occurs. It is also assumed that
at least one of the four engines is available for Vtas tracking. Based on these assumptions, it
can be verified from a numerical search that γ0long

= 8.2913 from (6.27).

As in the lateral controller, a quadratic optimal design has been used to obtain the sliding
surface matrix (and therefore the matrix Mlong). The weighting matrix has been chosen as
Qlong = diag(0.1, 0.1, 10, 50, 1, 1). Again, similar to the lateral controller design, the first two
terms of Qlong are associated with the integral action and are less heavily weighted. The
third and fourth terms of Qlong are associated with the Blong,2 term partition in (6.9) (i.e.
states q and Vtas) which weight the virtual control term, and have been heavily weighted
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compared to the last two terms. The poles associated with the reduced order sliding motion
are {−0.7066,−0.2393 ± 0.1706i,−0.0447}. Based on this value of Mlong, simple calculations
from (6.32) show that γ1long

= 1.9513 × 10−4: therefore γ0long
γ1long

= 0.0016 < 1 and so the
requirements of Equation (6.36) are satisfied. For this choice of sliding surface, ‖G̃long(s)‖∞ =
γ2long

= 0.0112 from (6.35). Therefore from (6.36),

γ2long
γ0long

1− γ1long
γ0long

= 0.0931 < 1

which shows that the system is stable for 0 < wi ≤ 1. The pre-filter matrix from (7.6) has been
designed to be Γlong = diag(−0.5,−0.125). The discontinuity in the nonlinear control term in
(7.10) has been smoothed by using a sigmoidal approximation where the scalar δlong = 0.05.

An outer loop altitude control scheme was designed based on a proportional plus derivative
controller to provide a FPA command to the inner loop sliding mode controller. In the SIMONA
implementation, this outer loop altitude control can be activated by a switch in the cockpit. The
proportional and the derivative gains were set as Kplong

= 0.001 and Kdlong
= 0.05 respectively.

Note that both the lateral and longitudinal controller manipulate the engine EPRs. For lateral
control, differential engine EPR is required as a secondary ‘actuator’ for β tracking; whilst for
longitudinal control, collective EPR is used for Vtas tracking. In the trials, ‘control mixing’ was
employed, where the signals from both the lateral controller (e1lat

, e2lat
, e3lat

and e4lat
) and

longitudinal controller (e1long
, e2long

, e3long
and e4long

) were added together before being applied
into each of the engines (page 14 of Burcham et al. [43]). This is similar to the control strategy
used for the NASA propulsion control aircraft described in Burcham et al. [43].

7.4 SIMONA Implementations

The controller was implemented as a MATLAB SIMULINK (version 2006b) model with appro-
priate inputs and outputs to connect it with the aircraft model and the SIMONA hardware, as
described in Table 7.1 and Figure 7.2.

Input Source Output Destination
Reference signals e.g. ψcmd MCP Actuator commands Aircraft model

Aircraft states e.g. ψ Aircraft model Controller data Data logger
Configuration switches e.g. ψ or φ Pilot switches Configuration choice Controller

Table 7.1: SIMONA hardware interconnections

The controller/aircraft model combination contains an algebraic loop, with the controller re-
quiring input from the model whilst producing the required input for the aircraft model. In the
SRS this was solved by the controller module using the aircraft state data from the previous
time step. All data is time stamped, ensuring consistency across different modules within the
simulation, even when they are on physically different processors.

The controller was set up to work with an Ode4 solver with a fixed time step of 0.01 sec. Using
the Real-Time Workshop, the SIMULINK controller block diagram was converted to C-code
and integrated into the SRS, where it runs on a dual Pentium III 1 GHz processor, together with



7.4 SIMONA Implementations 137

u(
t)

SM
C

U
ni

t
ve

ct
or

 te
rm

C
o

m
m

an
d

:
R

ol
l

S
id

es
lip

F
P

A
V

ta
s

P
ilo

t  
sw

itc
h

C
on

tr
ol

al
lo

ca
tio

n� (t
)

FD
I

(W
=I

-K
)

W

PI
D

C
o

m
m

an
d

:
R

ol
l

F
P

A

C
o

m
m

an
d

:
H

ea
di

ng
A

lti
tu

de

C
o

m
m

an
d

:
S

id
es

lip
V

ta
s

S
IM

O
N

A
 

si
m

u
la

to
r

R
ol

l
F

P
A

SM
C

L
in

ea
r 

co
m

po
ne

nt

� l � n

S
ta

te
s 

x(
t)

S
ta

te
s 

&
 a

ct
ua

to
r 

de
fle

ct
io

ns

A
ir

cr
af

t 
m

o
d

el

M
C

P
 in

pu
ts

P
ilo

t i
np

ut
s

an
d 

sw
itc

he
s

D
at

a 
lo

gg
in

g

M
C

P
  s

w
itc

h

C
o

n
tr

o
lle

r

In
p

u
ts

Figure 7.2: SIMONA interconnections
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Figure 7.3: Mode control panel (MCP)

the aircraft model and motion control software. The available processing power is sufficient to
run the controller in real time, i.e. within 10 ms per time step.

A connection with the Mode Control Panel (MCP) on the flight deck (Figure 7.3) enables
the selection of ‘control modes’ e.g. altitude hold, heading select and reference values. The
simulator trials were performed with the speed, altitude and heading select modes active. The
pilot commands new headings, speeds or altitudes by adjusting the controls on the MCP.

7.5 Results

The results presented in this chapter are all from the 6–DOF SIMONA research simulator based
on the full 77 state nonlinear B747 model. For passenger comfort during turning manoeuvres,
the reference command for φ was limited to 25deg and a 0deg reference applied to β to force
the nose of the aircraft to point towards the heading angle. It was assumed that the aircraft
has recently taken off and reached an altitude of 600m. After a few seconds of straight and level
flight, failures occur on the actuators. The immediate action requested by the pilot is to change
the heading to 180deg and to head back to the runway. The altitude is then changed from 600m
(1967.2ft) to 30.5m (100ft) before the Vtas is reduced from 92.8m/s(180kn) to 82.3m/s(160kn),
to approximate a landing manoeuvre.

Five different control surface failures have been tested on the simulator: all elevators jam with
a 3deg offset, all ailerons jam with a 3deg offset, a stabilizer runaway, all rudders runaway
and finally both rudders detach from the vertical fin [190]. All the trials have been done with
and without wind and turbulence. However due to space limitations, only the most significant
results are shown in this chapter.

7.5.1 No fault

Figures 7.4-7.6 show the fault–free responses of the controller. Figure 7.4 shows that there is
a small amount of coupling between roll and sideslip during a heading change. There is also
a small change in altitude during heading change. The heading is changed by means of two
90deg step inputs followed by a change in altitude from 600m to 30m in 3 steps: 600m to 366m
to 183m and finally to 30m above the runway. Figure 7.4 shows good tracking by the states
of the command signals. Figure 7.5 shows the nominal variation in the norm of the switching
function signals. Finally Figure 7.6 shows the overall trajectory of the aircraft in 3D. Here, the
change in heading and altitude can be seen more clearly.
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Figure 7.4: no fault condition: controlled states
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7.5.2 Actuator effectiveness

In (7.11), the weighting matrix W depends on information about the actuator fault. In this
chapter, it will be assumed that a measurement of the actual actuator deflection is available.
This is not an unrealistic assumption in aircraft systems [37]. Information provided by the
actual actuator deflection can be compared with the signals from the controller to indicate
the effectiveness of the actuator. The idea is to use a ‘least squares’ method to estimate the
coefficients wi and ci in a relationship of the form

u(i,a) = wiui + ci

where u(i,a) represents the actual deflection and ui represents the demanded deflection i.e. the
controller output. The scalars wi and ci can be obtained from a least squares optimization
and W := diag(w1, ..., wm). If the ith actuator is working perfectly, wi = 1 and ci = 0. If
wi < 1 then a fault is present. In the SIMONA implementation, 10 data samples from a
‘moving window’, collected at 100Hz are used to compute the wi and ci. In the SIMONA
implementation, both the lateral and longitudinal controller has its own fault estimation block.

7.5.3 Stabilizer runaway

Figures 7.7-7.9, showing a stabilizer runaway failure, are comparable to those in Figures 7.4-
7.6. As before, Figure 7.7 shows no visible degradation in performance. The only difference
that can be seen is in the switching function shown in Figure 7.9. Here the switching function
exceeds the nominal condition briefly after failure occurs but immediately returns and remains
close to zero. Figure 7.8 shows the stabilizer runaway to a maximum positive deflection of
3deg at its maximum deflection rate of 0.5deg/sec [92]. During the stabilizer runaway, Figure
7.8 shows the elevator moves to the negative deflection to counteract the effect of stabilizer
runaway. Figure 7.8 also shows that to counteract the stabilizer deflection change of about
6deg (from a trim deflection of -3deg to maximum deflection of 3deg), the elevator deflection
has offset approximately 12deg from its trim deflection of approximately 2deg. Finally, Figure
7.9(a) shows that the effectiveness of the stabilizer has been successfully estimated.

7.5.4 Elevator jam with offset

Figures 7.10 -7.12 show the system responses when the elevator jams with an offset in the
presence of wind and gusts. Figure 7.10 shows that the states maintain the required performance
(as in the no fault condition in Figure 7.4) throughout the manoeuvre. A small change in altitude
during the elevator jams is visible at approximately 50sec, since the effect of the elevator offset to
5deg from the trim deflection (see Figure 7.11) creates an unwanted pitch moment. Figure 7.11
also shows that when the elevator jams occur, the stabilizer becomes more active and offset
from approximately -3deg to -5deg deflection to counteract the effect of elevator offset jam.
Figure 7.12(a) shows that the elevator effectiveness has been successfully estimated. Figure
7.12(b) shows that during the elevator jam, the switching function momentarily deviates from
the nominal conditions; but once the control signal redistribution takes place, the switching
function returns to near zero.
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Figure 7.7: stabilizer runaway: controlled states
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Figure 7.8: stabilizer runaway: actuator positions
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Figure 7.10: elevator jam with offset: controlled states
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Figure 7.11: elevator jam with offset: actuator positions
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Figure 7.12: elevator jam with offset: actuator effectiveness and switching function
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7.5.5 Aileron jam with offset

Figures 7.13 -7.15 show the system responses when the aileron jams with an offset. Figure 7.13
shows no visible difference in terms of tracking performance compared to the no fault condition.
Figure 7.14 shows the offset deflection of the aileron from 0deg to an offset deflection of 3deg.
After the aileron jams, the aileron effectiveness estimation (Figure 7.15(a)) drops to zero, and
therefore the control signals sent to the ailerons are shut off and redistributed to the spoilers.
Figure 7.15(a) shows that after the aileron jams, the spoilers become more active to provide roll.
Finally Figure 7.15(b) shows that the switching function is maintained close to zero, indicating
that a nominal performance is maintained despite the failure.

7.5.6 Rudder missing

Figures 7.16 -7.18 show the system responses when the upper and lower rudder detaches from
the vertical fin in the presence of wind and gusts. This is shown clearly in Figure 7.17 where
at the start of the simulation, the rudder moves due to wind and gusts, and when the rudders
are detached, there is no longer any deflection detected by the sensor. Figure 7.16 shows that
without the rudders, the aircraft manages to maintain the required level of performance even in
challenging wind and gust conditions. There is visually no difference in the sideslip performance
compared to the nominal situation in Figure 7.4. Finally Figure 7.18 shows accurate rudder
effectiveness estimation and that the switching function is maintained close to zero despite the
failure and the presence of wind and gusts.

7.5.7 Rudder runaway

Figure 7.20 shows that the upper and lower rudders runaway to the 5deg position. Not only
does the rudder runaway cause a tendency to turn to one side (and therefore affecting the lateral
performance), it also creates difficulties in the longitudinal axis and results in a tendency to
pitch up. Figure 7.19 shows that the controller is tested on a slightly different manoeuvre.
The sideslip command is kept at 0deg and has only a small degradation in its performance.
The heading is changed by 180deg by banking to the right and at the same time the speed is
increased to 113.18m/s (220kn) adding further difficulties to the banking manoeuvre. Then a
bank left is tested by changing the demanded heading back to 135deg, followed by a reduction
in speed to 92.6m/s. The altitude is also decreased to 30m, before a small increase in altitude
to 182m above the runway. In these tests, only a small degradation in performance is visible.
Figure 7.21 shows that the switching function just exceeds the nominal condition at high speed
indicating that, the effect of the rudder runaway is harder to control. However, using the rudder
effectiveness information in Figure 7.21, the control signal sent to the rudder is shut–off and
the control signals are sent to the remaining functioning actuators causing a visible split in the
control surface deflections as seen in Figure 7.20. Figure 7.20 shows the 4 EPR have split to
counteract the effect of the banking turn. Engine 3 (red line) and 4 (green line) on the right
wing show less EPR compared to Engine 1 (red line) and 2 (green line) on the left wing, to
counteract the tendency to turn to the left. The spoilers and ailerons also show a visible split
in terms of the deflections to counteract the effect of the rudder runaway.
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Figure 7.13: aileron jam with offset: controlled states
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Figure 7.14: aileron jam with offset: actuator positions
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Figure 7.15: aileron jam with offset: actuator effectiveness and switching function
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Figure 7.16: rudder missing with wind & gust: controlled states
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Figure 7.17: rudder missing with wind & gust: actuator positions
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Figure 7.18: rudder missing with wind & gust: actuator effectiveness and switching function
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Figure 7.19: rudder runaway: controlled states
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Figure 7.20: rudder runaway: actuator positions
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7.6 Conclusions

This chapter has presented sliding mode control allocation schemes for fault tolerant control.
The control allocation aspect is used to allow the sliding mode controller to redistribute the
control signals to the remaining functioning actuators when a fault or failure occurs, without
reconfiguring or switching to another controller. This chapter has provided a proof of concept
to highlight the practicality of the real time application of the proposed scheme. The scheme,
implemented on the SIMONA research flight simulator has shown good performance not only
in nominal conditions, but also in the case of total actuator failures, even in wind and gust
conditions.



Chapter 8

Model Reference Sliding Mode FTC

In the last two chapters, a combination of CA and SMC has been introduced. A rigorous sta-
bility analysis and a practical implementation have been presented in the framework of integral
action for tracking purposes. In this chapter, two different CA strategies will be considered. The
first CA strategy is based on the effectiveness of the actuators. In the second CA strategy, the
control signal will be distributed equally among all actuators. The main difference of this chap-
ter compared to the previous chapter, will be the use of a model reference framework (similar to
the one in Section 3.5.2) for tracking purposes. The use of a model reference tracking strategy
is well known in the literature to have the benefit of avoiding the problem of ‘windup’ which
may be suffered by integral action tracking methods – especially when significant faults/failures
occur. This chapter will highlight the benefit of combining SMC, CA and a model reference
framework for achieving FTC. An adaptive gain and an adaptive reference model are used to
increase the flexibility of the design and to provide further tuning for the controller.

8.1 Introduction

The so-called model reference framework is one of the many ways of achieving control reconfig-
uration or adaptation [133]. Therefore it is not surprising that model reference control is quite
synonymous with FTC. The work described in [112] and [56] describes some recent research that
uses model reference schemes for active FTC. The popularity of the model reference framework
for adaptation and FTC is due to several advantageous features. Many performance specifica-
tions are given in the time domain e.g. rise time, damping ratio, decoupling effects etc. These
can be represented in terms of an ideal transfer function response, which become the reference
signals the closed-loop system must follow for tracking purposes. Another advantage of using a
model reference framework for FTC is that it allows the reference model to be changed online
to cope with changes in the operational conditions especially during faults or failure.

In the SMC literature, model reference schemes have been used for tracking (as seen in Section
3.5.2 and [24, 57, 59, 194, 246]). In terms of FTC, work such as [56] has investigated combin-
ing model reference and SMC. This chapter explores the use of a model reference framework
combined with SMC (as in Section 3.5.2) and CA. Two novel adaptive gain approaches are
also proposed to achieve and maintain sliding. One advantage of the approach in this chapter
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is the absence of integrators; this eliminates the dangers of windup in the face of saturation
and rate limits being exceeded (because of the increased burden imposed on the remaining
working actuators as a result of the faults). The introduction of the adaptive gain in the SMC
controller obviates the need for unnecessarily large gains in the non-linear control terms in the
fault-free case. An adaptive reference model is also discussed to provide a safe level of degraded
performance.

8.2 Controller Design

As in Chapter 6, this chapter considers a situation where a fault associated with the actuators
develops in a system. It will be assumed that the system subject to actuator faults or failures,
can be written as

ẋ(t) = Ax(t) + Bu(t)−BK(t)u(t) (8.1)

where A ∈ Rn×n and B ∈ Rn×m. The effectiveness gain K(t) := diag(k1(t), . . . , km(t)), where
the ki(t) are scalars satisfying 0 ≤ ki(t) ≤ 1. These scalars model a decrease in effectiveness of
a particular actuator. In most CA strategies, the control signal is distributed equally among
all the actuators [181, 185, 219] or distributed based on the limits (position and rate) of the
actuators [95]. In this chapter, two different CA strategy will be considered. First, (as in
Chapter 6) information about K(t) will be incorporated into the allocation algorithm through
a weighting matrix W , so that the control is redistributed to the remaining actuators when
faults/failures occur. The idea is that if an actuator fault occurs, the control input u(t) is
reallocated to minimize the use of the faulty control surface. The second strategy is based on a
widely used CA approaches from the literature; i.e. fixed and equal distribution of the control
signals. This is motivated by the fact that the information about K in (8.1) is not always
available. Here, the CA is set to be fixed and the control signals are distributed equally to all
actuators and is therefore independent of the fault information.

Again as in Chapter 6, assume that the system states can be reordered, and the input distri-
bution matrix B from (8.1) can be partitioned as:

B =

[
B1

B2

]
(8.2)

where B1 ∈ R(n−l)×m and B2 ∈ Rl×m has rank l. It will be assumed without loss of generality
that the states of the system in (8.1) have been transformed so that B2B

T
2 = Il and therefore

‖B2‖ = 1. As in Chapter 6, let the ‘virtual control’

ν(t) := B2u(t) (8.3)

so that
u(t) = B†

2ν(t) (8.4)

where the right pseudo inverse is chosen as

B†
2 := ΩBT

2 (B2ΩBT
2 )−1 (8.5)
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and Ω ∈ Rm×m is a symmetric positive definite diagonal weighting matrix.

8.3 On–line Control Allocation

In this section, the idea is to use the information about K(t) and incorporate this into the
allocation algorithm through a weighting matrix W . Therefore the control is redistributed to
the remaining actuators when faults/failures occur to minimize the use of the faulty control
surface.

Equation (8.1) can be written as

ẋ(t) = Ax(t) + B(I −K)u(t) (8.6)

Define
W := I −K (8.7)

Using (8.7), (8.2) and (8.4), Equation (8.6) can be written as

ẋ(t) = Ax(t) +

[
B1WB†

2

B2WB†
2

]
ν(t) (8.8)

where B†
2 is defined in (8.5). In this section, the weight Ω in (8.5) will be chosen as

Ω = W (8.9)

Using (8.9) and (8.5), Equation (8.8) can be written as

ẋ(t) = Ax(t) +

[
B1W

2BT
2 (B2WBT

2 )−1

B2W
2BT

2 (B2WBT
2 )−1

]
ν(t) (8.10)

If a new virtual control is selected as

ν̄(t) := (B2WBT
2 )−1ν(t) (8.11)

then as shown in Chapter 6 (see Equation (6.17)), Equation (8.10) can be written as

ẋ(t) = Ax(t) +

[
B1B

T
2

I

]

︸ ︷︷ ︸
Bν

ν̄(t)−
[

B1(I −W 2)BT
2

B2(I −W 2)BT
2

]

︸ ︷︷ ︸
B̄ν

ν̄(t) (8.12)

In the fault–free case W = I and B̄ν in (8.12) is zero. As in Section 3.5.2, consider a reference
model defined as

ẋm(t) = Amxm(t) + Bmyd(t) (8.13)

where yd(t) is the reference signal and Am ∈ Rn×n, Bm ∈ Rn×l with Am is stable. Define

e(t) = x(t)− xm(t) (8.14)
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and therefore from (8.12) and (8.13) the error system

ė(t) = Ae(t) + (A−Am)xm(t) + Bν ν̄(t)− B̄ν ν̄(t)−Bmyd(t) (8.15)
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Figure 8.1: overall structure of proposed FTC

Suppose the reference model matrices Am and Bm are given by

Am = A + BνF, Bm = BνG (8.16)

and

νm(t) = Fxm(t) + Gyd(t) (8.17)

SMC techniques, will now be used to synthesize ν̄(t). Define a switching function s : Rn → Rl

to be
s(t) = Se(t) (8.18)

where S ∈ Rl×n and det(SBν) 6= 0. Let S be the hyperplane defined by

S = {e(t) ∈ Rn : Se(t) = 0}

If a control law can be developed which forces the closed-loop trajectories onto the surface S
in finite time and constrains the states to remain there, then an ideal sliding motion is said
to have been attained. The sliding surface is typically designed based on the nominal no fault
condition (K = 0). Using (8.16), Equation (8.15) can be rewritten as

ė(t)=Ae(t)− B̄ν ν̄(t) + Bν(ν̄(t)−Fxm(t)−Gyd(t)︸ ︷︷ ︸
−νm(t)

) (8.19)

where Bν and B̄ν are defined in (8.12). As in Chapter 6, a coordinate transformation e 7→
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Tre(t) = ê(t) is introduced to obtain ‘regular form’. If

Tr :=

[
I −B1B

T
2

0 I

]
(8.20)

then it is easy to check that Equation (8.19) becomes:

˙̂e(t) = Âê(t) +

[
0
I

]

︸ ︷︷ ︸
B̂ν

(
ν̄(t)− νm(t)

)−
[

B1B
N
2 (I −W 2)BT

2

B2(I −W 2)BT
2

]
ν̄(t) (8.21)

where Â := TrAT−1
r and

BN
2 := (I −BT

2 B2) (8.22)

Because by construction the matrix B2B
T
2 = Il, it follows that BN

2 BT
2 = (I − BT

2 B2)BT
2 = 0,

and
B1B

N
2 (I −W 2)BT

2 = −B1B
N
2 W 2BT

2 (8.23)

Define another scaling of the virtual control signal as

ν̂(t) := (B2W
2BT

2 )ν̄(t) (8.24)

Then using similar arguments to those in Chapter 6, (8.21) becomes

[
˙̂e1(t)
˙̂e2(t)

]
=

[
Â11 Â12

Â21 Â22

][
ê1(t)
ê2(t)

]
+

[
0
I

]
(
ν̂(t)− νm(t)

)
+

[
B1B

N
2 B+

2

0

]
ν̂(t) (8.25)

where
B+

2 := W 2BT
2 (B2W

2BT
2 )−1 (8.26)

As shown in Proposition 2 in Chapter 6, there exists a scalar γ0 which is finite and independent
of W such that

‖B+
2 ‖ = ‖W 2BT

2 (B2W
2BT

2 )−1‖ < γ0 (8.27)

for all W = diag(w1 . . . wm) such that 0 < wi ≤ 1.

The virtual control law will now be designed based on the nominal fault-free system in which
the last term in (8.25) is zero since B1B

N
2 B+

2 |W=I = 0. In the ê(t) coordinates, a suitable
choice for the sliding surface matrix is

Ŝ = ST−1
r =

[
M I

]
(8.28)

where M ∈ Rl×(n−l) represents design freedom. Introduce another transformation (ê1, ê2) 7→
(ê1, s), associated with

Ts =

[
I 0
M I

]
(8.29)
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Equation (8.25) then becomes

[
˙̂e1(t)
ṡ(t)

]
=

[
Ã11 Ã12

Ã21 Ã22

][
ê1(t)
s(t)

]
+

[
0
I

]
(
ν̂(t)− νm(t)

)
+

[
B1B

N
2 B+

2

MB1B
N
2 B+

2

]
ν̂(t) (8.30)

where
Ã11 := Â11 − Â12M (8.31)

and
Ã21 := MÃ11 + Â21 − Â22M (8.32)

If a control law can be designed to induce a sliding motion, then during sliding ṡ(t) = s(t) = 0
and the equivalent control necessary to maintain sliding is obtained from solving for ν̂eq(t) from
the lower equations of (8.30) to give

ν̂eq(t) = −(I + MB1B
N
2 B+

2 )−1
(
Ã21ê1(t)− νm(t)

)
(8.33)

where BN
2 is defined in (8.22).

By design, assume the sliding surface matrix M has been designed, so that Ã11 := Â11− Â12M

is stable and ‖MB1B
N
2 B+

2 ‖ < 1 for all 0 < W ≤ I.

Note: ‖MB1B
N
2 B+

2 ‖ < 1 guarantees the inverse in (8.33) exists and uses the boundedness result
from Proposition 2 in Chapter 6. If (A,Bν) is controllable, then (Â11, Â12) is controllable and
so M can be chosen to make Â11 − Â12M stable. Substituting (8.33) into the top partition of
(8.30), yields the following reduced order system which governs the sliding motion:

˙̂e1(t)=(Ã11−B1B
N
2 B+

2 (I+MB1B
N
2 B+

2)−1Ã21)ê1(t)+B1B
N
2 B+

2 (I+MB1B
N
2 B+

2)−1νm(t) (8.34)

As shown in (6.33), when W = I (fault–free situation), B+
2 |W=I = BT

2 and the system in (8.34)
‘collapses’ to ˙̂e1(t) = Ã11ê1(t) which is the nominal sliding mode reduced order system for which
M has been designed to guarantee stability. However, during fault/failure conditions, stability
of the system in (8.34) (which depends on W through B+

2 ) needs to be established.

8.3.1 Stability analysis

The stability of the sliding mode is dependent on the reduced order system (8.34). Since by
construction, the reference model is stable, for a bounded signal yd(t), the signal xm(t) is
bounded and hence νm is bounded. Therefore the stability of the reduced order system which
governs the sliding motion depends on:

˙̂e1(t) = (Ã11 −B1B
N
2 B+

2 (I + MB1B
N
2 B+

2 )−1Ã21)ê1(t) (8.35)

To facilitate the subsequent analysis, define

G̃(s) := −Ã21(sI − Ã11)−1B1B
N
2 (8.36)
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where s represents the Laplace variable. By construction G̃(s) is stable. Define scalars γ1 and
γ2 so that

γ2 = ‖G̃(s)‖∞ (8.37)

and
γ1 := ‖MB1B

N
2 ‖ (8.38)

As proven in Proposition 3 in Chapter 6, during a fault or failure condition, for any combination
of 0 < wi ≤ 1, the closed-loop system will be stable if

0 ≤ γ2γ0

1− γ1γ0
< 1 (8.39)

where the positive scalar γ0 is defined in (8.27).

8.3.2 A Sliding Mode Control Law

Next, a sliding mode controller will be designed based on the system in (8.30) with respect to
the virtual control ν̂. The proposed control law is given by ν̂(t) = ν̂l(t) + ν̂n(t) where

ν̂l(t) := −Ã21ê1(t)− Ã22s(t) + νm(t) (8.40)

and νm(t) is defined in (8.17). The nonlinear component is defined to be

ν̂n(t) := −(
ρ(t) + η

) s(t)
‖s(t)‖ for s(t) 6= 0 (8.41)

where s(t) = Ŝx̂(t) and η is a positive scalar.

It follows that the actual control which is sent to the actuators is resolved from the ‘virtual
control law’ ν(t) (from (8.40)-(8.41)), using (8.4), (8.5), (8.11) and (8.24). Therefore u(t) is
defined as

u(t) = WBT
2 (B2W

2BT
2 )−1ν̂(t) (8.42)

i.e. the control which is sent to the actuators depends on the effectiveness gains ki (through the
weighting matrix W ). Note that in most of the literature, whilst SMC has been successfully
tested on systems with faulty actuators, it was claimed that SMC cannot deal directly with total
failures. However, in this chapter, provided the stability condition (8.39) is satisfied, the sliding
mode controller for the ‘virtual’ system proposed above, can handle total actuator failures in
the original system provided that det(B2WBT

2 ) 6= 0.

In a fault–free situation it is not necessary and indeed is not advisable to have a large gain on
the switched term – therefore ideally the term ρ(t) should only adapt to the onset of a fault
and react accordingly. It is easy to see from (8.40) that, if yd(t) is bounded, ν̂l(t) is bounded by

‖ν̂l(t)‖ < l1‖e(t)‖+ l2 (8.43)

where l1 and l2 are known positive constants. The gain from (8.41) is defined to be

ρ(t) = r(t)(l1‖e(t)‖+ l2) (8.44)
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The scalar variable r(t) is an adaptive gain which varies according to

ṙ(t) = a
(
l1‖e(t)‖+ l2

)
Dε(‖s(t)‖)− br(t) (8.45)

where r(0) = 0 and the a and b are positive design constants. The function Dε : R 7→ R is the
nonlinear function

Dε(‖s‖) =

{
0 if ‖s‖ < ε

‖s‖ otherwise
(8.46)

where ε is a positive scalar. Here, ε is set to be small and helps define a boundary layer about
the surface S, inside which an acceptably close approximation to ideal sliding takes place.
Provided the states evolve with time inside the boundary layer, no adaptation of the switching
gains takes place. If a fault occurs, which starts to make the sliding motion degrade so that
the states evolve outside the boundary layer i.e. ‖s(t)‖ > ε, then the dynamic coefficients r(t)
increase in magnitude, (according to (8.45)), to force the states back into the boundary layer
around the sliding surface.

As in Section 4.2.1, the choice of the design parameters η, a, b and ε depends on the closed-
loop performance specifications and requires some design iteration. The choice of these design
parameters will be discussed further in Section 8.6. Similar to Proposition 1 in Chapter 4, the
following lemma will show that r(t) is bounded and motion inside a boundary layer around S
is obtained.

Proposition 7 Consider the potentially faulty error system represented by (8.15) with the con-
trol law in (8.40)-(8.41); then the adaptive gain r(t) remains bounded and the switching states
s(t) enter a boundary layer around S in finite time.

Proof: Define a scalar
ζ := 1/(1− γ1γ0) > 0 (8.47)

This is guaranteed to exist, since in the requirements of Equation (8.27), the inequality γ1γ0 < 1
must hold. Consider as a candidate Lyapunov function

V =
1
2

(
‖s‖2 +

1
a
(1− γ1γ0)

(
r(t)− ζ

)2
)

(8.48)

where a is the positive scalar from (8.45). Clearly V (·) is positive definite with respect to ‖s‖,
the adaptive gain error r(t)−ζ, and is radially unbounded. Taking derivatives along trajectories

V̇ = sTṡ +
1
a
(1− γ1γ0)(r(t)− ζ)ṙ(t) (8.49)

From (8.30) and using (8.40)

ṡ(t) = Ã21ê1(t) + Ã22s(t) + (ν̂(t)− Fxm(t)−Gr(t)) + (MB1B
N
2 B+

2 )ν̂(t)

= (I + MB1B
N
2 B+

2 )ν̂n(t) + (MB1B
N
2 B+

2 )ν̂l(t) (8.50)
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and so

sTṡ = sT(MB1B
N
2 B+

2 )ν̂n(t) + sT(MB1B
N
2 B+

2 )ν̂l(t)− (ρ(t) + η)‖s‖
≤ ‖s‖(ρ(t) + η)‖MB1B

N
2 B+

2 ‖+ ‖s‖‖MB1B
N
2 B+

2 ‖‖ν̂l(t)‖ − ‖s‖(ρ(t) + η)

≤ ‖s‖((ρ(t) + η)γ1γ0 + γ1γ0‖ν̂l(t)‖ − (ρ(t) + η)
)

(8.51)

Using the fact that γ1γ0 = 1− (1− γ1γ0), the inequality above can be written as

sTṡ ≤ −‖s‖(1− γ1γ0)(ρ(t) + η)− ‖s‖(1− γ1γ0)‖ν̂l(t)‖+ ‖s‖‖ν̂l(t)‖ (8.52)

Using (8.47), the inequality above can be written as

sTṡ ≤ −‖s‖(1− γ1γ0)(η + ‖ν̂l(t)‖)− ‖s‖(1− γ1γ0)(ρ− ‖ν̂l(t)‖ζ) (8.53)

since (1− γ1γ0)ζ = 1. Therefore, using (8.43)

sTṡ ≤ −‖s‖(1− γ1γ0)(η + ‖ν̂l(t)‖)− ‖s‖(1− γ1γ0)(ρ− (l1‖e(t)‖+ l2)ζ) (8.54)

Substituting from (8.44) into the above yields

sTṡ ≤ −‖s‖(1− γ1γ0)(η + ‖ν̂l(t)‖)− ‖s‖(1− γ1γ0)(l1‖e(t)‖+ l2)(r(t)− ζ) (8.55)

Finally, substituting (8.45) and (8.55) into (8.49) yields

V̇ ≤ −‖s‖(1− γ1γ0)(η + ‖νl(t)‖)− ‖s‖(1− γ1γ0)(l1‖e(t)‖+ l2)(r(t)− ζ)

+
1
a
(1− γ1γ0)(r(t)− ζ)a(l1‖e(t)‖+ l2)Dε(‖s(t)‖)− 1

a
(1− γ1γ0)(r(t)− ζ)br(t) (8.56)

If ‖s‖ > ε then Dε(‖s‖) = ‖s‖ and so substituting in (8.56) and simplifying terms yields

V̇ ≤ −‖s‖(1− γ1γ0)(η + ‖νl(t)‖)− b

a
(1− γ1γ0)(r(t)− ζ)r(t) (8.57)

Notice by construction 0 ≤ γ1γ0 < 1 and r(t) ≥ 0. Further manipulation of (8.57) and using
(8.47) yields

V̇ ≤ −‖s‖(1− γ1γ0)(η + ‖νl(t)‖)− b

a
(1− γ1γ0)(

1
2
ζ − r(t))2 +

b

4a(1− γ1γ0)
(8.58)

since expanding the quadratic term on the right-hand side of (8.58) gives the right-hand side of
(8.57). If ‖s‖ > ε, then ‖s‖(1 − γ1γ0)η ≥ (1 − γ1γ0)εη. The quantities ε, η, a and b are design
parameters and so if they are chosen to satisfy

εη ≥ b

4a(1− γ1γ0)2
(8.59)

then

V̇ ≤ −‖s‖(1− γ1γ0)‖νl(t)‖ − b

a
(1− γ1γ0)(

1
2
ζ − r(t))2 ≤ 0
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If ‖s‖ < ε then Dε(‖s‖) = 0 and so substituting in (8.56) and simplifying terms yields

V̇ ≤ −‖s‖(1− γ1γ0)(η + ‖νl(t)‖)− ‖s‖(1− γ1γ0)(l1‖e(t)‖+ l2)(r(t)− ζ)

− b

a
(1− γ1γ0)(r(t)− ζ)r(t) (8.60)

Notice again by construction γ1γ0 < 1 and r(t) ≥ 0 and therefore for ‖s‖ < ε and r(t) > ζ, it
follows V̇ < 0. Define a rectangle in R2 as

R = {(‖s‖, r) | ‖s‖ ≤ ε, 0 ≤ r ≤ ζ} (8.61)

Also define R+ ∈ R2 as R+ = {(‖s‖, r) | r ≥ 0}. By construction of the adaptive gains,
r(t) ≥ 0 for all time and so the trajectory of (‖s(t)‖, r(t)) ∈ R+ for all time, and so outside the
set R ∩R+ = R, from (8.58) and (8.60), the derivative of the Lyapunov function V̇ < 0. Let
Vd denote the truncated ellipsoid

Vd = {(‖s‖, r) | V (‖s‖, r) ≤ d} ∩ R+

where V (·) is defined in (8.48). Because R in (8.61) is a compact set, there exists a unique
d0 > 0 such that d0 = min{d ∈ R+ | R ⊂ Vd} and in fact d0 = 1

2(ε2 + ζ
a). As shown in Figure

8.2, since R ⊂ Vd0 , it follows outside Vd0 the derivative of the Lyapunov function V̇ < 0 and
so Vd0 is an invariant set which is entered in finite time t0. Since Vd0 is entered in finite time,
V (‖s‖, r) ≤ d0 for all t > t0 which implies ‖s‖ ≤ √

2d0 for all time t > t0, and hence s enters
and remains in a boundary layer of size

√
2d0 around the ideal sliding surface S. 

                                                                                                                                                                                                  
 

            
 

                  
 
        

                                                                                                                     

                                                  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.2: Level set of the Lyapunov functions V

From the arguments above, for an appropriate choice of a, b and ε, close approximation to ideal
sliding can be maintained even in the presence of faults.

Remark 5: As discuss in Section 4.2.1, if ε=0 and b=0, then ideal sliding can be guaranteed
since it follows from (8.57) that V̇ (s)≤−‖s‖(1 − γ1γ0)(η + ‖νl(t)‖) and therefore ideal sliding
can be attained and maintained in finite time. However this scheme is not practical since r(t)
may become unbounded in the presence of noise.

8.4 Fixed Control Allocation

The analysis in this section is similar to that in Section 8.3 above. The difference here is the
assumption that there is no FDI or actuator effectiveness estimation available. Here the CA
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will be fixed, i.e. Ω = I will be used in Equation (8.5) instead of Ω = W = I −K as proposed
in Section 8.3.

The effect of choosing the weighting matrix to be Ω(t) = W (t) as in Section 8.3 above is that,
u(t) in (8.4) depends explicitly on K(t). Here instead, and perhaps more conventionally,

Ω := I (8.62)

will be considered. With this choice of weighting matrix, Equation (8.4) becomes

u(t) = B†
2ν(t) = BT

2 (B2B
T
2︸ ︷︷ ︸

I

)−1ν(t) = BT
2 ν(t) (8.63)

then it can be shown that (8.1) can be written as

ẋ(t) = Ax(t) +

[
B1B

T
2

I

]

︸ ︷︷ ︸
Bν

ν(t)−
[

B1KBT
2

B2KBT
2

]

︸ ︷︷ ︸
B̄k

ν(t) (8.64)

Note that the last term in Equation (8.64) above is different from the last term in Equation
(8.12). Consider a reference model as defined in (8.13), then using the definition of the error
signal from (8.14), from (8.64) and (8.13) the error system

ė(t) = Ae(t) + (A−Am)xm(t) + Bνν(t)− B̄kν(t)−Bmyd(t) (8.65)

where e(t) is defined in (8.14), Bν and B̄k are defined in Equation (8.64) above, and the reference
model matrices Am and Bm are defined in (8.16).

Define

ν(t) = νl(t) + νn(t) (8.66)

and νm as in (8.17). Using (8.16) and (8.17), Equation (8.65) can be rewritten as

ė(t)=Ae(t)− B̄kν(t) + Bν

(
ν(t)−Fxm(t)−Gyd(t)︸ ︷︷ ︸

−νm(t)

)
(8.67)

As in Section 8.3, a coordinate transformation e 7→ Tre(t) = ê(t) is introduced to obtain ‘regular
form’, where Tr is defined in (8.20). By construction the matrix B2B

T
2 = Il, then it is easy to

check that Equation (8.67) becomes:

˙̂e(t) = Âê(t) +

[
0
I

]

︸ ︷︷ ︸
B̂ν

(
ν(t)− νm(t)

)−
[
−B1B

N
2 (I −K)BT

2

I −B2(I −K)BT
2

]
ν(t) (8.68)

where Â := TrAT−1
r and BN

2 is defined in (8.22) . The fact that BN
2 BT

2 = (I −BT
2 B2)BT

2 = 0
has also been used to obtained the top partition of the last term in (8.68). The last term in
(8.68) is zero in the fault–free case (K = 0), but is treated as (unmatched) uncertainty when
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K 6= 0. Define
B‡

2 := WBT
2 (B2WBT

2 )−1 (8.69)

where W is defined in (8.7). It is shown in Section 8.3 there is an upper bound on the norm
of the pseudo-inverse B‡

2 in (8.69) which is independent of W (as proven in Proposition 2 in
Chapter 6); also

‖B‡
2‖ = ‖WBT

2 (B2WBT
2 )−1‖ = ‖W 2BT

2 (B2W
2BT

2 )−1‖ < γ0 (8.70)

for all W = diag(w1 . . . wm) such that 0 < wi ≤ 1.

In the ê(t) coordinates, a suitable choice for the sliding surface matrix is given by (8.28).
Introduce another transformation (ê1, ê2) 7→ (ê1, s), where Ts is defined in (8.29). Therefore
Equation (8.68) becomes

[
˙̂e1(t)
ṡ(t)

]
=

[
Ã11 Ã12

Ã21 Ã22

][
ê1(t)
s(t)

]
+

[
0
I

]
(ν(t)− νm(t)) (8.71)

−
[

−B1B
N
2 WBT

2

I −MB1B
N
2 WBT

2 −B2WBT
2

]
ν(t)

where Ã11 and Ã21 are defined in (8.31) and (8.32) respectively. Note that Equation (8.71) has
a similar structure to the one in (8.30) which uses the on–line CA in Section 8.3. One clear
difference is the last term of both equation.

As in Section 8.3, if (A,Bν) is controllable, from (8.28), M can always be chosen to make
Ã11 stable. If a control law can be designed to induce a sliding motion, then during sliding
ṡ(t) = s(t) = 0 and the equivalent control necessary to maintain sliding is obtained from solving
for νeq(t) from the lower equations of (8.71) to give

νeq(t) = (B2WBT
2 )−1(I + MB1B

N
2 B‡

2)
−1

(− Ã21ê1(t) + νm(t)
)

(8.72)

where BN
2 is defined in (8.22) and B‡

2 is defined in (8.69). Substituting (8.72) into the top
partition of (8.71), yields the reduced order system (which governs the sliding motion) given as

˙̂e1(t)=(Ã11 −B1B
N
2 B‡

2(I+MB1B
N
2 B‡

2)
−1Ã21)ê1(t)+B1B

N
2 B‡

2(I+MB1B
N
2 B‡

2)
−1νm(t) (8.73)

Note that Equation (8.73) has the same structure as the one in (8.34). The difference is the
term B‡

2 is replaces by B+
2 in (8.34). Since γ1 from (8.38) and γ2 from (8.37) correspond

to the same elements in both the reduced order systems (8.34) and (8.73); and the fact that
‖B‡

2‖ = ‖B+
2 ‖ < γ0, therefore the closed–loop system described in (8.73) will be stable if

Equation (8.39) is satisfied. Although the CA strategy proposed in this section is different from
the one in Section 8.3, the stability analysis of the reduced order sliding motion is the same.

8.4.1 A Sliding Mode Control Law

In this section, a sliding mode controller will be designed based on the nominal no fault ‘virtual’
system in (8.71) with respect to ν. Here, the proposed control law is given by Equation (8.66),
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where
νl(t) := −Ã21ê1(t)− Ã22s(t) + νm(t) (8.74)

and νm(t) is defined in (8.17). The nonlinear component is defined to be

νn(t) := −(
ρ(t) + η

) s(t)
‖s(t)‖ for s(t) 6= 0 (8.75)

where s(t) = Ŝê(t) and η is a positive scalar. The choice of the varying gain ρ(t) will be
discussed next.

It follows that the actual control which is sent to the actuators is resolved from the ‘virtual
control law’ ν(t) defined in (8.3). Therefore u(t), as defined in (8.63), is

u(t) = BT
2 ν(t)

and the control signal distribution is independent of the actuator effectiveness K.

As argued in Section 8.3.2, νl(t) in (8.74) is bounded by

‖νl(t)‖ < l1‖e(t)‖+ l2 (8.76)

where l1 and l2 are known positive constants as in (8.43). The gain ρ(t) from (8.75) is defined
as in (8.44), where the scalar variable r(t) also varies according to (8.45) and (8.46).

Let W be the set of faults such that

W =
{
(w1 . . . wm) ∈ [0, 1]× [0, 1] . . .× [0, 1]︸ ︷︷ ︸

m times

| λ(B2WBT
2 ) := w > 0

}
(8.77)

where w is a strictly positive scalar and λ(B2WBT
2 ) is the smallest eigenvalues of (B2WBT

2 ).
Notice that (w1, . . . wm) ∈ W ⇒ det(B2WBT

2 ) 6= 0.

Using similar analysis as Proposition 1, in Chapter 4, and in Section 8.3.2 the following lemma
will show that r(t) is bounded.

Proposition 8 Consider the potentially faulty system represented by (8.1) with the control
law in (8.74)-(8.75); then the adaptive gain r(t) from (8.44)-(8.46) remains bounded, and the
switching states s(t) enter a boundary layer around S in finite time for any fault condition
(w1 . . . wm) ∈ W.

Proof: Define a scalar
ς :=

(2 + γ1)
w2(1− γ1γ0)

(8.78)

The expression for ς in (8.78) is guaranteed to be positive, since in the requirements of Equation
(8.39), the inequality γ1γ0 < 1 must hold. Assume that K̇(t) = 0 almost always, this implies
Ẇ (t) = 0 almost always and so only isolated abrupt step changes in the effectiveness are
considered here. Using the fact that (B2WBT

2 ) > 0, the following candidate Lyapunov function

V =
1
2

(
sT(B2WBT

2 )s +
1
a
λ(B2WBT

2 )2(1− γ1γ0)
(
r(t)− ς

)2
)

(8.79)
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where a is the positive scalar from (8.45), is positive definite with respect to s, the adaptive
gain error r(t) − ς, and is radially unbounded and λ(B2WBT

2 )2 is the smallest eigenvalues of
(B2WBT

2 )2. Taking derivatives along trajectories

V̇ = sT(B2WBT
2 )ṡ +

1
a
λ(B2WBT

2 )2(1− γ1γ0)
(
r(t)− ς

)
ṙ(t) (8.80)

where from (8.71)
(
and using (8.66) and (8.74)

)
,

ṡ(t) = Ã21x̂1(t) + Ã22s(t) + (ν(t)− νm(t))− (I −MB1B
N
2 WBT

2 −B2WBT
2 )ν(t) (8.81)

= (I + MB1B
N
2 B‡

2)(B2WBT
2 )νn(t)− (I −MB1B

N
2 WBT

2 −B2WBT
2 )νl(t) (8.82)

Using the fact that
s(t)T(B2WBT

2 )(B2WBT
2 )s(t) = ‖B2WBT

2 s‖2

where ‖(B2WBT
2 )‖ ≤ ‖B2B

T
2 ‖ = 1, and ‖WBT

2 ‖ ≤ ‖W‖‖BT
2 ‖ ≤ 1 for all (w1, . . . wm) ∈ W, it

follows that when s 6= 0

sT(B2WBT
2 )ṡ = −(ρ + η)

‖s‖ ‖B2WBT
2 s‖2 − (ρ + η)sT(B2WBT

2 )(MB1B
N
2 B‡

2)(B2WBT
2 )

s

‖s‖
−sT(B2WBT

2 )(I −MB1B
N
2 WBT

2 −B2WBT
2 )νl(t)

≤ −(ρ + η)
‖s‖ ‖B2WBT

2 s‖2 +
(ρ + η)
‖s‖ ‖B2WBT

2 s‖2‖(MB1B
N
2 B‡

2)‖

+‖B2WBT
2 s‖‖(I −MB1B

N
2 WBT

2 −B2WBT
2 )‖‖νl(t)‖

≤ ‖B2WBT
2 s‖

(
− (ρ + η)

‖s‖ ‖B2WBT
2 s‖(1− γ1γ0) + (2 + γ1)‖νl(t)‖

)
(8.83)

since ‖MB1B
N
2 B‡

2‖ ≤ ‖MB1B
N
2 ‖‖B‡

2‖ ≤ γ0γ1, and

‖I −MB1B
N
2 WBT

2 −B2WBT
2 ‖ ≤ 1 + ‖MB1B

N
2 WBT

2 ‖+ ‖B2WBT
2 ‖ ≤ 2 + γ1

Using the Rayleigh principle, −‖B2WBT
2 s‖2 ≤ −λ(B2WBT

2 )2‖s‖2 = −w2‖s‖2, and using the
fact that λ̄(B2WBT

2 ) = 1, inequality (8.83) implies

sT(B2WBT
2 )ṡ ≤ −w2‖s‖(ρ + η)(1− γ1γ0) + ‖s‖(2 + γ1)‖νl(t)‖

= w2‖s‖(1− γ1γ0)
(
− (ρ + η) + ς‖νl(t)‖

)
(8.84)

where ς is defined in (8.78). Using (8.76) and (8.44), the inequality above can be written as

sT(B2WBT
2 )ṡ ≤ −w2‖s‖(1− γ1γ0)η − w2‖s‖(1− γ1γ0)(l1‖x(t)‖+ l2)(r(t)− ς) (8.85)

Finally, substituting (8.45) and (8.85) into (8.80) yields

V̇ ≤ −w2‖s‖(1− γ1γ0)η − w2‖s‖(1− γ1γ0)(l1‖x(t)‖+ l2)(r(t)− ς)

+w2(1− γ1γ0)
(
r(t)− ς

)(
l1‖x(t)‖+ l2

)
Dε(‖s(t)‖)

− b

a
w2(1− γ1γ0)

(
r(t)− ς

)
r(t) (8.86)
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If ‖s‖ > ε then Dε(‖s‖) = ‖s‖ and so substituting in (8.86) and simplifying terms yields

V̇ ≤ −w2‖s‖(1− γ1γ0)η − b

a
w2(1− γ1γ0)

(
r(t)− ς

)
r(t) (8.87)

By construction 0 ≤ γ1γ0 < 1 and r(t) ≥ 0. Further manipulation of (8.87), and using (8.78)
yields

V̇ ≤ −w2‖s‖(1− γ1γ0)η − b

a
w2(1− γ1γ0)

(1
2
ς − r

)2 +
b

4a

(2 + γ1)2

w2(1− γ1γ0)
(8.88)

since expanding the quadratic term on the right-hand side of (8.88) gives the right-hand side
of (8.87). If ‖s‖ > ε, then w2‖s‖(1− γ1γ0)η ≥ w2(1− γ1γ0)ηε. The quantities ε, η, a and b are
design parameters and so if they are chosen to satisfy

εη ≥ b

4a

(2 + γ1)2

w4(1− γ1γ0)2
=

b

4a
ς2 (8.89)

then from (8.88)
V̇ ≤ − b

a
w2(1− γ1γ0)

(1
2
ς − r

)2 ≤ 0

If ‖s‖ < ε then Dε(‖s‖) = 0 and so substituting in (8.86) and simplifying terms yields

V̇ ≤ −w2‖s‖(1− γ1γ0)η − w2‖s‖(1− γ1γ0)(l1‖x(t)‖+ l2)(r(t)− ς)

− b

a
w2(1− γ1γ0)

(
r(t)− ς

)
r(t) (8.90)

Notice by construction γ1γ0 < 1 and r(t) ≥ 0 and therefore for ‖s‖ < ε and r(t) > ς, it follows
V̇ < 0. Define a rectangle in R2 as

R = {(‖s‖, r) | ‖s‖ ≤ ε, 0 ≤ r ≤ ς} (8.91)

Also define R+ ∈ R2 as R+ = {(‖s‖, r) | r ≥ 0}. By construction of the adaptive gains,
r(t) ≥ 0 for all time and so the trajectory of (‖s(t)‖, r(t)) ∈ R+ for all time, and so outside the
set R ∩R+ = R, from (8.88) and (8.90), the derivative of the Lyapunov function V̇ < 0. Let
Vd denote the truncated ellipsoid

Vd = {(‖s‖, r) | V (‖s‖, r) ≤ d} ∩ R+

where V (·) is defined in (8.79). Because R in (8.91) is a compact set, for a given w > 0, there
exists a unique d0 > 0 such that d0 = min{d ∈ R+ | R ⊂ Vd}. As shown in Figure 8.2, since
R ⊂ Vd0 , it follows outside Vd0 the derivative of the Lyapunov function V̇ < 0 and so Vd0 is an
invariant set which is entered in finite time t0. Since Vd0 is entered in finite time, V (‖s‖, r) ≤ d0

for all t > t0 which implies ‖s‖ ≤
√

2d0/w for t > t0, and hence s enters and remains in a
boundary layer of size

√
2d0/w around the ideal sliding surface S.

Remark 5: Close approximation to ideal sliding can be maintained even in the presence of
faults for an appropriate choice of a, b and ε. If ε = 0 and b = 0, it follows from (8.87) that
V̇ ≤ −w2‖s‖(1 − γ1γ0)η, which means that ideal sliding can be attained and maintained in
finite time. However, in the presence of noise r(t) may become unbounded.
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8.5 Adaptive Reference Model

One benefit of using a model reference framework is it allows the possibility of changing the
reference model when a fault or failure occurs. This can be done using multiple pre-designed ref-
erence models or alternatively by adapting the reference model online. In some fault conditions,
to reduce the demands on the damaged actuators, a ‘slower’ reference model is desirable. In
this chapter, the reference model will be allowed to adapt to faults. Assume that two reference
models have been designed, one will be the nominal reference model designed for a fault-free
situation represented by (8.13), and the other will be the conservative reference model for the
faulty situation. The idea is to blend the two models so that

Am = λ(A + BνF1) + (1− λ)(A + BνF2) (8.92)

Bm = λBνG1 + (1− λ)BνG2 (8.93)

where λ ∈ [0 1] and is a function of the wi from W in (8.7). The matrices F1 and G1 are
associated with the nominal ideal model, while F2 and G2 are associated with the conservative
one. In the fault–free case, the nominal reference model will be used; when significant failures
occur, the ‘slow’ reference model will be used and when partial faults occur, a mix of both
reference models will be used.

8.6 ADMIRE simulations: on–line control allocation

8.6.1 Controller design

The linear model from Chapter 6 has been used here and is associated with a low speed flight
condition of Mach 0.22 at an altitude of 3000m. The states are angle of attack (AoA) (rad),
sideslip angle (rad), roll rate (rad/sec), pitch rate (rad/sec) and yaw rate (rad/sec). The con-
trolled outputs are AoA, sideslip and roll rate. The control surfaces are δ = [δc δre δle δr]T, which
represent the deflections (rad) of the canard, right elevon, left elevon and rudder respectively.
Recalling (6.69) and (6.70), the system and input distribution matrices are:

A =




−0.5432 0.0137 0 0.9778 0
0 −0.1179 0.2215 0 −0.9661
0 −10.5128 −0.9967 0 0.6176

2.6221 −0.0030 0 −0.5057 0
0 0.7075 −0.0939 0 −0.2127




B =




0.0069 −0.0866 −0.0866 0.0004
0 0.0119 −0.0119 0.0287

0 −4.2423 4.2423 1.4871
1.6532 −1.2735 −1.2735 0.0024

0 −0.2805 0.2805 −0.8823




}
B1

}
B2
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The partition of B above shows the terms B1 and B2 (although a further change of coordinates
is necessary to scale B2 to ensure B2B

T
2 = I). The feedback matrices for the ideal model from

(8.16) have been designed using an LQR approach for the triple (A,Bν , Cc) where

Cc =
[

I3 03×2

]
(8.94)

is the distribution matrix associated with the controlled outputs. The state weighting matrix
has been chosen as Qm = CcQcCc. Here, Qc = diag(1, 5000, 0.1) in the fault–free case, and the
control penalty weight is 2I3. In the faulty case, Qc = diag(0.01, 50, 0.001) and I3 has been
chosen as the control penalty. Alternatively, other methods such as eigenstructure assignment
[71, 137] could also be used to design the ideal models. The feed-forward matrix G has been
designed using the inverse steady-state gain for the virtual triple system (A,Bν , Cc), specifically

G = −(Cc(A + BνF )−1Bν)−1

Based on the above, the feed-back matrices from (8.92) and (8.93) are given by

F1 =




0.0006 −30.4857 −1.1726 0.0003 4.8569
−1.5365 −0.0276 −0.0006 −0.8933 0.0022
−0.0003 36.3096 1.0527 −0.0002 −4.9790




F2 =



−0.0003 −3.8030 −0.3749 −0.0002 1.7039
−1.3459 −0.0072 −0.0002 −0.8304 0.0010
0.0006 3.4436 0.3142 0.0004 −1.4496




and the feed-forward matrices are given by

G1 =



−0.0007 32.7235 0.2213
1.1753 0.0128 0.0001
−0.0003 −37.8584 0.1885




G2 =




0.0005 5.7154 0.1294
0.9441 −0.0069 0.0001
−0.0015 −4.6283 0.1371




where the matrices F1 and G1 are associated with the nominal ideal model, while F2 and G2

are associated with the conservative one.

A quadratic optimal design (similar to the one in Section 3.4.1) has been used to obtain the
sliding surface matrix S. The symmetric positive definite weighting matrix has been chosen as
Q = diag([30, 30, 1, 1, 1]). This results in

M =




0.0002 0.2906
1.9922 −0.0019

−0.0088 −5.5060




In the simulations the discontinuity in the nonlinear control term in (8.41) has been smoothed by
using a sigmoidal approximation from (3.60), where the scalar δ has been chosen as δ = 0.001.



8.6 ADMIRE simulations: on–line control allocation 165

This removes the discontinuity and introduces a further degree of tuning to accommodate the
actuator limits.

During the design stage, and based on analysis from §8.3.2, it was found rank(B2WBT
2 ) < 3

when the rudder completely fails or any two surfaces from the set consisting of the canard and
the left and right elevons completely fail. This is an expected result since there is no redundancy
for the rudder to provide yaw; and when two actuators fail from either the canard or elevons,
it means that there is no redundancy left in the system, and all possible actuators to provide
pitch or roll have failed. From (8.27), it can be verified that γ0 = 2.0913. Simple calculations
show that γ1 = 0.1549, therefore γ1γ0 = 0.3239 < 1 and so one of the stability requirements
in (8.39) is satisfied. Also for this particular choice of sliding surface ‖G̃(s)‖∞ = 0.1277 = γ2.
Therefore, from (8.39)

γ2γ0

1− γ1γ0
= 0.3951 < 1

which shows that the closed-loop system is stable for all 0 < wi ≤ 1. The variables related to
the adaptive non-linear gain (§8.3.2) have been chosen as follows: it was found that choosing
l1 = 0 and l2 = 1 gave sufficiently good performance. This removes the dependance of r(t) on
e(t) and simplifies the implementation. The parameter η from (8.41) was chosen as η = 1. The
adaptation parameters from (8.45) have been chosen as a = 1000, b = 0.1 and ε = 2×10−5. The
parameter ε was chosen to be able to tolerate the variation in ‖s(t)‖ due to normal changes in
flight condition but small enough to enable the adaptive gain to be sensitive enough to deviation
from zero due to faults or failures. Here a has been chosen to be large to enable small changes
in ‖s(t)‖ to cause significant changes in the gain, so that the control system reacts quickly to
a fault. The parameter b on the other hand dictates the rate at which ρ(t) will decrease, after
‖s(t)‖ has returned below the threshold ε. For practical reason, the adaptive gain is limited at
a maximum of ρmax = 5. From (8.59), (1−γ1γ0)εη = 3×10−5 and b/4a(1− γ1γ0) = 2.5×10−5

and therefore the condition in Proposition 7 is satisfied.

8.6.2 Actuator fault estimation using least square method

In (8.7), the weighting matrix W which is used for the control signal redistribution, depends on
information about the actuator fault. In this chapter, it will be assumed that a measurement
of the actual actuator deflection is available. This is not an unrealistic assumption in aircraft
systems [37]. Information provided by the actual actuator deflection can be compared with the
signals from the controller to indicate the effectiveness of the actuator. The idea is to use a
‘least squares’ method to estimate the coefficients wi and ci in a relationship of the form

u(i,a) = wiui + ci

where u(i,a) represents the actual deflection and ui represents the demanded deflection i.e. the
controller output. The scalars wi and ci are obtained from a least squares optimization and
W = diag(w1, ..., wm). If the ith actuator is working perfectly, wi = 1 and ci = 0. If wi < 1
then a fault is present. In the Admire simulation, 10 data samples from a ‘moving window’,
collected at 100Hz are used to compute the wi and ci.
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8.6.3 Simulation results
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Figure 8.3: on–line CA: nominal no fault condition (solid thin line) vs. canard lock failure
(solid thick line): system responses
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Figure 8.4: on–line CA: left elevon lock with offset: without (solid thin line) & with adaptive
reference model (solid thick line).
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In the following simulations, the aircraft model undertakes a manoeuvre called ‘α roll’. In this
chapter, step demand of magnitude 10 deg is applied to AoA during 1-7 sec and a step of 150
deg/sec for roll rate is applied during 3-9 sec. (There is no reference command for sideslip angle
– see Figure 8.3). Figure 8.3 shows the response of the closed-loop system and compares the
nominal no-fault condition (solid thin line) and a situation when the canard jams at 2sec (solid
thick line). Note that some of the thick solid line overlaps the thin solid line. It can be seen that
the control signal is systematically re-routed to the right and left elevon to maintain the required
performance. The tracking responses show no degradation in performance and the commanded
state responses show that the controller tracks the reference model ‘perfectly’. Figure 8.3 also
shows accurate canard effectiveness estimation (wc) from the least squares method.

Figure 8.4 shows a non-symmetric type of actuator failure where the left elevon locks with
an offset at 1.6sec (i.e. a lock at a non-trim position). This scenario is much more difficult
compared to the one considered in [95]. Initially in Figure 8.4, a control signal is sent to
the left elevon. After the failure has been detected, the weight wi for the left elevon (wle)
in the control allocation is changed and the control signal sent to the left elevon is ‘switched
off’ and redistributed to the canard and right elevon. Figure 8.4 shows much more significant
non-linear gain adaptation (for both with and without reference model adaptation) when the
fault occurs. Figure 8.4 also shows comparisons between the controller with (solid thick line)
and without (solid thin line) reference model adaptation. It can be seen that in the event of
a severe failure, by ‘slowing down’ the reference model the control surface deflections become
less aggressive compared with the non-adapted reference model. Therefore (as observed in the
literature e.g. [112]), a much slower response is desirable to provide a safe level of degraded
performance and to prevent further damage to the aircraft.

8.7 ADMIRE simulations: fixed control allocation

8.7.1 Controller design

Note that in both the actuator effectiveness based CA scheme and the fixed and equally dis-
tributed CA scheme, the controller is designed based on the system in (8.21) and (8.68) when
K = 0: i.e. based on the pair (Â, B̂ν). The same sliding surface design as in Section 8.6.1
is used here. The only difference is the actual control signal being sent to the actuators. In
Section 8.6.1, the control signals sent to the actuators are based on (8.42) while in this section,
the control signals sent to the actuators are based on (8.63). Note also, as mentioned in Section
8.4, although the CA strategy proposed in this section is different from the one in Section 8.3,
the stability analysis of the reduced order sliding motion must satisfy the same condition i.e.
Equation (8.39). This is due to the fact that γ1 from (8.38) and γ2 from (8.37) correspond to the
same elements in the reduced order systems (8.34) and (8.73), and the fact that ‖B‡

2‖ = ‖B+
2 ‖.

Therefore, the analysis in Section 8.6.1 is also valid for the case of the fixed CA scheme.

The variables related to the adaptive non-linear gain in Section 8.4.1 have been chosen as
follows: it was found that choosing l1 = 0 and l2 = 1 gave sufficiently good performance. The
parameter η from (8.75) was chosen as η = 1. The adaptation parameters from Section 8.4.1
have been chosen as a = 3200, b = 0.0001 and ε = 3× 10−5. As in Section 8.6, the parameter
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ε was chosen to be able to tolerate the variation in ‖s(t)‖ due to normal changes in flight
condition but small enough to enable the adaptive gain to be sensitive enough to deviations
from zero due to faults or failures. Here a has been chosen to be large to enable small changes
in ‖s(t)‖ to cause significant changes in the gain, so that the control system reacts quickly to
a fault. The parameter b on the other hand dictates the rate at which ρ(t) will decrease, after
‖s(t)‖ has returned below the threshold ε. As in Section 8.6.1, rank(B2WBT

2 ) < 3 when the
rudder completely fails or any two surfaces from the set consisting of the canard and the left
and right elevons completely fail. Using the fact that, as in Section 8.6.3, only a single actuator
failure is considered, w from (8.77) has been found to be w = 0.2286. Therefore from (8.78),
ς = 60.9629 (where γ1 and γ0 are defined in Section 8.6.1). From (8.89), εη = 3 × 10−5 and
bς2/4a = 2.903× 10−5 and therefore the condition in Proposition 8 is satisfied.

8.7.2 Simulation results

The same manoeuvre and failure test conditions as in Section 8.6.3 is considered here. Figure
8.5 shows the aircraft responses when the canard fails at 2 sec, while Figure 8.6 shows when
the left elevon fails at 1.6 sec. Figure 8.5 shows the response of the closed-loop system and
compares the controller with (solid thick line) and without (solid thin line) reference model
adaptation. It can be seen that the tracking responses show no degradation in performance and
the commanded state responses show that the controller tracks the reference model ‘perfectly’.
Similar responses to those in Section 8.6.3 have been obtained. The controller with the adaptive
reference model (solid thick line) shows much less aggressive control surface deflection compared
to the one with a fixed reference model (thin line). There are a few differences in Figure 8.5
compared to Figure 8.3 associated with the signal ‖s(t)‖, the adaptive gain ρ(t), and the control
signal to the canard uc(t). Figure 8.5 shows that in the absence of the actuator effectiveness
estimation, the fixed CA scheme continues to send signals to the canard even after it has failed.
The absence of the actuator effectiveness estimate gives much larger deviations from the sliding
surface (‖s(t)‖) compared to the one in Figure 8.3. As a consequence of the larger ‖s(t)‖, the
adaptive gain ρ(t) is much higher than the one in Figure 8.3. The higher gain ρ(t) gives larger
control signals than in the nominal condition, which are sent to all actuators to compensate for
the jammed canard. This replicates the condition of passive FTC using sliding modes without
any FDI as shown in Chapter 4. The difference in this section is that total actuator failures
can be handled. The slow rate at which ρ(t) is decreasing in Figure 8.5 is due to the choice of
b for the adaptive gain.

Figure 8.6 shows a non-symmetric type of actuator failure where the left elevon locks with an
offset. This figure also shows a similar trend as in Figure 8.5. The control signal sent to the
jammed left elevon is not shut off (because of the absence of any FDI schemes). The deviation
from the sliding surface (‖s(t)‖ signal) is much higher compared to the one in Figure 8.4; and
this causes the adaptive gain ρ(t) to reach the maximum set gain. The large adaptive gain
increases the magnitude of the control signals sent to all the actuators and thus enables the
desired AoA, sideslip and roll rate performance to be maintained. Again, the slow rate at which
ρ(t) is decreasing in Figure 8.6 is due to the choice of b for the adaptive gain. Figure 8.6 also
shows comparisons between the controller with (solid thick line) and without (solid thin line)
reference model adaptation. By ‘slowing down’ the reference model, especially in the event
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Figure 8.5: fixed CA: canard lock with offset: without (solid thin line) & with adaptive reference
model (solid thick line).
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Figure 8.6: fixed CA: left elevon lock with offset: without (solid thin line) & with adaptive
reference model (solid thick line).
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of a severe failure, the control surface deflections become less aggressive compared with the
non-adapted reference model.

8.8 Conclusions

This chapter has proposed two new CA strategies using a model reference framework. One
is based on an on-line control redistribution and the other uses an equally distributed CA
scheme. An adaptive non-linear gain and an adaptive reference model, for FTC, have also been
proposed. In the first CA strategy, the effectiveness level of the actuators is used by the CA
scheme to redistribute the control signals to the remaining actuators when a fault or failure
occurs. The second CA scheme is based on fixed equally distributed control to all actuators
even in the case of faults or failures. The adaptive non-linear gain and reference model provide
on-line tuning for the controller. This chapter has presented a rigorous stability analysis for the
two proposed schemes and has proposed two adaptive non-linear gain strategies to maintain
sliding. The schemes have been implemented on the ADMIRE aircraft model and have shown
that faults and total actuator failures can be handled. The simulation results have shown good
performance even in worse failure scenarios than those considered in the existing literature.



Chapter 9

GARTEUR AG16 Case Study: ELAL
Flight 1862 Bijlmermeer Incident

The flight simulator results shown in Chapter 7 concentrated on individual control surface
failures (jams with offsets or runaways). In this chapter, the model reference controller from
Chapter 8 will be applied to the more challenging task of landing the aircraft under the ELAL
flight 1862 Bijlmermeer scenario under the assumption that no actuator effectiveness estimation
is available. This represents the actual situation in the Bijlmermeer incident, where there was
not enough information and no FDI available to inform the pilots of the actual damage to the
aircraft. This is one of the challenges and the ultimate goal set at the beginning of this thesis.

9.1 Introduction

Learning from previous incidents, where pilots successfully landed crippled aircraft – such as
Flight 232 in Sioux City, Iowa 19891, the Kalita Air freighter in Detroit, Michigan, October
20042 and the DHL freighter incident in Baghdad, November 20033 – suggests that in many
cases, the damaged/faulty aircraft is still ‘flyable’, controllable and some level of performance
can still be achieved, to allow the pilot to safely land the aircraft. A successful program by NASA
on propulsion controlled aircraft [43–46, 208] which considered the scenario of total hydraulic
loss, showed the proposed controller helped the pilots land the aircraft safely [208].

An independent investigation by Delft University of Technology [188] on the ELAL flight 1862
which crashed into an apartment building in Bijlmermeer, Amsterdam, suggested that there
was still some control and flying capability associated with the crippled aircraft. This is backed
up by an early publication of FTC on the ELAL 1862 scenario in [141] which showed that it was
possible to control the crippled aircraft (although in [141], an exact damage model is assumed
to be available).

This chapter presents the flight simulator results obtained by experienced pilots on the ELAL
flight 1862 (Bijlmermeer incident) scenario – which is one of the case studies associated with

1Flight 232 suffered tail engine failure that caused the total loss of hydraulics [42,84].
2The freighter shed engine no. 1, but the crew managed to land safely without any casualties.
3The DHL A300B4 was hit by a missile on its left wing and lost all hydraulics, but still landed safely [42].
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the GARTEUR AG16. The results in this chapter are the outcome of the controller evalua-
tion ‘flight testing’ campaign and the GARTEUR AG16 final workshop at Delft University of
Technology, the Netherlands in November 2007. The results represent the successful real–time
implementation of the SMC controller proposed in Section 8.4 on the SIMONA 6-DOF flight
simulator with actual pilots flying and evaluating the controller. The simulator tests by the pi-
lots were done with the ELAL flight 1862 scenario which was previously used in the independent
investigation of the Bijlmermeer incident by Delft University of Technology [188].

The ELAL flight 1862 incident represents a challenging scenario for any FTC strategy. In this
chapter, it will be assumed that the controller has no knowledge of the failure and damage to
the airframe, and that there is no FDI or fault estimation available.

The controller that has been used is the model reference sliding mode controller proposed in
Chapter 8. Here, since there is no FDI and no actuator effectiveness estimation available, fixed
control allocation (specifically Ω = I from (8.62)) will be used. In this situation, there is no
control signal redistribution to the healthy control surfaces. Instead, the fixed and equally dis-
tributed control allocation scheme is sufficient to access the remaining available control surfaces
and ‘passively’ control the aircraft while ensuring stability and some nominal performance.

An outer loop inertial landing system (ILS) PID is used in order to provide an outer loop
command (roll and flight path demand) to guide the aircraft to capture the localizer (LOC)
and glide slope (GS), and therefore landing the aircraft using a typical landing procedure. This
is a typical controller configuration used by the pilot to reduce the work–load, although this
setup can be changed from the Mode Control Panel (MCP – see Figure 7.3) to allow the pilot
to manually land the aircraft.

9.2 ELAL flight 1862: the incident

A brief discussion of the actual incident will be discussed in this section. This summary is based
on the actual incident report by The Netherlands Aviation Safety Board [2].

On the 4th October 1992, the ELAL flight 1862 freighter aircraft – a Boeing 747-200 (Figure
9.1) – departed from Schiphol Airport, Amsterdam after refueling. This was a scheduled flight
from New York JFK airport to Tel Aviv Israel, stopping in Amsterdam for refueling and a crew
change [2]. Two runways were in use that day, 01L for takeoff and 06 for landing.

The aircraft takeoff started from runway 01L at 17:21 with a gross weight of 338.3 metric tons.
The centre of gravity (CG) for takeoff was 23.1 percent of the mean aerodynamic chord (MAC).
The aircraft initial climb was normal. At about 17:27.30, as the aircraft reached an altitude of
about 6500ft, the pilots transmit an emergency call as the aircraft was turning to the right. The
pilots were operating under extreme workload conditions trying to control the aircraft. Straight
and level flight required full positive rudder pedal deflection and 60% to 70% maximum lateral
control (the wheel almost full to the left) [2]. At around 17:28.06, the air traffic controller
(ATC) instructed the pilot to turn to a heading of 260deg. At 17:28.17 the crew reported a fire
in engine no. 3 and reported the loss of thrust in engine no. 3 and 4. At 17:28.57, the crew
was initially informed that runway 06 was in use for landing but the crew requested runway 27
which was much closer to their current location in order to land quickly. However the aircraft
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Figure 9.1: ELAL flight 1862: the aircraft

(a) (b)

(c) (d)

Figure 9.2: ELAL flight 1862: the impact area at the Bijlmermeer apartment building
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Figure 9.3: ELAL flight 1862: flight trajectory

was only 7 miles away from runway 27 at an altitude of 5000ft i.e. too high for a landing
approach. The crew was instructed by the ATC to turn right to a heading of 360deg and
descend to 2000ft. At 17:31.17 ‘flap 1’ setting could be heard in the conversation in the cockpit.
The ATC then instructed a heading change to 100deg and asked for the current status of the
aircraft. The crew reported that engines no. 3 and 4 were inoperative and reported a problem
on the wing flaps. The aircraft passed through the required heading of 100deg and maintained
a heading of 120deg with airspeed 260 knots in a gradual descent to 2000ft. As the aircraft was
still heading to the required localizer (associated with runway 27), no correction in heading was
instructed by the ATC. The ATC then instructed another right turn to a heading of 270deg to
intercept the localizer and align for the final approach course. At this point the aircraft was at
4000ft, 260 knots ground speed and at a heading of 120deg, 3 nautical miles north of runway
27 centre–line and 11 miles away from the runway. The heading change took about 30 seconds
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and it was realized that the aircraft was going to overshoot the localizer. The ATC instructed
another right turn and a change of heading to 290deg in an attempt to capture the localizer from
the south. After 20 seconds the ATC instructed a heading and altitude change to 310deg and
1500ft respectively. At 17:35.03 the flight crew acknowledged the instruction and immediately
reported control difficulties. At approximately 17:35.28, the co–pilot reported that the aircraft
was ‘going down’ while the pilot was raising all flaps and lowering the landing gear. At 17:35.42
the aircraft crashed 13km east of Schiphol airport into an eleven floor apartment building in
Bijlmermeer, a suburb of Amsterdam (Figure 9.2). The aircraft was destroyed during impact
and due to the subsequent fire. Investigation of the crash site indicated that the impact was
at a very steep flight path angle with bank angle slightly over 90deg to the right and with the
nose down approximately 70deg [2]. All the 4 flight crew and approximately 43 other people on
the ground were fatally injured. The trajectory of the ELAL flight 1862 can be seen in Figure
9.3. Further details on the incident can be found in [2].

9.3 ELAL flight 1862: aircraft damage analysis

This section provides a summarized version of the incident report [2] describing the actual
damage on the aircraft:

Unknown to the flight crew, the inboard fuse-pin4 that held engine no. 3 to the pylon5 broke due
to fatigue. This caused no. 3 engine and its pylon to also separate from the right wing shortly
after takeoff causing damage to the leading edge of the right wing. The shedding of engine
no. 3 from the right wing in an outboard and rearward direction resulted in a collision with
no. 4 engine (see Figure 9.4), causing it and its pylon to separate from the wing. The damage
was extensive to the right wing structure (see Figure 9.4). Several parts of the leading edge
flaps and leading edge structures such as the leading edge flap no. 18 drive unit, the top skin
panel above pylon no. 3, the adjacent inboard top skin panel (located above the most outboard
Krügerflap6) and the pneumatic duct of the bleed air system (which is normally located in the
wing leading edge, between engines no. 3 and 4) detached from the wing when engines no. 3
and 4 were lost. It is assumed that due to the speed of the aircraft, the aerodynamic distortion,
and turbulence, some other parts were also blown off the leading edge of the right hand wing
up to the front spar. Right wing leading edge damage is assumed to have occurred up to the
front spar of the right hand wing over an area approximately 1 metre left of pylon no. 3, to
approximately 1 metre to the right of pylon no. 4. Figure 9.4 illustrates the estimated damage
to the right wing. (The amount of damage on the wing leading edge after the separation of
pylon no. 2 from a B747 accident at Anchorage on March 31, 1993 (Figure 9.5), is indicative
of the amount of damage probably inflicted on the El Al 1862 right wing leading edge [2]).

In summary, the damage and the effect to the ELAL flight 1862 aircraft after the engine no. 3
and 4 separation are:

4The role of the fuse pin is to allow the engine to separate from the wing under a strong impact load that
occurs in the event of a crash or hard landing in order to protect the fuselage from engine fire.

5The pylon is the structural component connecting the jet engine to the main wing.
6The Krügerflap is the hinged flap on the leading edge.
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Figure 9.4: ELAL flight 1862: actuator fault/failure and structural damage (adapted from
[2,188])

(a) (b)

Figure 9.5: Wing damage due to separation of engine no. 2, Anchorage, 1993 (Figure adapted
from [190]).
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1. loss of thrust from engine no. 3 and 4;

2. right wing leading edge damage causing changes to the wing aerodynamic (higher drag
and less lift due to the disrupted airflow over the damaged wing);

3. right inboard aileron and remaining spoilers 10 and 11 are less effective due to the airflow
disruption resulting from the damage to the leading edge of the right wing;

4. limited roll control due to the loss of the outboard aileron (which is required during slow
speed) and only partially available spoilers due to hydraulic no. 3 and 4 system loss;

5. weight loss of about 10 tonnes due to the separation of two engines;

6. hydraulic and pneumatic system no. 3 and 4 pressure loss;

7. loss and partial loss (half trim rate) of several control surfaces due to the loss of hydraulics
system no. 3 and 4 (see Figure 9.4);

8. lateral CG displacement due to the loss of the engines;

9. degraded lateral control due to lower rudder lag as a result of hydraulic pressure loss;

10. positive yawing moment to the right due to asymmetric thrust from engine no. 1 and 2;

11. partial loss of the right wing leading edge flaps and the loss of outboard trailing edge flaps
means that a high speed landing is necessary.

9.3.1 ELAL flight 1862: controllability and performance of the damage air-
craft

When the flight crew transmitted the emergency call at 17:27.30, the aircraft was turning to
the right. In order to stabilize the aircraft at 260 knots and maintain straight and level flight,
an almost full positive rudder deflection and almost maximum wheel (60%-70%) deflection was
applied by the pilot [2]. The amount of corrections in order to obtain straight and level flight
was something unexpected for the pilot, indicating something unusual had occurred.

A few paragraphs from [190] best describe the expected effect when engine failure occurs (but
the engine still intact) compared to the ELAL 1862 scenario; “. . .The aircraft design and certifi-
cation requirements state that there should be enough controllability to handle a multiple engine
failure on one side in order to continue flight. The air minimum control speed (Vmca) is defined
as the minimum speed during a failure of the most critical engine, at which aircraft control and
a fixed heading can be maintained with full rudder and with sufficient lateral control authority
to bank 5 degrees into the operating engine. The first sign of an engine failure will be a sudden
roll of the aircraft. If directional control is not applied, or with a fixed rudder deflection, thrust
asymmetry will cause the aircraft to yaw. Assuming a right multiple engine failure for a nominal
case with no structural wing damage, the resulting yaw will create a negative side slip angle that
creates a positive roll moment to the right. Instant control compensation in an engine failure
flight condition consists of applying a rudder pedal input to counteract the yawing moment, a
control wheel deflection to counteract the rolling moment or applying a thrust reduction on the
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remaining engines to decrease the yawing moment.
For the case of ElAl Flight 1862, the wing damage caused an additional lift loss and drag in-
crease on the right wing. Because these effects are a function of angle of attack, increase of
angle of attack will create an additional rolling moment and yawing moment into the direction
of the dead engines. This in turn will require more opposite control wheel deflection, especially
to counteract bank steepening during manoeuvring. Banking into the dead engines will increase
the minimum control speed and therefore reduce the available controllability.
The Flight 1862 accident aircraft was designed to have enough rudder authority to keep the
control wheel almost neutral with two engines inoperative on one side. However, in the case
of Flight 1862, the DFDR (digital flight data recorder) indicates that control wheel deflections
between 20 to 60 degrees to the left were needed for lateral control and straight flight. The aero-
dynamic effects due to the wing damage and degraded effectiveness of the right wing inboard
aileron, required larger left wing down control wheel deflections than in the nominal case. . . . ”

The extensive damage to the right wing caused severe disruption of the airflow at the leading
edge of the right wing, causing major aerodynamic changes thus reducing its lift generating
capability and increasing drag. “. . .At small angles of attack the lift on both wings was essen-
tially equal, at higher angles of attack the increase in lift on the damaged wing was less than the
increase of lift on the undamaged wing. An increase in angle of attack therefore generates a roll
moment. In the case of El Al 1862 this increase caused bank steepening during the right turns
in the direction of the damaged wing. This effect was confirmed by the DFDR data . . . ” [2].

Later studies [188] managed to estimate the total drag using the reconstruction of the ELAL
1862 aircraft in simulation. When compared with the DFDR a reasonable match was obtained.
It is further stated in [188] that a 10% drag increase at low angle of attack was estimated
compared to the undamaged wing. At higher angle of attack, a 20% to 30% increase in drag
was estimated, due to flow separation behind the damaged leading edge. The extensive damage
to the leading edge of the right wing (which caused flow separation and turbulence) meant that
the right inboard elevator and the remaining spoilers 10 and 11 became less effective. This
required more aileron deflection on the left inboard wing just to maintain straight and level
flight. This is reflected in the almost maximum wheel deflection to the left applied by the pilot.

It is further reported in [2] that “. . .An energy analysis was performed based upon altitude and
airspeed data from the DFDR. It should be realized that this method does not allow extrapolation
of performance capabilities in other conditions than those encountered during this flight. Based
on this analysis the following conclusions were made:

• Marginal level flight capability was available at 270 knots and go-around power with a
limited manoeuvring capability

• Performance degraded below about 260 knots at increased angles of attack. Deceleration
to 256 knots resulted in a considerable sink rate.

. . .Until the last phase of the flight, aircraft control was possible but extremely difficult. The
aircraft was in a right turn to intercept the localizer and the crew was preparing for the final
approach and may have selected the leading edge flaps electrically. During the last minute, the
following occurred, as derived from DFDR data: the aircraft decelerated when the pitch attitude
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was increased probably to reduce the rate of descent. The associated increase in angle of attack
caused increased drag. The additional drag from a side slip and possibly extended leading edge
flaps resulted in a further speed decay. This speed decay was probably the reason for increasing
thrust on the two remaining engines. All this generated an increased roll moment to the right
by:

1. asymmetric lift generation at an increased angle of attack;

2. high thrust asymmetry;

3. loss of aerodynamic efficiency of the right hand inboard aileron at increased angle of attack;

4. possible asymmetric lift due to leading edge flaps operation.

The resulting roll moment exceeded the available roll control . . . ” This contributed to the
excessive roll, loss of altitude and loss of control during the last phase of the flight. A similar
effect was also seen during the GATREUR AG16 flight evaluation test by three experienced
pilots in the SIMONA motion flight simulator when using the classical/existing B747 controller
(see the discussions in Section 9.6).

In one of the conclusions of the incident report [2], it was mentioned that in the case of
ELAL 1862 “ . . .Performance and controllability were so severely limited that the airplane was
marginally flyable . . .Because of the marginal controllability a safe landing became highly im-
probable, if not virtually impossible . . . ”. The independent investigation done later in Delft
University of Technology [152, 188], which also looked into the performance capabilities using
simulations, suggests that there was still some control and flying capability and that the aircraft
was still “. . . recoverable . . . ”. It is further elaborated in [190] that “. . . from a technical point of
view, the accident aircraft was recoverable if unconventional control strategies were used . . . ”.
Further studies using [141] showed that it is possible to control the crippled aircraft (although
in this FTC paper, an exact model of the damaged aircraft was assumed to be available).

One of the main findings in [152] is that “. . . a significant improvement in available performance
and controllability was available at lower weight if more fuel had been jettisoned . . . ” [188].

It is also interesting to highlight that, for the duration of the incident, the flight crew was
unaware engines no. 3 and 4 had separated from the wing despite reporting loss of thrust
from both engines. In [2] “. . . Information regarding the separation of both engines did not reach
the ATC controllers concerned with the emergency, and was therefore not relayed to the crew.
Although it remains questionable if, when relayed, this knowledge would have changed the course
of events, it could have given the crew at least a better understanding of the unusual situation
. . . ”. This is the motivation for the tests in this chapter to be carried out under the assumption
that the type of failure is unknown and in the absence of any FDI or fault reconstruction
strategy.

9.4 Controller design

In this chapter both lateral and longitudinal control is considered. The main objective of the
controller design is to bring the damaged ELAL 1862 aircraft to a near landing condition on
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Runway 27 at Schiphol airport (through a proper landing approach using localizer (LOC) and
glide slope (GS) capture procedures if possible). It is assumed that no FDI or fault reconstruc-
tion is available to replicate the actual ELAL 1862 scenario – indeed the flight crew were even
unaware that engine no. 3 and 4 had detached from the right wing.

As in Chapter 7, a linearization of the nominal aircraft has been obtained around an op-
erating condition of 263,000 Kg, 92.6 m/s true airspeed, and an altitude of 600m at 25.6%
of maximum thrust and at a 20deg flap position. The result is a 12th order linear model
(separated into two 6th order models) associated with the lateral and longitudinal states.
For design purposes, only the first four longitudinal and lateral states have been retained.
The state-space system pairs, representing the lateral and longitudinal systems about the
trim condition, can be found in (7.1), (7.2), (7.3) and (7.4) in Chapter 7. The states rep-
resent xlat = [p r β φ]T and xlong = [q Vtas α θ]T. The lateral control surfaces are
δlat = [δair δail δaor δaol δsp1−4 δsp5 δsp8 δsp9−12 δr e1lat

e2lat
e3lat

e4lat
]T which represent aileron

deflection (right & left - inner & outer)(rad), spoiler deflections (left: 1-4 & 5 & right: 8 &
9-12) (rad), rudder deflection (rad) and lateral engine pressure ratios (EPR). The longitudinal
control surfaces are δlong = [δe δs e1long

e2long
e3long

e4long
]T which represent elevator deflection

(rad), horizontal stabilizer deflection (rad), and longitudinal EPR.

As in Chapter 7, the controlled output distribution matrices are

Cclat
=

[
0 0 1 0
0 0 0 1

]
, Cclong

=

[
0 0 −1 1
0 1 0 0

]

which represent the states φ and β for lateral control, and flight path angle (FPA) and Vtas for
longitudinal control. These linear models of the nominal damage free aircraft will be used to
design the control schemes which will be described in the next sections. This is a major difference
compared to [141] where the MPC controller is designed based on the exact knowledge of the
damaged aircraft.

In the original coordinates, the control law can be summarized as:

νl(t) = Le(t) + Fxm(t) + Gyd(t)

where L = −SA and SBν has been scaled so that SBν = I. The nonlinear term νn(t) is given
in (8.75), where the nonlinear gain ρ(t) is based on the adaptive law (8.44)-(8.46). The final
control law is given in (8.63) i.e. a fixed CA scheme which does not depend on estimates of
K(t).

9.4.1 Lateral Controller Design

The feedback matrices for the ideal lateral model from (8.17) have been designed using eigen-
structure assignment [137]. The eigenvalues were chosen as {−0.3500±0.1500i,−0.5000,−0.4000}
and the desired and obtained eigenstructure are respectively:
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


∗+ ∗i ∗ − ∗i ∗ 0
0 0 0 0

∗+ ∗i ∗ − ∗i 0 0
1 + ∗i 1− ∗i 1 1




︸ ︷︷ ︸
desired

=⇒




0.3195− 0.1369i 0.3195 + 0.1369i 0.4498 0.3748
−0.0000− 0.0000i −0.0000 + 0.0000i −0.0430 −0.0526
0.1619 + 0.1412i 0.1619− 0.1412i 0.0182 0.0275

−0.9127 −0.9127 −0.8919 −0.9252




︸ ︷︷ ︸
obtained

which yields

Flat =

[
0.5592 −0.8808 −0.6384 0.1010
0.0823 1.3729 2.5265 −0.5851

]

As in Section 8.6.1, the feed-forward matrix Glat has been designed using the inverse steady-
state gain for the virtual triple (Alat, Bνlat

, Cclat
): specifically

Glat = −(Cclat
(Alat + Bνlat

Flat)−1Bνlat
)−1

Here

Glat =

[
−0.3078 0.0651
0.7310 0.3891

]

As in Chapter 7, it will be assumed that at least one of the control surfaces for both φ and β

tracking will be available when a fault or failure occurs (i.e. one of either the four ailerons or
the four spoilers will be available, and one of either the rudder or the four engine thrusts are
available). Based on these assumptions, it can be verified from a numerical search that γ0lat

from (8.70) is γ0lat
= 8.1314, which is the same as in Chapter 7, as γ0lat

only depends on the
linear plant model.

The matrix which defines the hyperplane must now be synthesized so that the conditions of
(8.39) are satisfied. A quadratic optimal design (as discussed in Section 3.4.1) has been used
to obtain the sliding surface Slat which depends on the matrix Mlat in Equation (8.28). The
symmetric positive definite state weighting matrix has been chosen as Qlat = diag(2, 2, 1, 1).
The first and second terms of Qlat are associated with the equations of angular acceleration
in roll and yaw (i.e. Blat,2 term partition in (7.2)) and thus weight the virtual control term.
Thus by analogy to a more typical LQR framework, they affect the speed of response of the
closed–loop system. Here, the first and second terms of Qlat have been more heavily weighted
compared to the last two terms, to give a reasonably fast closed–loop system response. The
poles associated with the reduced order sliding motion are {−0.7136± 0.0522i}, where

Mlat =

[
0.0813 −1.9138
1.3455 0.1854

]

Based on this value of Mlat, simple calculations from (8.38) show that γ1lat
= 0.0230, therefore

γ0lat
γ1lat

= 0.1870 < 1 and so the requirements of (8.39) are satisfied. Also for this particular
choice of sliding surface, ‖G̃lat(s)‖∞ = γ2lat

= 0.0563 from (8.37). Therefore from (8.39),

γ2lat
γ0lat

1− γ1lat
γ0lat

= 0.5627 < 1
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which shows that the system is stable for all 0 < wi ≤ 1. For implementation, the discontinuity
in the nonlinear control term in (8.41) has been smoothed by using a sigmoidal approximation
as in Section 3.2.2 where the scalar δlat = 0.05. This removes the discontinuity and introduces
a further degree of tuning to accommodate the actuator rate limits – especially during actuator
fault or failure conditions.

For simplicity, the variables related to the adaptive nonlinear gain have been chosen as l1lat
= 0

and l2lat
= 1, as in the last chapter. The parameter ηlat from (8.41) was chosen as ηlat = 1.

In practice, a maximum limit ρmax for the adaptive nonlinear gain in (8.44) has been imposed
to avoid the actuators becoming too aggressive. Here, the maximum gain was set at ρmaxlat

=
5. The adaptation parameters from (8.45) have been chosen as alat = 100, blat = 0.01 and
εlat = 5 × 10−2. As in the last chapter, the parameter εlat was chosen to be able to tolerate
the variation in ‖slat(t)‖ due to normal changes in flight condition, but small enough to enable
the adaptive gain to be sensitive enough to deviation from zero due to faults or failures. Here
alat has been chosen to be large to enable small changes in ‖slat(t)‖ to cause significant changes
in the gain, so that the control system reacts quickly to a fault. The parameter blat on the
other hand dictates the rate at which ρlat(t) will decrease after ‖slat(t)‖ has returned below the
threshold εlat.

To emulate real aircraft flight control capability, an outer loop heading control law was designed
based on a PID, to provide a roll command to the inner–loop sliding mode controller. In the
SIMONA implementation, this outer loop heading control can be activated by a switch in the
cockpit. The proportional gain as Kplat

= 3, the integrator gain was set as Kilat
= 0.1 and the

derivative gain was set as Kdlat
= 3. Note that the integrator component is only activated when

the heading angle error is less than 5deg to remove unwanted oscillation during manoeuvres
but to still eliminate steady state error.

9.4.2 Longitudinal Controller Design

As in the lateral controller, the feedback matrices for the ideal longitudinal model from (8.17)
have been designed using eigenstructure assignment [137]. The eigenvalues were chosen as
{−0.2400± 0.1700− 0.7000− 0.1250} and the desired and obtained eigenstructure are




0.5 + ∗i 0.5− ∗i 0 0
0 0 0 1

0.5 + ∗i 0.5− ∗i 0 0
0 0 1 0




︸ ︷︷ ︸
desired

=⇒




0.1812− 0.1283i 0.1812 + 0.1283i −0.1057 0.0001
−0.0020 + 0.0015i −0.0020− 0.0015i −0.0060 1.0000
0.3220− 0.5264i 0.3220 + 0.5264i 0.9829 −0.0037

−0.7549 −0.7549 0.1510 −0.0012




︸ ︷︷ ︸
obtained

respectively which yields

Flong =

[
−0.0012 −0.0380 −0.6113 3.4367
−0.0523 0.0017 0.4395 −0.2396

]

As in the lateral control design, the feed-forward matrix Glong has been designed using the
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inverse steady-state gain for the virtual triple so that

Glong = −(Cclong
(Along + Bνlong

Flong)−1Bνlong
)−1

Here, the lateral feed-forward matrix Glat is given by

Glong =

[
−0.0015 0.0438
0.0665 −0.0024

]

As in Chapter 7, it will be assumed that at least one of the control surfaces for FPA tracking
will still be available when a fault or failure occurs. It is also assumed that at least one of the
four engines is available for Vtas tracking. Based on these assumptions, it can be verified from
a numerical search that γ0long

= 8.2913 from (8.70).

As in the lateral controller, a quadratic optimal design has been used to obtain the sliding
surface matrix. The weighting matrix has been chosen as Qlong = diag(2, 2, 1, 1). Again, the
first two terms of Qlong are associated with the Blong,2 term partition in (8.2) (i.e. the q and
Vtas states) which weight the virtual control term. These have been more heavily weighted
compared to the last two terms. The poles associated with the reduced order sliding motion
are {−1.1157,−0.3737} where

Mlong =

[
−0.0124 −0.0037
0.4786 0.1247

]

Based on this value of Mlong, simple calculations from (8.38) show that γ1long
= 3.0160× 10−4.

Therefore γ0long
γ1long

= 0.0025 < 1 and so the requirements of Equation (8.39) are satisfied.
For this choice of sliding surface, ‖G̃long(s)‖∞ = γ2long

= 0.0066 from (8.37). Therefore from
(8.39),

γ2long
γ0long

1− γ1long
γ0long

= 0.0551 < 1

which shows that the system is stable for all 0 < wi ≤ 1. The discontinuity in the nonlinear
control term in (8.41) has been smoothed by using a sigmoidal approximation where the scalar
δlong = 0.05.

As in the lateral design, the variables related to the adaptive nonlinear gain have been chosen
as l1long

= 0 and l2long
= 1. This was also found to give sufficiently good performance and

removes the dependence of r(t) on x(t) and simplifies the implementation. The parameter ηlong

from (8.41) was chosen as ηlong = 1. In practice, a maximum limit ρmax for the adaptive
nonlinear gain in (8.44) is imposed to avoid the actuators from becoming too aggressive. Here,
the maximum gain was set as ρmaxlong

= 2. The adaptation parameters from (8.45) have been
chosen similar to those in the lateral design; i.e. along = 100, blong = 0.01 and εlong = 5× 10−2.

Again, to emulate real aircraft flight control capability, an outer loop altitude control law was
designed based on a PID, to provide a FPA command to the inner loop sliding mode controller.
In the SIMONA implementation, this outer loop altitude control can be activated by a switch
in the cockpit. The proportional gain was set as Kplong

= 0.001, the integrator gain was set
as Kilong

= 0.00004 and the derivative gain was set as Kdlong
= 0.02. Note that the integrator
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component is only activated when the altitude error is less than 15m to remove unwanted
oscillation during manoeuvres but to eliminate steady state error.

Note that both the lateral and longitudinal controllers manipulate the engine EPRs. For lateral
control, differential engine EPR is required as a secondary ‘actuator’ for β tracking; whilst for
longitudinal control, collective EPR is used for Vtas tracking. In the trials, ‘control mixing’ was
employed, where the signals from both the lateral controller (e1lat

, e2lat
, e3lat

and e4lat
) and

longitudinal controller (e1long
, e2long

, e3long
and e4long

) were added together before being applied
into each of the engines.

9.5 SIMONA implementation

The designed controller was implemented on the SIMONA flight simulator. The command
input from the pilot is through the MCP. The new additional item in this control scheme is
the implementation of the APP (approach) button which is engaged in order to intercept the
LOC7 (localizer) and GS8 (glide slope) for the desired runway.

The controller was implemented as a SIMULINK (version 2006b) model with appropriate inputs
and outputs to connect it with the SIMONA hardware, as described in Figure 9.6. In Figure
9.6, one major difference compared to the implementation in Chapter 7 is the addition of the
ILS landing capability which has been added to the control loop to allow the aircraft to land
on Runway 27 at Schiphol.

The controller was set up to work with an Ode4 solver with a fixed time step of 0.01sec. The
available processing power is sufficient to run the controller in real time, i.e. within 10 ms per
time step.

A connection with the MCP on the flight deck (Figure 9.7) enables the selection of ‘control
modes’ e.g. altitude hold, heading select and reference values. The simulator trials were per-
formed with the speed, altitude and heading select modes active. The pilot commands new
headings, speeds or altitudes by adjusting the controls on the MCP.

9.5.1 ILS landing

A sensor which measures the deviation from the LOC angle/beam error (which is available in
typical transport aircraft) combined with the current aircraft heading and VOR (VHF Omni-
directional Radio Range9) course radial is used for aligning the aircraft towards the runway. The
output of this outer loop is a roll demand for the LOC controller and an FPA demand for the

7A localizer is one component of an Instrument Landing System (ILS). The localizer provides runway centre–
line guidance to an aircraft. The Localizer is placed at the far end of the approached runway. Its covers a
distance of up to 46.3km in a cone of up to 10deg either side of the course.

8The Glideslope provides vertical guidance to the aircraft during descent. The standard glide-slope path
is 3deg. The glideslope signal is emitted by an antenna, located near the end of the runway. The glideslope
provides the precise required altitude leading to the touchdown zone of the runway.

9VOR is a type of radio navigation system for aircraft. VORs broadcast a VHF composite radio signal and
data that allows the airborne receiving equipment to derive a magnetic bearing from the station to the aircraft
(the direction from the VOR station in relation to the earth’s magnetic North at the time of installation). This
line of position is called the "radial" in VOR parlance. The intersection of two radials from different VOR
stations on a chart allow a "fix" of the specific position of the aircraft.
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Figure 9.6: SIMONA interconnections
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Figure 9.7: Mode control panel (MCP)

GS controller. These demand signals replace the pilot commands to the main SMC controller
to allow for an almost automatic landing procedure. The outer loop controller (LOC and GS)
is armed by the pilot by engaging the APP (approach) button on the MCP (see Figure 9.7)
when the aircraft is near the LOC signal coverage. In normal operation, the LOC will be the
first to be engaged (LOC valid) when the aircraft is inside the LOC coverage (the DME10 is less
than 46.3km when the aircraft is inside the coverage angle of ±10deg from the LOC beacon and
(-7,-0.75) deg inside the glideslope (GS) beacon). During the armed phase, the LOC controller
is in standby mode and the aircraft is controlled either by heading or roll commands from
the pilot. When the LOC is engaged (LOC valid), the LOC controller will provide the inner
roll command to the core lateral sliding mode controller and the whole process becomes an
automatic landing mode: i.e. no input from the pilot is needed. The GS is then engaged (GS
valid) when the aircraft is inside the GS coverage (i.e. the DME is less than 18.5km, LOC is
within ±8deg and the GS is within (-1.35,-5.25) deg inside coverage). The GS is in an armed
phase (after the APP button is engaged), and the GS controller is in a standby mode with the
aircraft controlled using altitude or via FPA commands from the pilot. When the GS controller
is engaged (GS valid), the GS controller will provide the FPA command to the core longitudinal
SMC controller: again no input from the pilot is needed. If for some reason, during the LOC
and GS manoeuvre to the runway, the LOC or GS becomes invalid (i.e. if the aircraft goes
outside the LOC and GS coverage ‘cones’), then the LOC and GS controller provide zero roll
and FPA commands respectively. Then, the pilot can disengage the APP button to retake full
control of the aircraft.

9.6 SIMONA flight simulator results with experienced pilots

The controller has been flown by three different pilots with experience on B747, B767, A330
and Citation II aircraft. Prof. J.A. Mulder, an experienced B767 and Citation II pilot, has
rigorously tested the controller during the flight evaluation campaign before the GARTEUR
AG16 final workshop in November 2007. During the AG16 final workshop, Hessel Benedictus,
an experienced B747 pilot, flew the damaged ‘aircraft’ on the SIMONA simulator, during a
presentation to the general public, including the local Dutch press (TV news, radio and news-
papers). The results presented here are from tests flown by Arun Karwal, an experienced A330
KLM (Royal Dutch Airlines) pilot and test pilot for NLR (National Aerospace Laboratory, the
Netherlands) during the pilot evaluation campaign in November 2007.

Note that even though the controller has been designed based on the linearization using a weight
10DME (Distance Measuring Equipment) is a transponder-based radio navigation technology that measures

the distance between the LOC beacon and the aircraft by timing the propagation delay of VHF or UHF radio
signals.
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of approximately 263 000kg, the controller was tested with a heavy trim weight of 317 000Kg
as per the actual ELAL 1862 aircraft. This removes the advantage of low weight and low speed
manoeuvrability and higher performance and controllability compared to the heavy trim weight
as discussed in Section 9.3, which was one of the main findings in [152]. The heavy trim weight
for the flight test also replicates the actual ELAL 1862 scenario and fits with the assumption
that the exact damage and condition of the aircraft, post faults, is unknown, thus making the
challenge even harder.

The flight test was made as realistic as possible. As in the actual ELAL 1862 scenario, the
aircraft flew in a northerly direction from runway 01L before starting to make a right turn.
Immediately after the right turn, the ELAL failure scenario occurred (see Figure 9.8) whereby
engines no. 3 and 4 detached from the right wing and caused significant damage to the right
wing. The chosen runway, Runway 27, faced west at an angle of approximately 269deg from the
north. Therefore in order for the aircraft to land, two 90deg turns must be performed before
aligning the aircraft on Runway 27. During the third right turn, the aircraft was required to
capture a localizer signal which guides the heading of the aircraft to line it up with the runway.
During this normal procedure for landing, the aircraft will also be required to intercept a glide
slope signal to enable the aircraft to descend at about a 3deg flight path angle, which will bring
the aircraft to the landing target zone. The flare11 and the actual landing of the aircraft were
not carried out and the simulation was stopped at a point 50ft above the ground level.
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Figure 9.8: Classical & SMC controller: 3-D flight trajectory

11Flare is the nose up manoeuvre of the aircraft, used at the final part of landing i.e. just before touch down
to arrest the descent rate.
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9.6.1 Classical Controller

Figures 9.9-9.11 show the results of the piloted evaluation using the classical controller tested
under the ELAL flight 1862 scenario. The classical controller was tested by the experienced
pilots to give them some ‘feel’ and an idea of the severity of the actual ELAL scenario. The
classical controller makes the pilot appreciate the controllability challenges and difficulties ex-
perienced during the failure, especially when compared to the FTC schemes.

Figure 9.8 shows an example of the flight trajectory of the piloted classical controller in the
ELAL 1862 scenario. After the failure, the aircraft is still able to do right turns. Only during
the final stage of the test flight does the aircraft lose control and crash before being able to line
up with the runway.

0 200 400 600
−100

−50

0

w
he

el
 (

de
g)

0 200 400 600
−5

0

5

10

co
lu

m
n 

(d
eg

)

0 200 400 600
0

5

10

pe
da

l (
de

g)

0 200 400 600
−0.5

0

0.5

1

fla
ps

 (
de

g)

0 200 400 600
50

60

70

80

90

th
ro

ttl
e 

le
ft 

(d
eg

)

0 200 400 600
50

60

70

80

90

th
ro

ttl
e 

rig
ht

 (
de

g)
engine 3 & 4 missing engine 3 & 4 missing

Figure 9.9: ELAL 1862 scenario: classical controller: pilot deflection

The results shown in Figures 9.9-9.11 have been carried out with the heavy trim weight. Figure
9.9 shows the pilot control deflections. As described in Section 9.3 above, and in the incident
studies in [2,152], similar patterns appear. Immediately after the failure, the deflection of wheel,
column and pedal increase in magnitude. As in the ELAL 1862 flight, almost maximum wheel
deflection to the left to counter the right turn is visible. Also visible is the pedal deflection to
counteract the yawing moment of the asymmetric thrust. Figure 9.9 also shows that near to the
final stages of the test, a flap setting of 1deg is selected to prepare for landing. At about 600 sec,
the power lever angle (throttle) is also reduced for landing. However, when the speed reaches
110 m/s (approx 220 Kn) near 700sec (Figure 9.10), the aircraft becomes hard to control and
banks to the right. Figure 9.9 shows that maximum left pilot wheel deflection is applied. Still
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Figure 9.10: ELAL 1862 scenario: classical controller: states

unable to recover from the right bank, the flap is returned to a zero degree setting, and the
throttle input is increased in order to regain control. However the aircraft still rolls to the right
and loses altitude and speed. The loss of altitude and FPA tries to be compensated for by the
high positive (pull towards the pilot) column deflection. At this stage, all control is lost and the
aircraft rolls at almost 80deg right with the FPA nearing -40deg and the pitch angle passing
-20deg. This is similar to what is described in the incident report in [2] when the ELAL 1862
aircraft hit the apartment building in Bijlmermeer, Amsterdam.

Analyzing the plots further, it can be seen that when the throttle is reduced in preparation
for landing, the speed becomes low, and during descent, the angle of attack becomes high. As
discussed in Section 9.3.1 and in [2,152,188,190], the increase in the angle of attack causes high
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Figure 9.11: ELAL 1862 scenario: classical controller: control surfaces deflection

flow separation and turbulence behind the damaged right wing leading edge, resulting in the
loss of lift and high drag (compared to the left wing). This increases the rolling and yawing
moment to the right which results in a further drop in altitude and speed.

Figure 9.11 shows the control surface deflections of the classical controller. One major feature
of the classical controller is that most of the control surfaces are mechanically linked. For
example, the outer ailerons on the left and right wing is only fully active when a flap setting
of more than 5deg is used [91,92]. This can be seen in Figure 9.11, where the outboard aileron
is inactive throughout the flight test. The high deflection of the left aileron and spoilers up to
the saturation limits (-20deg for the aileron and 40deg for the spoiler) after the engine failure
shows that there is limited control even at a speed of 130-140kn. Note that a positive deflection
for ailerons is a deflection down, and for the spoilers, positive is deflected up [91,92]. The high
deflections of the control surfaces on the left wing compensate for the loss of efficiency of the
right inboard aileron and the remaining spoilers (10 and 11), and for the higher drag and loss
of lift due to flow separation/turbulence caused by the damage to the leading edge of the right
wing. This is also due to the fact that there is no direct authority to the outer ailerons due to
mechanical linkages preventing the outboard aileron being functional in the classical controller
setup [91, 92]. (This is one of the motivations for fly by wire (FBW) aircraft control). Figure
9.11 shows that the aileron deflections are most of the time at the saturation limits after the
loss of engine 3 and 4 in order to obtain straight and level flight, and therefore most of the roll
manoeuvre capability is assisted by the spoiler deflections. Shortly after the reduction in speed
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i.e. approximately after 600sec, the left aileron and spoilers saturate again, but due to the
lower speed and higher angle of attack, the control surface deflections are insufficient to regain
control as the aircraft has gone beyond the capability of the control surfaces to provide enough
controllability and performance. Note that the general control surface deflections and behaviour
in Figures 9.9-9.11 closely follow the findings of the actual ELAL 1862 incident reported in [2].

Figure 9.8 shows the flight trajectory of the test. Three different trajectories are shown; the
ELAL 1862 scenario with classical and SMC controllers and one with the SMC without any
failure. With the classical controller, the pilot manages to maintain some performance and
managed two banking turn manoeuvres. During the preparation for landing and capture of the
localizer, the aircraft loses control and the simulation was stopped. The other two trajectories
associated with safe landings by the SMC controller will be discussed in the next section.

9.6.2 SMC controller

As described in the last section, Figure 9.8 shows two trajectories of flight tests using the SMC.
The fault–free test of the SMC is to give the pilot the feel of the capability of the controller
in the nominal condition. Initially the aircraft was flown straight and level, before a heading
change of 90deg to the east was performed. The pilot tested the aircraft’s capability to climb to
a pre-specified altitude from 600m altitude to approximately 800m. Then the pilot commands a
return to an altitude of 600m and performs another right turn to capture the LOC. At this stage,
the pilot ‘arms’ the APP in order to prepare for an automated landing approach. Once the
aircraft captures the LOC signal, a final turn towards the centre-line of Runway 27 is started,
and after a while, the GS signal is captured and the aircraft descends towards the runway at
around a 3deg glide slope. Note that starting from the moment the pilot activates the APP
button in the MCP and the LOC signal has been captured, the aircraft is in a fully automated
landing mode and no other pilot input is required.

Note that as discussed in Section 9.4, the controller has been designed based on a linearization
obtained around an operating condition of 263,000 Kg, 92.6 m/s true airspeed, and an altitude
of 600m at 25.6% of maximum thrust and at a 20deg flap position. The actual pilot test was
performed at 317,000Kg, a speed of 133.8m/s and a flap setting of 1deg. The test was done
at a different trim condition to allow the pilot to rigorously test the controller and access the
controller performance under different operating conditions. Also note that the B747 aircraft
setup in the GARTEUR AG16 program using the FTLAB747 software, has been modified to
include a state of the art fly by wire capability, ‘removing’ mechanical links and locks from
the classical B747 configuration. This allows more flexibility in the control strategy exploiting
independent control of all available surfaces thus increasing the ways redundant control surfaces
can be used to achieve fault tolerant control.

Figure 9.8 also shows the trajectory of the SMC controller tested with the ELAL 1862 failure
scenario. The same controller as that used in the nominal fault–free case is applied. In general,
the controller performs the same right turn manoeuvres, LOC and GS intercept and lands on
Runway 27. The SMC with the ELAL 1862 failure manages to bring the aircraft near to landing
on the desired runway. Figure 9.12 shows the controlled states of the damaged aircraft with the
SMC controller. Note at the beginning of the simulation, before the failure occurs at around
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Figure 9.12: ELAL 1862 scenario: SMC controller: controlled states

200sec, the FPA, Vtas and altitude show small steady state errors due to the mismatch between
the designed trim conditions and the test conditions as described earlier. This is due to the
absence of integrators in the main SMC controller. The mismatch between the designed and
test trim conditions demonstrate the controller coping with uncertainty and allows the pilot to
rigorously test the controller outside its ‘comfort zone’.

Figure 9.12 shows that after the failure occurs, at approximately 200sec, the climb capability of
the aircraft is slightly degraded when the pilot requests an increase in altitude to 800m (from
600m). On the other hand, the more important descent capability of the SMC controller is not
degraded as it is able to follow the glide slope of 3deg towards the runway. This is shown in
Figure 9.13. The glide slope error is maintained below 0.5deg. Figure 9.12 also shows that the
side slip angle of the damaged aircraft has been maintained in the interval (0.5,-1.5) deg which
is an improvement on the classical controller in Figure 9.12. Heading changes of the damaged
aircraft with the SMC controller in Figure 9.12 also show a more systematic and higher level
of performance of the controller – even when subjected to the ELAL 1862 failures. This shows
that the lateral controller is able to deal with the asymmetric change in CG, weight and the
asymmetric thrust conditions, and maintains the desired change in heading. Decreasing the
speed to approximately 120m/s does not have the devastating and unstable effect seen in the
classical controller. In fact, as suggested in [2,152], reducing the speed helps in terms of lateral
control. This is seen in terms of the deviation of the side slip angle in Figure 9.12. The side
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Figure 9.13: ELAL 1862 scenario: SMC controller: LOC and GS deviation angle

slip angle is much smaller than at higher speed after the failure has occurred. The roll angle
tracking again shows good performance even after the loss of the engines and the hydraulics
associated with the ELAL 1862 scenario.

Figure 9.13 shows the signals from the ILS sensors. It represents the DME , LOC & GS
deviation and the moment when the LOC and the GS is engaged (valid/engaged) after being
‘armed’ using the APP button in the MCP. As usual, the LOC is engaged before the GS. The
LOC coverage is much further than the GS and this allows the aircraft to be aligned to the
extended centre–line of the runway before following the specified 3deg glide slope descent.

Figure 9.14 shows the control surface deflections under the ELAL 1862 scenario. This figure
highlights the major difference between the classical controller (which is mechanically linked)
and the FBW aircraft that has been provided by the GARTEUR AG16 modification [190]. In
this figure, the outer ailerons can be seen to be independently mobile before the occurrence
of the failure. After the failure, the outer ailerons (left and right) ‘float’ due to the loss of
hydraulic systems 3 and 4. Independent control can also be seen in the spoilers, elevators,
rudders and EPR. The effect of losing the hydraulic system can also be seen in the floating
of the inner left and outer right elevators (see Figure 9.14) where a clear distinction between
the control surface deflection can also be seen. The spoilers also show similar patterns. Before
the loss of engines 3 and 4, all the spoilers seem to be moving independently; and when the
failure occurs, only spoilers 2,3,10 and 11 are active, the rest remain at zero deflection. In
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general, the control surface deflections of the elevators, ailerons and spoilers are almost half of
the ones using the classical controller (see Figure 9.14). The control surface deflections from
the SMC controller do not reach the saturation limits of the surfaces and the spoilers and the
ailerons, are generally less aggressive. Engine EPR shows that differential thrust has been used
to achieve the desired performance, obtain a small side slip angle and roll angle. Note that
all the surfaces are controlled independently by the CA SMC scheme. The pilot input only
comes from supplying the higher level commands such as heading and altitude change (or roll
or FPA commands through the MCP panel). This reduces the pilot’s workload compared to
the classical controller where the demand is high.

Figure 9.15 and 9.16 show the adaptive gain and the associated ‖s(t)‖ signals that initiate
the gain adaptation. Before the occurrences of the failure, the sliding signal s(t) is below the
selected threshold. Once the threshold is exceeded, the gain is adapted from a minimum of 1 up
to the maximum of 5, and 2 for the lateral and longitudinal axes respectively. High deviation
from the sliding surface s(t) = 0 shows the severity of the faults (as discussed in Chapter 4).
After the failure has occurred and during manoeuvres, the switching function plot s(t) deviates
away from the ideal sliding surface. However, during or near landing conditions, the switching
function returns below the adaptation threshold, near to zero. During this time, the adaptive
gain reduces to the minimum value of 1.

Although the SMC controller can be implemented in such a way that pilot inputs (such as
column, wheel and pedal) can also be used, the purpose here is to show that, as a proof of
concept, the SMC controller is more than able to handle all the rigorous tests and failures it
is subjected to using the minimal amount of input from the pilot, thus lowering the workload
during such an emergency condition. This will allow pilots to concentrate on higher level
decisions.

Figure 9.17(a) is one of the SIMONA output alternative views and provides the aircraft position
on the Netherlands map near Sciphol airport (and Amsterdam itself). This figure shows the
actual SMC controller trajectory under the ELAL 1862 failure. The overall trajectory shows
that the aircraft manages to reach Runway 27. A zoom of the overall trajectory near the runway
(Figure 9.17(b)) shows that the SMC controller manages to reach the desired landing position
– although slightly out to the right of the runway. Finally Figure 9.18 shows the actual pilot’s
view inside the SIMONA cockpit near to landing.
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(a) overall trajectory (b) zoomed trajectory near the runway

Figure 9.17: SIMONA flight trajectory of ELAL 1862 scenario with model reference SMC
controller with control allocation with pilot Arun Karwal.

(a) (b)

(c) (d)

Figure 9.18: Pilot view inside SIMONA during landing manoeuvre (snapshot taken from video
courtesy of RTL news, the Netherlands and International Research Institute SIMONA, Delft
University of Technology, the Netherlands.)
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9.7 Conclusions

This chapter has presented piloted flight simulator results associated with the ELAL flight 1862
(Bijlmermeer incident) scenario which is one of the case studies of the GARTEUR action group
AG16. The results represent the successful implementation of a FTC SMC controller on the
SIMONA 6-DOF flight simulator configured to represent a B747 with pilots flying and testing
the controller. Results from the classical controller show the same behavior as witnessed in
the investigation reports, indicating the high fidelity and capability of the nonlinear model to
reproduce the performance of the damaged aircraft before the crash. The results from the
proposed SMC controller show that the control surface deflections are also much lower than
that of the classical controller. A significant reduction in the pilot’s workload, especially with
the implementation of the ILS landing approach, is also shown from the SMC controller tests.
The comments and feedback from the experienced pilots after the rigorous simulator flight test
show that the proposed SMC scheme has the ability to help pilots to land the aircraft safely on
the designated runway. The application of the proposed controller under the assumption that
no information about the aircraft’s damage is available, coupled with automatic landing using
the ILS is, in the author’s opinion, probably the most realistic and rigorously tested controller
used in FTC studies on the ELAL flight 1862 incident.



Chapter 10

Conclusions and Future Work

10.1 Conclusions

Chapter 4 has highlighted the benefits and abilities of sliding mode controllers to achieve FTC
without requiring FDI. The application of a novel SMC controller on a high fidelity model of
a B747 aircraft shows that the proposed scheme can handle actuator faults without requiring
controller reconfiguration. The gain associated with the nonlinear component of the SMC
controller is allowed to be adaptively increased when there is unexpected deviation of the
switching variable from its nominal condition. This deviation and its size has been used in a
sense to ‘measure’ the level of actuator performance degradation and triggers an increase in
gain – depending on the severity of the fault. A predefined maximum gain has been used to
declare a total failure of the actuator and to initiate a switch to the backup control surface.
Another major contribution in this chapter, apart from the use of adaptive gains, is the use of
LMIs to design the sliding surface in order to minimize the effect of the occurrence of a failure
to the primary actuator before a change over to the redundant one.

Chapter 5 has focussed on one of the aspects of fault tolerance which has generally received
less attention in the literature – sensor fault tolerant control. This chapter has implemented a
recently developed robust fault estimation scheme based on a SMC observer. The contribution
of this chapter is that the fault estimation capability of the SMC observer has been used to
achieve sensor fault tolerant control using the high fidelity nonlinear model of the B747. This is
probably the most challenging and realistic scenario this fault reconstruction scheme has been
tested on. Another contribution is a rigorous analysis of the closed–loop stability of the system
when driven by the fault estimate.

Chapter 6 described one of the major breakthroughs in terms of the subsequent work and
chapters in this thesis, and leads to the ultimate implementation of an SMC FTC scheme on
the SIMONA flight simulator in Chapter 7 and 9. Motivated by the challenge to cope with
emergency situations such as the ELAL 1862 scenario, and building on ideas given in Chapter
4, the combination of sliding mode control with control allocation has provided a way for SMC
to gain access to redundant actuators. This idea has shed some light in terms of solving one
of the drawbacks of SMC; from FTC perspective – namely its inability to directly handle total
actuator failures. The combination of SMC and CA has been shown to have great potential
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for FTC. This new combination paves the way for a simple, yet effective way of redistributing
control signals to the healthy actuators when failures occur. The control allocation idea used
in this chapter is also quite different to other control allocation schemes in the literature. The
control allocation strategy proposed in this chapter is based on the health level (or effectiveness
level) of the actuators. Information about the actuator effectiveness is supplied by a sliding
mode fault reconstruction algorithm. A rigorous stability analysis has been performed. The
nonlinear gain required to maintain sliding for the combined SMC and CA scheme (which is
lacking in the current literature) has also been provided in this chapter. In the event of a
fault or failure or combination of both, the designed sliding surface is guaranteed to be stable
if it satisfies certain conditions given in Proposition 3 in Chapter 6. This design procedure
is simple as its uses existing sliding surface design methods which guarantee stability for the
nominal no fault condition. The work described in the chapter shows stability guarantees can
be ‘extended’ to fault or failure cases when the conditions in Proposition 3 are satisfied. The
procedure for designing the sliding surface for the nominal no fault condition and checking for
extended stability for the fault or failure case, is well suited for aircraft systems.

Chapter 7 describes the implementation of the proposed schemes from Chapter 6 on a 6–DOF
motion flight simulator called SIMONA based at Delft University of Technology. The controller
has been designed for both the longitudinal and lateral (with directional) axes. The results
from this chapter show that the proposed SMC controller has the ability to run in realtime and
without any chattering problem. The controller was tested on single actuator failure scenarios
such as jams with offset, and runaway/hardover failures on primary control surfaces such as the
elevators, ailerons and rudders, as well as the horizontal stabilizer.

Chapter 8 provides an alternative FTC tracking framework using a combination of model refer-
ence SMC and CA. This is based on the inherent ability and flexibility of using model reference
tracking for FTC. The model reference framework is free from integrator windup which could
occur during a fault/failure. Chapter 8 also includes adaptive schemes. A similar adaptive gain
to the one discussed in Chapter 4 has been considered and analyzed in terms of the combina-
tion of SMC, CA and model reference. Chapter 8 also analyzes and tests typical fixed control
allocation structures with equal distribution of the control signal. This fixed control allocation
structure is different from the online control allocation which is proposed in Chapters 6 and
7 which is based on the ‘health’ level of the actuator. The fixed CA structures considered in
Chapter 8 remove the dependency of the controller from any FDI scheme to estimate or declare
that a total failure has occurred. This independence of the SMC controller from any FDI, and
the fact that controller reconfiguration is not required, even in the event of actuator failures, is
one of the major benefits of SMC. The proposed SMC schemes can directly handle faults and
total failures of actuators without requiring any FDI or controller reconfiguration.

Chapter 9 describes the results associated with one of the major objectives of the work in this
thesis: to be able to create a controller capable of landing the crippled ELAL flight 1862 aircraft
which lost two engines and suffered from high drag and loss of lift due to damage on the leading
edge of the right wing. The actual ELAL 1862 aircraft crashed in Bijlmermeer, Amsterdam
when preparing for landing. The results in Chapter 9 represent the successful implementation of
an FTC SMC controller in real time on the SIMONA 6-DOF flight simulator obtained from the
controller evaluation campaign during the final workshop of GARTEUR AG16. The controller
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was evaluated by pilots with experience of flying B747, B767, A330 and Citation II aircraft.
The controller used in Chapter 9 for the ELAL 1862 scenario evaluation, is based on the model
reference scheme proposed in Chapter 8. The idea of using the fixed and equal control allocation
scheme (which does not use the health condition of the actuators) replicates the condition faced
by the crew of ELAL 1862 who remained unaware of the loss of the two engines, and the extent
of the damage it caused on the wing resulting in the loss of several control surfaces due to the
loss of hydraulic systems 3 and 4. The results show that the proposed controller significantly
reduced the workload of the pilot in such an emergency situation compared to the classical
controller. The aircraft is also shown to be able to land using a typical ILS landing procedure
which guides the aircraft to the runway without requiring further input from the pilot, thus
allowing the pilot to take higher level decisions and monitor the performance of the controller.

10.2 Future work

In Chapter 5, some theoretical analysis of the effect of the fault estimation schemes on the
performance of the controller has been discussed. Future work should include development of
a sliding surface design method which takes into account the effect of imperfect sensor fault
reconstruction. Ideally this would allow the controller to reject the effect of imperfections in
the fault reconstruction.

Another avenue which can be explored is the inclusion of uncertainty in the analysis and design
of the sliding mode control allocation schemes presented in Chapters 6 and 8. The inclusion
of uncertainty can represent the effect of jams or runaway actuators, or changes of operating
condition, or damage to the airframe after a failure. The inclusion of uncertainty will be
challenging in terms of providing proofs of stability and for the design of the sliding surface.
Different and alternative design strategies are required in order to obtain a sliding surface design
which is robust and can reject the effect of this uncertainty.

Chapter 6 is based on the analysis of ‘extended’ stability of the nominal sliding surface design
in the event of faults or failures by ensuring the conditions given in Proposition 3 are satisfied.
Even though the sliding surface design is simple due to the use of ‘classical’ sliding surface
design ideas, a more ‘sleek’ way of design would be to include the requirements of Proposition
3 ‘inside’ the design process.

Other potential future work is to look into a full nonlinear SMC controller for the aircraft. This is
motivated by the fact that the aircraft operating condition is ever changing even without fault or
failures. The use of a nonlinear control method such as dynamic inversion uses knowledge of the
aircraft model and aerodynamics to cope with changes in operating condition. A full nonlinear
control strategy will also remove the dependency and requirement of designing multiple linear
controllers and scheduling them throughout the operating condition. The use of SMC within a
full nonlinear controller, together with CA, seems to be promising for the purpose of creating
a flight controller that not only can handle changes in operating conditions, but also faults,
failures and airframe damage.



Nomenclature and Abbreviations

Nomenclature

‖ · ‖ Euclidean norm (vectors) or induced spectral norm (matrices)
α, β angle of attack and sideslip angle (rad)
λ̄(·), λ(·) largest and smallest eigenvalues
ν(t) virtual control input and pseudo control
φ, θ, ψ roll, pitch and yaw angle (rad)
R,R+ field of real numbers and the set of strictly positive real numbers
s Laplace variable
N (A) null space of the matrix A

R(A) range space of the matrix A

he, xe, ye geometric earth position along the z (altitude), x and y axis (m)
p, q, r roll, pitch and yaw rate (rad/sec)
Vtas true air speed (m/s)
Subscripts
lat lateral axis
long longitudinal axis
max maximum

Abbreviations

air, ail, aor, aol inner right, inner left, outer right and outer left ailerons
cmd command signal
EPR Engine Pressure Ratio
ru, rl upper and lower rudders
sp spoiler
Vmca air minimum control speed
6–DOF 6 Degree of Freedom
ATC Air Traffic Controller (airport control tower)
CA Control Allocation
CFIT Controlled Flight Into Terrain
CG Centre of Gravity
DFDR Digital Flight Data Recorder



DI Dynamic Inversion
DME Distance Measuring Equipment
FBW Fly By Wire
FDI Fault Detection and Isolation
FPA flight Path Angle
FTC Fault Tolerant Control
GARTEUR Group for Aeronautical Research and Technology in Europe
GS Glide Slope
IAS Indicated Airspeed
ILS Instrument Landing System
IMM Interactive Multiple Model
KIAS Indicated Air Speed in Knots
KLM Royal Dutch Airlines
LMI Linear Matrix Inequality
LOC Localizer Capture
LPV Linear Parameter Varying
LTI/LTV Linear Time Invariant/Variant
MAC Mean Aerodynamic Chord
MCT Maximum Continuous Thrust
MMST Multiple Model Switching and Tuning
MPC Model Predictive Control
MRAC Model Reference Adaptive Control
NLR National Aerospace Laboratory, the Netherlands
PIM Pseudo Inverse Method
ROV Remote Operating Vehicle
s.p.d. symmetric positive definite
SIMONA SImulation, MOtion and NAvigation

(6–DOF flight simulator in Delft University of Technology, the Netherlands)
SMC Sliding Mode Control
TAS True Airspeed
VOR VHF Omni-directional Radio Range
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