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Chapter 1
Introduction

It is currently a golden age for X-ray astronomy with both NASA and ESA having

dedicated X-ray telescopes in orbit (Chandra and XMM-Newton respectively). In 2005,

the Japanese space agency (JAXA) launched their latest X-ray observatory, Suzaku, and

there is also an X-ray telescope aboard the gamma-ray observing satellite, Swift. These

telescopes are currently providing the X-ray observing community with huge amounts

of data but this will not be the case forever. XMM-Newton has already well surpassed

its intended mission length but, along with Chandra, will continue to operate through

to approximately 2012. While complementary to Chandra and XMM-Newton, Suzaku

does not have the high quality spatial or spectral resolution required to replace these

missions when they do finally retire and the X-ray telescope on Swift is primarily for

use in gamma-ray burst observations. The next large scale X-ray mission planned, the

International X-ray Observatory (a joint mission between NASA, ESA and JAXA), is

currently only in the early planning phase and will not launch until 2018 at the earliest.
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Chapter 1. Introduction 1.1. X-ray surveys

This could mean a long period of time when no new X-ray observations are possible.

Fortunately, thanks to missions such as XMM-Newton and Chandra, there are now large

archives of X-ray observations from which data can be extracted to study interesting

and important science goals.

In this thesis, archival data is used to explore X-ray properties of active galactic nuclei

(AGN) through the use of surveys.

1.1 X-ray surveys

The first X-ray all-sky survey was made in the 1970s by Uhuru, the first dedicated X-

ray satellite mission, and detected 339 sources (Forman et al. 1978). Uhuru showed that

the X-ray Background (XRB) emission, which had been detected in 1962 by Giacconi

et al. (1962), was extragalactic in origin. Only with the use of imaging telescopes was

the discrete nature of the XRB revealed.

In 1978, Einstein, the first fully imaging X-ray telescope, was launched. Einstein per-

formed the first medium and deep X-ray surveys. Deep Einstein observations in the

1− 3 keV band (flux limit ≈ 3× 10−14 erg cm−2 s−1) resolved around 25% of the XRB

into discrete sources (Giacconi et al. 1979).

The next major X-ray satellite to focus on survey work was ROSAT, launched in 1990.

ROSAT observed soft band (0.1 − 2.5 keV) X-rays and spent the first six months of

its mission conducting the first X-ray imaging all sky survey. Over 100000 discrete
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X-ray sources were detected, demonstrating the improvement in X-ray telescope tech-

nology since the days of Uhuru. ROSAT surveys also helped resolve much of the

soft band (1 − 2 keV) XRB. The ROSAT Deep Survey (RDS) with limiting flux of

5.5 × 10−15 erg cm−2 s−1 resolved 70 to 80% of the 0.5 − 2 keV XRB (Hasinger et al.

1998). Optical follow up studies showed that ≈ 80% of the sources detected in the RDS

were AGN (Schmidt et al. 1998). The RDS was followed by the ROSAT Ultra Deep Sur-

vey (UDS) which detected 94 sources with flux greater than 1.2 × 10−15 erg cm−2 s−1

in the 0.5 − 2 keV band and again a large proportion (75%) of the sources were shown

to be AGN (Lehmann et al. 2001).

The Japanese X-ray satellite, ASCA, was launched in 1993 and surveyed harder wave-

bands than those probed by ROSAT. A survey in the 2 − 10 keV band down to limiting

flux of 2 × 10−14 erg cm−2 s−1 resolved ≈ 35% of the hard band XRB (Gendreau et al.

1998).

The launches of XMM-Newton and Chandra in 1999 with their unprecedented angu-

lar resolution and fields of view have led to almost complete resolution of the soft

band XRB. For example, the Chandra Deep Fields (CDF) achieved limiting flux of

≈ 2.5 × 10−17 erg cm−2 s−1 in the 0.5− 2 keV band and 2× 10−16 erg cm−2 s−1 in the

2 − 8 keV band and resolved ≈ 90% of the XRB (Bauer et al. 2004).
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Chapter 1. Introduction 1.2. X-ray emission mechanisms

1.2 X-ray emission mechanisms

It is important to understand the main X-ray emission mechanisms that are relevant to

astrophysics: bremsstrahlung, synchrotron and inverse Compton scattering.

Bremsstrahlung radiation occurs when a charged particle is decelerated by an atom.

Thermal bremsstrahlung is the term given to emission from a plasma of thermal particles

(as opposed to a single charged particle). The radiation of each separate encounter is

highly polarised but there is no preferred direction in general so the resulting radiation

from the ensemble will not be polarized. Bremsstrahlung is observed from regions of

hot gas e.g. intracluster gas in galaxy clusters. The soft X-ray component of AGN may

also be due to bremsstrahlung radiation.

Synchrotron radiation is emitted by relativistic electrons moving in a magnetic field.

In this case, the radiation is highly polarized in the direction of the electron’s motion.

Non-thermal synchrotron radiation caused by electrons with a power law distribution

has a power law spectrum (resulting from the superposition of the individual electron

power laws).

Inverse Compton scattering radiation occurs when low energy photons interact with

high energy electrons and gain energy. This is thought to be an important mechanism in

the production of X-rays in AGN - ultraviolet (UV)/optical photons from the accretion

disk are thought to be scattered by relativistic electrons in the corona producing a power

law X-ray spectrum. The hard X-ray tail of AGN spectra is believed to be caused by
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Compton upscattering of soft photons in a hot plasma above the accretion disk.

A process known as Synchrotron Self Compton (SSC) is also thought to be important

in AGN - when the density is high enough, the photons emitted due to synchrotron ra-

diation are inverse Compton scattered up to X-ray energies off the electrons that caused

the synchrotron radiation in the first place.

1.3 Active galactic nuclei

Active galactic nuclei (AGN) are the brightest non-transient objects in the Universe with

bolometric luminosity of between 1040 and 1048 erg s−1. This large luminosity means

they are observable out to very high redshift (current record is z = 6.43, Fan et al. 2003)

and therefore make excellent probes of the early Universe.

1.3.1 Basic characteristics

AGN are typically characterised by high luminosity, activity across the whole electro-

magnetic (EM) spectrum, rapid variability and, in many cases, broad emission lines.

Variability across the whole EM spectrum is a key characteristic of AGN and is most

rapid in the X-ray regime. This indicates that the X-ray emitting region is close to the

source of the AGN’s power. Light travel time arguments from X-ray variability suggest

that the size of the power source must be, astronomically speaking, very small (less than

the size of the Solar System). This initially created a problem for astronomers - if the
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Chapter 1. Introduction 1.3. Active galactic nuclei

large distances to quasars were correct then what could be so small and yet produce

enough power to allow such large luminosity? Nuclear reactions, the power source of

stars, can not produce the energy required but accretion is a more efficient source of

energy. It is now widely accepted that the source of AGN energy is from accretion onto

a central supermassive black hole (SMBH). As material is pulled into the SMBH, its po-

tential energy is converted to kinetic energy. An accretion disk forms around the black

hole to disperse angular momentum by viscous drag (Lynden-Bell 1969). It is the accre-

tion disk from which optical and UV emission is thought to originate. Drag dissipates

heat, increasing the temperature of the disk and giving rise to thermal photons.

1.3.2 Spectral features

AGN are observed in all wavebands, from radio to gamma-rays. The overall shape of

the spectral energy distribution can be roughly described by a power law of the form:

Fν ∝ ν−α (1.1)

where Fν is the flux at frequency ν and α is typically observed to be between zero and

one.

The optical spectrum of an AGN shows, in general, a thermal continuum with what is

referred to as the ‘Big Blue Bump’ (BBB) - an excess of energy at short wavelengths

thought to be due to thermal emission from the hot accretion disk. Strong broad and
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narrow emission lines are also an important feature. In the infra-red (IR), the emission

is almost all thermal and thought to be due to absorption and re-emission by dust in

the central regions of the AGN. The IR to optical spectrum forms a roughly continuous

power law, peaking at around 100µm.

Around 10% of AGN are strong radio sources with a power law spectrum in the ra-

dio regime formed through synchrotron radiation. For radio quiet sources, the energy

detected rapidly decreases into the radio regime from the IR power law. Radio loud

AGN have either single or double sided jets of energetic particles emerging from the

central region and extending beyond the optical extent of the galaxy. The jets are be-

lieved to emit synchrotron and Compton scattered radiation from radio to gamma-ray

wavelengths.

All AGN are luminous X-ray sources and this thesis focuses on the X-ray regime. The

X-ray part of the spectrum can be characterised by a power law. Other features in the

X-ray region are a soft excess below around 2 keV, a broad hump around 20 − 30 keV

and a 6.4 keV Fe Kα fluorescence line. The soft excess is thought to be thermal emis-

sion from the accretion disk and may be an extension of the BBB. The broad hump

and iron line are signatures of reflection suggesting that some of the hard X-rays are

reprocessed by reflection from the accretion disk (Reynolds 1998). Very rapid variabil-

ity at X-ray wavelengths suggests that the X-rays originate close to the SMBH in the

innermost regions of the accretion disk. Because of the proximity to the central engine,

X-ray observations are very important in understanding how AGN work. Gamma-rays,

thought to arise from inverse Compton scattering of photons in the jet of radio loud
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AGN, also produce a power law spectrum.

There are gaps in the spectral coverage of AGN in the extreme UV (EUV) and at mm

wavelengths. The EUV emission is blocked due to the opacity of the ISM (interstellar

medium) in the Milky Way and the Earth’s atmosphere is opaque to much of the mm

band radiation.

As well as emission lines, high redshift quasars have many narrow absorption lines in

their spectra. These lines are from material between the quasar and Earth and provide

a way of mapping the distribution of material throughout the Universe. An example is

the Lyman α forest - a series of absorption lines all due to the Lyman α transition but

redshifted by different amounts because they arise from material at different distances

between Earth and the quasar.

Figure 1.1 shows a very basic approximation of a typical AGN spectral energy distribu-

tion (SED).

1.3.3 Classification

AGN are split into various categories based mainly on their optical properties (as these

were the first to be observed) and luminosity. The main types are Seyfert galaxies,

quasars, blazars and radio galaxies.

Seyfert galaxies, named after Carl Seyfert who identified them as a new class of object

(Seyfert 1943), are generally (comparatively) low luminosity and therefore low redshift
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Figure 1.1: Basic representation of an AGN SED. Image taken from Koratkar and Blaes

(1999).

AGN. The host galaxy is usually visible and there is a high central surface brightness.

The luminosity of Seyfert galaxies is typically in the range 1041 − 1044 erg s−1. Seyferts

are split into two sub-categories - Seyfert 1 and Seyfert 2. Seyfert 1 sources show

both broad permitted lines (Full Width Half Maximum (FWHM) = 1 − 10000 km s−1)

and narrow permitted and forbidden lines (FWHM < 1000 km s−1) in their spectra but

Seyfert 2 galaxies show only the narrow lines. The term ‘narrow’ in this context is in

comparison to the broad lines - the narrow lines are still broader than those in normal

galaxies. Some Seyfert galaxies are given a classification between 1 and 2 (1.5, 1.8

or 1.9) depending on the relative strengths of the broad and narrow lines (Osterbrock

1981). Due to variability, a Seyfert’s subclass can change over time. The host galaxies

9



Chapter 1. Introduction 1.3. Active galactic nuclei

of Seyferts are mainly spirals and often have disturbed morphology or are close to other

galaxies (e.g. Simkin et al. 1980, MacKenty 1990). This discovery has led to the

theory that galaxy mergers and interactions may be responsible for triggering activity in

galaxies (e.g. Bekki and Noguchi 1994).

Around two decades after the discovery of Seyferts, another class of AGN - the quasar

or QSO (quasi-stellar object)1 - was identified (Schmidt 1963). Quasars are more lumi-

nous than Seyferts (1044 − 1046 erg s−1) and are at greater distances. The host galaxy

of quasars is usually undetected because it is swamped by the high luminosity of the

nucleus. Despite the difference in luminosity and distance, the spectra of quasars are

similar to that of Seyfert type 1s and, in fact, the properties of Seyferts and quasars over-

lap, with the highest luminosity Seyferts being indistinguishable from low luminosity

quasars. An arbitrary cut off in magnitude has been adopted to distinguish between a

Seyfert and a quasar - objects with V band magnitude Mv < −23 are classed as quasars

and fainter objects are Seyferts. The distinction in X-ray luminosity between quasars

and Seyferts is at Lx = 1044 erg s−1. As with Seyferts, there are type 1 and type 2

quasars with type 2 quasars being detected only relatively recently (e.g. Stern et al.

2002, Norman et al. 2002). Like Seyfert 1s, type 1 QSOs show both broad and narrow

emission lines and type 2 QSOs show only narrow lines. Despite the fact that the first

quasars were detected due to their radio emission, only around 5 − 10% of quasars are

radio loud. Unlike the host galaxies of Seyferts, both radio loud and radio quiet QSOs
1The term quasar technically refers to radio loud objects and QSO to radio quiet but they are often

used interchangeably
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appear to live predominantly in elliptical galaxies and show no evidence for enhanced

signs of interaction compared to quiescent elliptical galaxies (Dunlop et al. 2003).

Blazar is the term given to two other classes of AGN - BL Lacs and OVVs (Optically

Violent Variable quasars). All blazars are radio loud sources. Blazars show the non-

thermal spectra characteristic of AGN but other than that show a strong featureless con-

tinuum with weak (OVV) or no (BL Lac) emission lines. Blazars show rapid variability

at all wavelengths and are strongly polarized in optical light. Blazars are referred to as

type 0 AGN.

Radio galaxies are also AGN. These galaxies have radio loud jets and lobes extending

to large distances from the central galaxy. Like Seyferts and quasars, there are two

types of radio galaxy - broad line (BLRG) and narrow line (NLRG). The NLRGs are

split into the two Fanaroff-Riley types - FR1 and FR2 (Fanaroff and Riley 1974). FR1

galaxies are lower luminosity and have bright nuclei but weak radio lobes and double

sided jets. In contrast, FR2 galaxies are high luminosity and often have only single

sided jets (although some show a faint counter jet). They have weak nuclei but bright

radio lobes. Most radio galaxies are hosted by elliptical galaxies. Only around 10% of

AGN are radio loud.

Figure 1.2 shows example Seyfert 1, Seyfert 2, quasar and BL Lac spectra.
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Figure 1.2: Examples of different AGN spectra. All spectra are shown in the emission rest frame for ease of comparison. Image is taken

from www.astr.ua.edu/keel/agn/spectra.html.
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1.3.4 Unification

It is popularly believed, with increasing evidence, that the different classes of AGN are

all in fact a single type of object viewed from different angles. The currently accepted

picture is of a SMBH (MBH > 106 M�) surrounded by an accretion disk. There is also

a hot, optically thin plasma forming a corona around the black hole from which X-rays

are thought to be emitted. Close to the accretion disk (around 1 pc from the central

engine) is the BLR (Broad Line Region), a dense region of clumpy, rapidly moving

gas clouds from which the broad spectral lines originate. Further out (10 pc - 1 kpc)

is the NLR (Narrow Line Region), a less dense, slower moving gas region producing

the narrow lines. The key component is a molecular torus which surrounds the central

region (SMBH, accretion disk and BLR). When observed from ‘above’ (i.e. looking

into the torus) both the broad and narrow line regions are exposed and a type 1 object

is seen but, when observing through the torus, the BLR is obscured and a type 2 object

is seen. A similar scenario is proposed for radio loud AGN with the addition of jets,

perpendicular to the torus, emerging from the central region which extend for 10s of

kiloparsecs. The apparent one sidedness of jets in some sources can also be explained by

the unification scheme - all radio sources have both jets but in some cases the orientation

causes one jet to be brightened by relativistic beaming and the other one appears faint

or ‘invisible’ in comparison. Blazars are thought to be seen if the line of sight of the

observer is along the jet, where the emission is relativistically beamed. The beaming

causes the jet to appear brighter and also exaggerates variability, explaining the rapid

variability seen in blazars. Figure 1.3 shows the radio loud and radio quiet unification

13
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schemes.

One of the key pieces of evidence supporting the unification model is the detection of

broad lines visible in polarized light from type 2 objects (e.g. in observations of the

Seyfert 2 galaxy, NGC 1068, by Antonucci and Miller 1985). The polarization results

from reflection of light from the hidden Seyfert 1 nucleus. Unification can not currently

account for the difference in radio loudness between sources or for why QSOs are more

luminous than Seyfert galaxies. The fundamental difference between Seyferts and QSOs

could be the accretion rate and/or the mass or spin of the central black hole. The unified

models of radio quiet and radio loud objects are reviewed in Antonucci (1993) and Urry

and Padovani (1995) respectively.

1.3.5 Variability

Variability on timescales of hours up to years is a key property of AGN and can be used

in a variety of ways to determine details of AGN. The rapid X-ray variability detected

in quasars led to the discovery that the central engine of AGN must be relatively small

and that the X-ray emission region must be close to the central engine by light travel

time arguments.

The variability of the different wavelength regimes can be used to examine connections

between their emission mechanisms. For example, the optical and UV respond approx-

imately simultaneously to changes suggesting they come from the same region. The

IR variability is similar to the optical/UV but with smaller amplitude and a slight time
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Figure 1.3: Schematic of the AGN unification scheme for radio loud and ra-

dio quiet objects. Adapted from Urry and Padovani (1995). Taken from

www.star.le.ac.uk/˜kpa/work/research.html.
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delay (e.g. Clavel et al. 1989). This is consistent with dust around the central source

being the source of IR emission. The delay between UV and IR variations is due to

the distance between the emission regions. In Chapter 5 the connection between X-ray

and optical/UV emission is investigated by examining the variability of light curves in

the two bands. The two regions are expected to be connected by either reprocessing of

X-rays absorbed by the accretion disk to optical/UV emission (e.g. Guilbert and Rees

1988) or by optical/UV photons entering the corona above the accretion disk and be-

ing Compton upscattered into X-rays (e.g. Haardt and Maraschi 1993). Studying the

variability of the two regions with respect to each other should reveal if either of these

mechanisms is occurring in AGN.

As well as continuum variations, AGN also show variations in the emission line flux

which is correlated with the continuum emission. This property can be used to deter-

mine the mass of the central black hole and also the geometry and kinematics of the

broad line emitting region. This is known as reverberation mapping. Reverberation

mapping studies have now determined the central black hole mass of many AGN and

have also shown evidence that the broad line region has radial ionization stratification

(e.g. Peterson 1993).

1.3.6 AGN surveys

QSOs are visible to high redshifts because of their high luminosity and this makes them

excellent probes of the early Universe. Large surveys are essential to determine the
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evolution and properties of AGN with redshift.

Optical surveys often use the UV excess method for identifying QSO candidates. Sources

are selected because of their ‘blueness’, arising from the BBB. Most quasars are bright-

est in the rest frame near-UV near the Lyman α emission. The UV excess method works

well up to around z = 2. At higher redshifts, Lyman α emission is redshifted beyond

the U band reducing the effectiveness of the selection. Multi-colour selection can find

higher redshift AGN because of the difference between stellar and AGN SEDs. Opti-

cal surveys are biased against the type 2 population of AGN because of obscuration of

emission by the torus. Optical surveys of AGN out to z ≈ 5 found that the QSO number

count peaks at z ≈ 2 and that QSO evolution could be described by Pure Luminos-

ity Evolution (PLE), i.e. the shape of the luminosity function is constant but shifts to

greater luminosity at higher redshifts (e.g. Richards et al. 2006).

X-ray surveys are vital to get a more complete sample of AGN. X-ray surveys are more

efficient for detecting AGN because they are less affected by absorption than optical

surveys and they also detect less of the host galaxy starlight which can dilute the AGN

signal. X-ray surveys are also important to resolve the X-ray Background radiation

(XRB), as discussed in section 1.1. The advent of Chandra and XMM-Newton with

their superior imaging and spatial resolution have revolutionised QSO surveys. Previ-

ous X-ray telescopes had very poor resolution and so matching X-ray sources to optical

sources for spectroscopic identification was very difficult. This problem is greatly re-

duced for Chandra and XMM-Newton observations and so large X-ray surveys with

multi-wavelength follow up are now possible. Multi-wavelength identification stud-
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ies reveal that most X-ray sources in deep Chandra and XMM-Newton surveys are AGN

(more than 75%, Barcons et al. 2007). A low redshift, hard X-ray survey by Barger et al.

(2005) found that the X-ray luminosity function of AGN agrees well with the bright end

of the optical luminosity function in keeping with the PLE scenario. However, X-ray

surveys covering larger redshift ranges suggest that low luminosity (Lx ≈ 1043 erg s−1)

AGN peak around redshift of 0.7 but, in agreement with optical surveys, that high lu-

minosity AGN (Lx ≥ 1045 erg s−1) peak at z ≈ 2 (e.g. Hasinger et al. 2005, La Franca

et al. 2005). These results suggest a Luminosity Dependent Density Evolution (LDDE)

where the shape of the X-ray luminosity function changes with redshift.

While almost 100% of the XRB is now resolved below 5 keV, the unresolved fraction

increases with energy. The spectrum of the XRB is very hard, peaking at around 40 keV.

While the summation of type 1 AGN spectra can recreate the soft end of the XRB

it cannot explain the hard end. This led to the realization that there must be a large

population of objects with harder spectra to account for the rest of the XRB. Absorption

of soft X-rays causes hard spectra and so many AGN are expected to be obscured.

Spectral synthesis models have predicted that, at high redshift, the number of obscured

sources should be around 4-10 times the number of unobscured sources (Gilli et al.

2001). For a time this population of heavily obscured sources remained unobserved but,

in recent years, detections of type 2 quasars have been made (e.g. Stern et al. 2002,

Barger et al. 2003). The number of spectroscopically confirmed type 2 quasars is low

because these objects are found in hard X-ray and infra-red surveys but are often very

faint at optical wavelengths.
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There are still many questions to be answered with surveys of AGN. Further details of

the quasar luminosity and mass functions will help to determine the accretion history

of the Universe. The formation mechanisms of AGN are still unclear. One theory

is that interactions and mergers in the early Universe help to fuel AGN - surveys of

the environment of AGN out to high redshift would help to determine if this is the

case. Surveys could also help to determine the typical opening angle of the proposed

molecular torus in AGN by determining the number of objects in different AGN classes.

Such a study can not be performed by targeted observations alone.

Both deep and large area surveys will be important in future AGN studies. Deep surveys

are required to find the very faintest QSOs and detect the missing population of obscured

AGN. Shallower, large area surveys are important for e.g. clustering studies (as will be

demonstrated in Chapter 6).

1.3.7 Clustering and large scale structure

Studies of the large scale structure of the Universe are important as they provide infor-

mation on how the Universe evolved. On small scales, stars are grouped into galaxies

which in turn form clusters of galaxies. On larger scales the clusters form superclusters

which are separated by large voids. Analysing the clustering of sources will help under-

standing of how the structure seen today grew from the initial inhomogeneities observed

in the Cosmic Microwave Background.

While studies of galaxy clustering have been possible for years, quasar clustering sur-
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veys have only recently become possible now that large scale surveys are being con-

ducted. Until recently, quasar clustering studies were conducted using optically se-

lected samples but large X-ray surveys are now becoming possible thanks to Chandra

and XMM-Newton. Clustering studies usually make use of either the spatial or angular

two point correlation function to characterise clustering.

An important aim of clustering studies is to measure the bias parameter. Bias is a mea-

sure of how the observable matter (e.g. galaxies, quasars) traces the underlying dark

matter. Bias can then be used to estimate the mass of the dark matter haloes in which

quasars reside by assuming that the halo mass is the main source of the bias. Under-

standing the properties of dark matter haloes is important for models of galaxy formation

and large scale structure. Models connecting the bias and dark matter halo mass have

been proposed by e.g. Sheth and Tormen (1999) and Sheth et al. (2001).

Recent results (e.g. Croom et al. 2005, Myers et al. 2007) suggest that quasars reside

in massive dark matter haloes (1012 − 1014 M�) and are biased tracers of the underlying

dark matter with some studies finding an evolution in the bias with redshift. The XMM-

Newton archive is used here in Chapter 6 to investigate quasar clustering using a new

technique.
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1.4 Thesis aims

This thesis aims to show that archival X-ray data can be used to create large samples of

AGN and produce valid scientific results. Various techniques and topics are covered to

show the potential broad uses of archive data.

In Chapter 2 a broad overview of the instruments and catalogues used in this thesis is

given. A photometric redshift technique for use with X-ray selected quasars is devel-

oped in Chapter 3 and used to determine photometric redshifts for a large sample of

objects from the 2XMM catalogue. In Chapter 4, techniques developed in Chapter 3 are

used to study the X-ray light curves of serendipitous objects in the 3C 273 field. The

simultaneous optical and X-ray observing capability of XMM-Newton is used in Chap-

ter 5 to investigate the connection between optical and X-ray variability in a sample of

Seyfert 1 galaxies. In Chapter 6, the 2XMMp catalogue is used to investigate cosmic

variance and AGN bias. The main conclusions of the thesis are summarised in Chapter

7.
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Chapter 2
Instrumentation and catalogues

2.1 Introduction

The majority of the data presented in this thesis was extracted from observations made

by XMM-Newton, the European Space Agency’s (ESA) X-ray observatory. X-ray and

optical data were downloaded from the XMM-Newton Science Archive (XSA) and both

the 2XMMp and 2XMM Serendipitous Source Catalogues were used to compile the

samples discussed here. To complement the XMM-Newton data, optical data from the

Sloan Digital Sky Survey (SDSS) was used. These instruments and catalogues are de-

scribed in more detail in this chapter.
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2.2 XMM-Newton instrumentation

XMM-Newton (Jansen et al. 2001) was launched by ESA on December 10th 1999 from

French Guiana on an Ariane 5 rocket. Originally planned as a two year mission, the

lifetime of XMM-Newton has now been extended to at least the end of 2012. XMM-

Newton carries three co-aligned X-ray telescopes and an optical/UV telescope, all four

of which can be operated simultaneously.

X-rays are more energetic than optical photons so they require a different telescope

system. Using a normal reflecting system does not work as the X-rays simply pass

through the mirror. The solution is to use grazing angles to bring the X-rays to a focus.

The X-ray telescopes in XMM-Newton are Wolter type 1 and are each made up of 58

nested mirror shells. The Wolter type 1 X-ray imaging system comprises a paraboloid

and hyperboloid mirror to focus X-rays to a point (see figure 2.1). Using the paraboloid

and hyperboloid mirror system reduces off axis blurring of sources. Nesting the mirrors

allows for a large effective area (around twice the size of Chandra) and therefore better

sensitivity.

At the primary focus of each of the X-ray telescopes is a CCD detector. Two of the de-

tectors are MOS CCDs (referred to as MOS1 and MOS2, Turner et al. 2001) and at the

third is a pn CCD detector (Strüder et al. 2001). These detectors together are referred

to as the European Photon Imaging Camera (EPIC). In the light path of the two tele-

scopes with MOS detectors are grating assemblies which divert around 40% of the light

received towards the Reflection Grating Spectrometer (RGS) detectors at the secondary
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Figure 2.1: The mirrors in XMM-Newton use the

Wolter type 1 system illustrated here. Image from

xmm.esac.esa.int/external/xmm user support/documentation/build/index.shtml

focus (den Herder et al. 2001). Around 44% of the remaining light reaches the MOS

detectors with the rest being absorbed by structures around the detector and reflection

grating. The RGS detectors provide high resolution spectroscopy. The optical/UV tele-

scope is called the Optical Monitor (OM, Mason et al. 2001). Figure 2.2 shows the

relative positions of each of the instrument. Data from EPIC and OM were used in this

thesis so more detail on these instruments is given in sections 2.2.1 and 2.2.2.

One of the advantages of XMM-Newton is that all six instruments (the three EPIC cam-

eras, two RGS detectors and OM) can be operated simultaneously, allowing multi-
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Figure 2.2: The left-hand side of the image shows the three X-ray telescopes and (just

visible behind the lower X-ray telescope) the Optical Monitor. The diffraction gratings

diverting light to the RGS detectors are visible on the top two X-ray telescopes. At

the right hand side are the detectors: the MOS (green), pn (purple) and RGS detectors

(orange). Image courtesy of Dornier Satellitensysteme GmbH and ESA.
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waveband observations to be made. This capability is exploited in Chapter 5. Other

advantages of the satellite include its large effective area and good angular resolu-

tion (point spread function (PSF) of around 6′′ FWHM). XMM-Newton has the largest

ever effective area for an X-ray focusing telescope with 1550 cm2 for each telescope at

1.5 keV giving a total effective area of 4650 cm2. XMM-Newton is in a highly ellipti-

cal orbit (apogee ≈ 115000 km, perigee ≈ 6000 km) providing ≈ 132 ks (37 hours) of

scientific observation time per orbit. This gives the potential for long continuous target

visibility which is useful for variability studies of sources. In contrast to XMM-Newton,

NASA’s X-ray satellite, Chandra, has a smaller area (555 cm2 for the imaging camera,

ACIS-S) but higher spatial resolution (0.2′′ FWHM). Although also capable of X-ray

imaging and spectroscopy, Chandra cannot perform both types of observation simulta-

neously.

2.2.1 European Photon Imaging Camera

As mentioned above, EPIC consists of two types of detector - MOS and pn. MOS1 and

MOS2 are each made up of seven Metal Oxide Semiconductor (MOS) front illuminated

CCD chips. They cover the bandpass 0.15−12 keV and have a 30′ diameter field of view.

The central CCD includes the focal point and the total CCD array has a 2.5 × 2.5 cm

imaging area, covering 28.4′ diameter. On axis spatial resolution is ≈ 5′′ FWHM.

The pn camera is a single silicon wafer with twelve integrated rear illuminated pn

CCD chips. The pn has a slightly wider bandpass than the MOS cameras, covering
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Figure 2.3: The image shows the layout of the MOS CCDs (left) and the pn CCDs

(right). MOS2 is rotated 90 degrees with respect to MOS1 to cover the chip gaps. The

grey circle in each case is a 30′ diameter area. Taken from the XMM-Newton Users

Handbook (xmm.esac.esa.int/external/xmm user support/documentation/uhb), section

3.3.

0.15 − 15 keV. The wafer is split into four quadrants, each with three CCDs. As the

centre of the pn detector does not coincide with a chip, the focal point is offset to chip

0 in quadrant 1. Readout time for the pn is quicker than for the MOS cameras (73 ms

compared to 2.6 s).

The positions of the chips in the two camera types are shown in figure 2.3. The MOS1

and MOS2 cameras are oriented orthogonally to one another so that the chip gaps in one

are covered by chips in the other.
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Figure 2.4: The combined EPIC effective area dependent on filter (assuming all

three cameras use the same filter). Taken from the XMM-Newton Users Handbook

(xmm.esac.esa.int/external/xmm user support/documentation/uhb), section 3.3.6.

Although designed to detect X-ray photons, the EPIC CCDs are also sensitive to optical

photons. To prevent contamination of observations by optical light, three optical block-

ing filters are available - thin, medium and thick. The combined effective area of EPIC

with the different filters is shown in figure 2.4.

The angular resolution of EPIC is determined by its PSF. At 1.5 keV, the on-axis PSF

of the cameras is 6.6′′, 6.0′′ and 4.5′′ for pn, MOS1 and MOS2 respectively. The PSF

varies very little with energy between 0.1 and 6 keV but does have a dependence on

off-axis angle.
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EPIC CCDs can be operated in several different science modes. Full frame mode (or

extended full frame for pn) uses the full field of view - all pixels of all CCDs are read

out. In partial window mode for MOS cameras, the central CCD can be operated in a

different mode to the outer chips. For pn there are two partial window options - large

and small window. In large window mode, half the area of all the CCDs is read out. In

small window mode only part of CCD4 is used. EPIC CCDs can also be operated in

timing mode. For more information on observing modes, see the XMM-Newton Users

Handbook, section 3.3.2.

EPIC CCDs operate in photon counting mode and the output of the EPIC detectors are

event lists - lists of photon events in each detector including time, position and energy

of event. These lists can be processed using the XMM-Newton Science Analysis System

(SAS) to produce images, spectra and lightcurves.

Further details on the EPIC cameras can be found in the XMM-Newton Users Handbook,

section 3.3.

2.2.2 Optical Monitor

The OM gives XMM-Newton the unique capability of being able to observe at X-ray

and optical/UV wavelengths simultaneously. The OM is a 30 cm Ritchey-Chrétien type

telescope which means it has hyperbolic primary and secondary mirrors, designed to

combat spherical aberration. The waveband covered is 180 − 600 nm with a sensitivity

limit of 20.7mag. Photons are detected by a micro-channel plate (MCP) intensified CCD
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- two MCPs amplify the photon signal before it reaches the CCD. There are 256 × 256

pixels available for science, giving a field of view of 17′×17′. The PSF of the OM is

1.4′′ to 2′′ dependent on filter. High time resolution photometry and low resolution grism

spectra are obtainable depending on the choice of filter but, unlike the X-ray telescopes,

the OM can not be used for imaging and spectroscopy simultaneously. The OM filter

wheel contains six broad band filters, two grisms, a white filter and a blocked filter. The

broad band filters are U, B and V in the visible wavelength range and UVW1, UVM2

and UVW2 in the UV. One grism is for optical light (300 − 600 nm) and the other for

UV (180 − 360 nm). The blocked filter is used to protect the OM from overly bright

sources - a brightness limit is imposed of mv = 7.4 for an A0 type star in order to avoid

damage to the CCD. Filter throughput curves are shown in figure 2.5.

The OM can be operated in two modes - image mode and fast mode. Image mode gives

better spatial coverage at the expense of timing information and vice versa for fast mode.

Fast mode is more like an X-ray observation in that it produces an event list style output.

The trade off between spatial coverage and timing information is necessary due to the

limitations of on-board memory. Both modes can be used simultaneously providing the

total memory capacity is not exceeded.

Output from the OM is in the form of accumulated images if used in imaging mode and

X-ray style event lists if used in fast mode. There are set processing chains in the SAS

that can be used to process OM data to produce images, source lists and spectra. The

OM image processing chain, omichain, performs source detection and photometry.

The output from omichain is a source list with parameters including positions, count

30



Chapter 2. Instrumentation & catalogues 2.2. XMM-Newton instrumentation

Figure 2.5: Throughput curves for the OM filters folded with the detector sensitivity.

Image taken from the XMM-Newton Users Handbook, section 3.5.5.1.

rates and instrumental magnitudes.

More details on the OM can be found in the XMM-Newton Users Handbook, section

3.5.
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2.3 XMM-Newton data access

2.3.1 XMM-Newton Science Archive

All observations made with XMM-Newton are made publicly available through the

XMM-Newton Science Archive (XSA). Proprietary observations can be searched but

are not available to download by anyone, except the principal investigator (PI), until the

proprietary period (one year) is over. Observations can be searched using many dif-

ferent parameters e.g. target name, coordinates, observation date etc. Both raw ODF

(Observation Data Files) and processed PPS (Pipeline Processing Subsystem) files are

available to download and can be filtered before download to reduce file size. EPIC

spectra and light curves are not immediately available but can be generated through the

XSA interface. Once the required observations have been selected they can be retrieved

either by direct download or ftp. The XSA website is xmm.esac.esa.int/xsa

2.3.2 XMM-Newton Serendipitous Source Catalogues

XMM-Newton has a large field of view meaning that during a pointed observation (i.e.

when the telescope is observing a specific object), many other sources are visible in the

field of view. These sources are referred to as serendipitous and represent a significant

resource in X-ray astronomy. The 1st XMM-Newton Serendipitous Source Catalogue

(1XMM) was released in April 2003 and contained 28279 unique sources taken from

585 observations. The 2nd XMM-Newton Serendipitous Source Catalogue (2XMM),
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released in August 2007, is the successor to this. The visual screening required to ensure

good quality data was extremely time consuming so, while extensive screening was

being carried out, a subset of the data was released, the 2XMM Pre Release (2XMMp).

2XMMp Serendipitous Source Catalogue

2XMMp was released on the July 24th 2006 and contains source detections from 2400

XMM-Newton observations taken between February 4th 2000 and April 20th 2006 and

covering 400deg2 (285deg2 when overlapping fields are accounted for). The catalogue

includes 153105 detections of 123170 unique sources. 6271 detections are extended

of which 5717 are unique extended sources. Sources are included in the catalogue

if their EPIC detection likelihood (det ml) in the 0.2 − 12 keV band is greater than

or equal to six1. The median flux of the catalogue in the 0.2 − 12 keV band is ≈

2.4 × 10−14 erg cm−2 s−1, more sensitive than 1XMM. Positional accuracy is typically

better than 5′′.

2XMMp used the latest processing pipeline, developed to reprocess all existing XMM-

Newton observations. All fields in the date range were then visually screened and those

with deficiencies in the automatic processing which required more extensive screening

were excluded from the 2XMMp catalogue (approximately 17% of fields). The cata-

logue contains source parameters for nine energy bands (a combination of broad and

narrow, see table 2.1) including fluxes in each band. Time series and spectra are auto-
1Detection likelihood values calculated using the SAS application emldetectwhich is based on the

algorithm of Cruddace et al. (1988)
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Table 2.1: 2XMMp/2XMM energy bands

Band number Energy range

( keV)

(1) (2)

1 0.2-0.5

2 0.5-1.0

3 1.0-2.0

4 2.0-4.5

5 4.5-12.0

6 0.2-2.0

7 2.0-12.0

8 0.2-12.0

9 0.5-4.5

matically extracted in the 0.2 − 12 keV range for sources with more than 500 counts in

the combined EPIC camera.

More information about the 2XMMp catalogue can be found in the 2XMMp User

Guide2.
2Available from http://xmmssc-www.star.le.ac.uk/Catalogue/2XMMp/UserGuide 2xmmp.html
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2XMM Serendipitous Source Catalogue

The full 2XMM Serendipitous Source Catalogue was released on August 22nd 2007.

The catalogue, which is the largest X-ray source catalogue ever produced, was con-

structed by the XMM Survey Science Centre (XMM-SSC) based in Leicester. It con-

tains data from 3491 observations taken between February 3rd 2000 and March 31st

2007. All datasets included were publicly available by May 1st 2007 although not all

publicly available observations are included - some fields were excluded due to pipeline

processing difficulties. 246897 detections (with 0.2 − 12 keV band EPIC det ml ≥ 6)

of 191870 unique sources are included in the catalogue making it around six times

larger than 1XMM and nearly twice as big as 2XMMp. 20837 detections are classed

as extended (18804 unique sources). The range in flux of the catalogue is 10−9 to

10−16 erg cm−2 s−1. The median flux level of the catalogue is 2.5 × 10−14, 5.8 × 10−15

and 1.4×10−14 erg cm−2 s−1 for the 0.2−12, 0.2−2 and 2−12 keV bands respectively.

The catalogue covers a total area of 560deg2 which equates to 360deg2 when overlap-

ping fields are accounted for. Source positions are, in general, accurate to better than 5′′.

For each source, parameters such as count rate, flux and hardness ratio3 are available for

various energy bands and for each camera as well as a combined EPIC value. Thumb-

nail images are also available for each source. For sources with more than 500 total

band EPIC counts, time series and spectra are automatically generated and included in

the catalogue. 38320 sources have these automatically generated products.
3Hardness ratio is a camera specific X-ray colour, HRn = (Rn+1 − Rn)/(Rn+1 + Rn) where R is

the count rate and n is the energy band (1− 5 from table 2.1)
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Figure 2.6: Map of the source density of 2XMM. Kindly provided by Professor Mike

Watson.

Apart from being much bigger, the 2XMM catalogue differs from 2XMMp principally

in its visual screening. In order to facilitate a quick release without compromising on

quality, the visual screening of 2XMMp removed any fields with spurious detection re-

gions from the catalogue. The visual screening of 2XMM is more thorough and utilises

a manual flagging system to flag regions (not full fields) if detections are spurious mak-

ing 2XMM a much more inclusive catalogue.

Each detection in the catalogue is assigned a unique ID (detid). Multiple detections

identified as being the same source are then assigned a source ID (srcid). A slimline

version of the catalogue containing one line for each unique source is available in addi-

tion to the full catalogue which contains one line for each detection.

A map of the source density of the 2XMM catalogue is shown in figure 2.6.
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More detailed information about how the catalogue was constructed is available in the

2XMM User Guide4 and the catalogue paper (Watson et al. 2009).

Both the 2XMMp and 2XMM catalogues are available in FITS and CSV formats from

the user guide websites (see footnotes) and also through the XSA and LEDAS (LEices-

ter Database and Archive Service). The 2XMM catalogue will be increased incremen-

tally on an annual basis to incorporate the latest publicly available observations. The

first of these incremental updates was released on August 20th 2008 and includes nearly

30000 new unique sources.

2.4 Sloan Digital Sky Survey

The Sloan Digital Sky Survey (SDSS) is an optical survey aiming to image more than

a quarter of the sky. The majority of fields are in the Northern hemisphere with a small

set in the South.

A dedicated 2.5 m reflecting telescope at Apache Point, New Mexico is used to make

the observations. The telescope has a roll away enclosure instead of a traditional dome

and is protected from light and wind by internal and external baffles (Gunn et al. 2006).

The detector is a 120 megapixel camera made up of 30 CCDs arranged in five rows.

Each CCD is 2048 × 2048 pixels with one pixel equivalent to 0.4′′ giving a total field

of view of 1.5deg2. Each row of the detector corresponds to a filter - u, g, r, i and
4Available at http://xmmssc-www.star.le.ac.uk/Catalogue/2XMM/UserGuide xmmcat.html
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z with central wavelengths 3500, 4800, 6250, 7700 and 9100 Å respectively (Fukugita

et al. 1996). During an observation, a given point on the sky passes over each of the five

filters in turn. The bands are wide to ensure high efficiency detection of faint objects.

The magnitude limits of the filters are 22, 22.2, 22.2, 21.3 and 20.5 for u, g, r, i and z

respectively. Filter curves are shown in figure 2.7. There are also two fibre-fed spectro-

graphs which can each measure spectra for over 600 objects in a single observation. The

spectroscopic data will be used to determine accurate distances to objects. This will be

particularly useful in the case of distant quasars for cosmological work.

Each source detected is assigned a morphological classification. The two main classifi-

cations are star (i.e. point source) or galaxy (i.e. extended source). The classification is

assigned based on the magnitude of the source as determined by three different models.

The models used are PSF (for a star), de Vaucouleurs (for a typical elliptical galaxy) and

exponential (for a disk galaxy). The magnitude assigned by the PSF model is compared

to that of the best fit galaxy profile to determine the classification. This classification

method is correct at the 95% confidence level to r magnitude of 21.

Over five years, SDSS has imaged over 8000deg2 on the sky and detected nearly 200

million objects as well as recording spectra for almost a million sources. The first phase

of SDSS was completed with Data Release 5 (DR5). A second phase with new goals,

SDSS-II, has now begun.

All data from the SDSS is available to the public. The data are released regularly in large

chunks - the current release is Data Release 6 (DR6) - with FITS images and spectra
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Figure 2.7: The throughput of the SDSS filters. Wavelength is in angstroms. Image

taken from www.sdss.org/dr3/instruments/imager/index.html.
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Figure 2.8: The sky coverage of the SDSS imaging program as of Data Release 6.

Figure from http://www.sdss.org/dr6/.

available to download. DR6 contains imaging data for 287 million unique objects over

9583deg2 and spectra of 1271680 sources (Adelman-McCarthy et al. 2008). Figure 2.8

shows the area of the sky that has been imaged so far by SDSS.

Part of the SDSS project is to construct a quasar catalogue from the objects detected.

The most recent version is the DR5 quasar catalogue (using data from DR5, Schneider

et al. 2007). This version was used here to extract objects for the photometric redshift

method (see Chapter 3) so the following details refer to this version. Sources are auto-

matically selected as quasar candidates based on their position in SDSS colour space.

Candidates without spectra are then rejected and the remaining candidates are visually

inspected to ensure they are actually quasars. Finally, luminosity and line width criteria

are applied to give a final catalogue of 77429 objects covering a redshift range of 0.08

to 5.41. The quasar catalogue contains the usual SDSS data for each object plus details

of any radio, X-ray or infra-red objects (from FIRST, ROSAT and 2MASS catalogues

respectively) within a set radius from the source. The selection method for the catalogue
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is designed to specifically target type 1 quasars and not other types of AGN (e.g. type

2 quasars, Seyferts, blazars). The DR5 catalogue is available to download in ASCII or

FITS formats from http://www.sdss.org/dr5/products/value added/qsocat dr5.html.

SDSS data is used in this thesis to find optical counterparts to XMM-Newton sources.

The overlap between SDSS and 2XMM can be seen by comparing figures 2.6 and 2.8.

Around 27% of 2XMM sources are in the SDSS DR6 image region.
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Chapter 3
Optimising photometric redshift

techniques for use with serendipitous

X-ray selected AGN

3.1 Introduction

The redshift of an astronomical object is a crucial parameter as it enables the distance of

the object to be determined. Without a distance estimate any other values obtained, e.g.

flux, have less physical significance. With redshift, flux can be converted to intrinsic

luminosity, a more useful parameter of a source.

Redshift is the term used for a change in the observed wavelength of light from an ob-

ject due to the movement of the object relative to the observer. If an object is moving
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away from the observer, the wavelength of the light is lengthened and therefore red-

dened (as, in the optical band, longer wavelengths are redder). Wavelengths are short-

ened (blueshifted) if the object moves towards the observer. As the majority of objects

are moving away from us the term redshift is most commonly used. The equation for

redshift, z, is:

z =
λobs − λemit

λemit

(3.1)

where λobs is the observed wavelength and λemit is the wavelength of the light when it

was emitted. A negative redshift is therefore a blueshift.

Most astronomical objects are moving away from each other due to the expansion of the

Universe (although it is the expansion of space rather than the movement of the galaxies

that causes this). Objects that are further away have a larger redshift so redshift can be

used as a measure of the distance of an object. For objects up to z ≈ 0.2, distance, d, is

determined by:

d =
cz

H0

(3.2)

where c is the speed of light and H0 is the value of the Hubble constant. For objects at

larger redshifts this equation becomes less accurate and cosmological parameters must

be considered.
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Figure 3.1: Example of quasar spectra at increasing redshifts (from top to bottom) showing

the movement of spectral lines away from the expected position (top line) due to redshift. C.

Pilachowski, M. Corbin/NOAO/AURA/NSF.

The most accurate method of determining the redshift of an object is spectroscopically.

The spectrum of an object shows, in general, an underlying continuum with emission

lines and absorption lines and edges superimposed on it. The emission lines indicate

which elements are present in the object. Each element has a specific signature of line

positions allowing it to be identified in a spectrum.

If an object is moving away from or towards the observer the lines in the spectrum will

move according to the redshift (see figure 3.1 for an example). The elements present in

the spectrum of an object can be determined from the pattern of the lines and the shift

from the expected position (i.e. that measured in the laboratory) can be calculated. This
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is then used to calculate the redshift of the object using equation 3.1. Although accurate,

this method is also time consuming. High quality spectra require a long integration time

to achieve a high signal to noise level and so large amounts of telescope time are required

for accurate spectroscopic redshifts.

A more efficient, although less accurate, method is to use photometry to determine red-

shifts. Photometric redshifts use the spectral energy distribution (SED) of an object

constructed from photometric filters. Broad features in the spectrum of the object are

visible in the passbands and can be used to determine an approximate redshift. As the

features are redshifted through the different filters, the observed colours change indi-

cating the redshift of the source. The main features which enable this method to work

are the 4000 Å break in galaxy spectra, the 912 Å Lyman break and, for high redshift

quasars, the Lyman α forest. Figure 3.2 shows a range of galaxy SED templates. The

4000 Å break can be seen in each of these spectra. This break is caused by absorption

of high energy radiation by metals and a lack of young stars and is therefore strongest

in old (i.e. elliptical) galaxy spectra. In younger galaxies (spirals and irregulars) an

increase of flux in the UV is also apparent due to the large number of young, blue stars

in the galaxy. The 912 Å break is visible in normal galaxies at high redshift. A lack

of features in the optical band can cause problems for photometric redshifts of quasars

between z = 0.8 and z = 2.5. There are several common methods of implementing

photometric redshifts which will be discussed in section 3.2.

Photometric redshift estimations have recently become popular due to the increase in

the number of large surveys being conducted at different wavelengths. Surveys such as
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Figure 3.2: Template spectra for several galaxy types showing the broad features which photo-

metric redshift methods use e.g. 4000 Å break. The solid black lines are mean empirical spectra

and coloured lines are template spectra. Image taken from Buzzoni (2005).

SDSS and the serendipitous catalogues from XMM-Newton contain hundreds of thou-

sands of objects. The large number of objects makes obtaining spectroscopic redshifts

prohibitive and even currently impossible for very faint sources. Photometric redshifts

on the other hand can be used to determine the approximate redshift of many objects

simultaneously, making them a popular option for users of large surveys.
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3.2 Photometric redshift methods

There are two main methods of photometric redshift estimation - the template fitting

method and the training set method.

For the template fitting method, a range of sample SEDs of various source types is re-

quired. These can be either composite spectra from real observations or artificial SEDs

from population synthesis models. The templates are shifted to represent a range of red-

shifts resulting in a set of templates covering different source types over a wide redshift

range. The SED of the object which requires redshift determination is then compared to

each of the templates until the best match is found, usually by χ2 minimisation. Tem-

plate fitting is a relatively simple method and there are several publicly available codes

which make use of it, e.g. HyperZ (Bolzonella et al. 2000). There are, however, some

disadvantages. Composite templates tend to come from nearby objects which may not

be a good representation of more distant objects. Real spectra may depend on the age

of the source and may therefore be different at different redshifts. Simply adjusting

spectra of nearby objects to different redshifts by shifting the features will not provide

accurate high redshift spectra if this is the case and so template fitting to high redshifts

is difficult.

The other popular method is to use a training set of objects with known spectroscopic

redshifts to develop a colour-redshift relationship which can then be applied to a set of

objects requiring photometric redshifts. The training set must be representative of the

objects requiring photometric redshifts and must use the same photometric filter system
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so each different survey requires its own training set. The training set method uses real

data so does not have the same problem with evolution as the template fitting method.

With this method however, it is not easy to extrapolate to redshifts beyond the range of

the training set, so a large redshift range must be used in the training set if it is thought

to be required for the photometric sample. The main disadvantage of this method is that

it is impossible without a representative set of objects with spectroscopic redshifts.

3.3 Previous photometric redshift studies

The first person to suggest the use of photometry to make redshift estimates was Baum

(1962) who determined the redshift of eight galaxy clusters by comparing their mean

SED to the SED of a cluster of known redshift. In 1985 the idea of photometric red-

shifts was revisited by Koo (1985) who investigated the accuracy possible for photo-

metric redshifts and concluded, using an early template fitting method, that accuracies

of 0.03 − 0.05 would be possible for redshift from z = 0 to above z = 0.5. Connolly

et al. (1995) were the first to propose the training set method. Using four filters and a

sample of 254 galaxies with spectroscopic redshift to determine a photometric redshift

relation, an accuracy of ∆z ≤ 0.05 was achieved where ∆z is the difference between

spectroscopic and photometric redshifts.

The use of photometric redshifts gained popularity in the last decade due to the increase

in the number of large photometric surveys. Various methods and codes for the determi-

nation of photometric redshifts of galaxies are now available. For example, Bolzonella
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et al. (2000) developed the publicly available code HyperZ1, a template fitting code us-

ing eight template types and between four and eight filters. Using Hubble Deep Field

North (HDF-N) sources, Bolzonella et al. (2000) found δz = 0.09 − 0.26 depending on

the template set and redshift range where

δz =
σ

1 + zs

=

√

Σ(zp − zs)2

N − 1

1

1 + zs

(3.3)

where zs is spectroscopic redshift, zp is photometric redshift, N is the number of sources,

zs is the average spectroscopic redshift and σ is the rms scatter between photometric and

spectroscopic redshifts. Benı́tez (2000) used Bayesian techniques to determine galaxy

redshifts for the HDF-N. Bayesian methods have been shown to be potentially more

accurate than template fitting techniques when using fewer filters if appropriate prior

knowledge is available. Benı́tez (2000) found the rms of ∆z/(1 + zs) to be 0.06 with

an average difference between photometric and spectroscopic redshifts of ∆z = 0.01.

Other methods include artificial neural networks (ANNz, Collister and Lahav 2004)

and kernel regression (Wang et al. 2007), training set codes which use novel methods

to create the colour-redshift relationship. Both claim to produce results with accuracy

comparable to more established template fitting routines.

Initially, quasars were thought to be unsuitable for photometric redshift methods be-

cause of their mainly featureless spectra. However, strong emission lines at low redshift

and the arrival in the optical spectra of the Lyman α forest and Lyman break above
1http://webast.ast.obs-mip.fr/hyperz
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z ≈ 2.5 mean that this is not the case. In 2001, Budavári et al. (2001) and Richards

et al. (2001) investigated methods for obtaining photometric redshifts for quasars us-

ing the SDSS. Budavári et al. (2001) developed a hybrid training and template method

resulting in σrms = 0.77 where:

σrms =

√

Σ(zs − zp)2

N
(3.4)

Richards et al. (2001) used a training set method (which was the basis of the method

implemented here) with the SDSS QSO catalogue from the commissioning phase of

the survey and found ∆z ≤ 0.2 for around 70% of the sample. Another photometric

redshift study using quasars (Wu et al. 2004) used the SDSS Early Data Release (EDR)

QSOs to create a composite spectrum for use as a template. Applying this to a template

fitting code resulted in a similar accuracy to Richards et al. (2001) with the benefit that

the composite spectrum can be applied to other surveys by use of filter transmission

functions.

Much less work has been done on the use of photometric redshifts with X-ray selected

sources. Gonzalez and Maccarone (2002) used template fitting to derive photometric

redshifts for X-ray selected galaxies and concluded that the accuracy achievable was

comparable to that of X-ray quiet galaxies (σrms = 0.15). Any QSOs in the sample

were selected and removed before photometric redshift estimates were made. Gandhi

et al. (2004) used HyperZ (Bolzonella et al. 2000) to determine photometric redshifts of

X-ray hard, optically dim sources selected from Chandra fields. For the eleven sources
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for which spectroscopic redshifts were available they found that sources dominated by

the host galaxy had good photometric redshifts (∆z = 0.14) but poor results were

found for the AGN dominated sources (∆z = 0.58). Kitsionas et al. (2005) used galaxy

templates for extended sources and QSO templates for point sources for a sample of

bright sources from the XMM-Newton/2dF survey with optical photometry from SDSS.

They found |∆z| ≤ 0.3 for 68% of point sources. For extended sources, results were

dependent on g-r colour. Red galaxies (g − r > 0.5) were well fit (∆z ≤ 0.15 for

73%) but blue sources (g − r < 0.5) were much less accurate with only 27% with

fractional error ∆z/(1 + zs) ≤ 0.2. HyperZ and Bayesian analysis were used with

sources from the CDF-S (Zheng et al. 2004) to find photometric redshift estimates of

X-ray selected AGN (types 1 and 2) and galaxies. They found an average dispersion of

∆z/(1 + zs) = 0.08.

3.4 The photometric redshift code

The 2XMM catalogue contains data on approximately 192000 unique sources. To max-

imise the information available from this data, redshift information will be essential. As

the majority of X-ray sources are AGN, a redshift method that works for X-ray selected

quasars as well as galaxies is needed. Weinstein et al. (2004) created a photometric red-

shift code for optically selected quasars specifically for use with the SDSS based on the

work of Richards et al. (2001). As the SDSS has a large degree of overlap with 2XMM

(≈ 27% between SDSS DR6 and 2XMM) this code is ideal for adaptation to determine
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photometric redshifts of 2XMM objects.

The code works in three stages.

1. A training catalogue of quasars with spectroscopic redshifts is required. The

SDSS DR5 Quasar Catalogue (Schneider et al. 2007, see section 2.4) is ideal

for this purpose and was used here. The quasars are separated into N redshift

bins. When Weinstein et al. (2004) plotted the colours of the quasars (u-g etc.)

against their spectroscopic redshift it became apparent that some objects were

significantly redder than the majority of sources in that redshift bin because of in-

ternal dust extinction. The code therefore removes these ‘reddened’ quasars from

the catalogue, on the basis of their u-g and g-r colours, as these objects skew the

colour-redshift relation. If a source has u-g colour redder than 97.5% of sources

in the same redshift bin and its g-r colour is redder than the median g-r for the

redshift bin then the source is classed as ‘reddened’ and removed from the cata-

logue.

2. The remaining catalogue objects are used to create a colour-redshift relationship

(CZR) by calculating the mean colour vector and the colour covariance matrix.

The mean colour vector, Mi has four components:

M j
i =

1

Qi

Qi
∑

q=1

xj,q (3.5)

where i refers to the redshift bin, Qi is the number of non-reddened quasars in the

ith redshift bin, xj,q is the colour of the qth quasar where j is 1, 2, 3 or 4 referring to
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each of the four colours (u-g, g-r, r-i and i-z respectively). The colour covariance

matrix, Vi, has sixteen components:

V j,k
i =

1

Qi − 1

Qi
∑

q=1

(xj,q − M j
i )(xk,q − Mk

i ) (3.6)

where k represents the colours in the same way as j.

3. The CZR is then used to determine redshift estimates for the set of objects requir-

ing photometric redshifts. The colours of each object are compared to the CZR

for each redshift bin and a χ2 value for each bin is calculated:

χ2
i = (X0 − Mi)

T (V0 + Vi)
−1(X0 − Mi) (3.7)

for i = 1 − N where X0 is the vector of colours of the object in question and V0

is the covariance matrix of the colours:
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where σu is the uncertainty in the u band magnitude and similarly for the other

bands. The probability that the true value of the redshift is in that redshift bin

is calculated based on the χ2 value and covariance matrices. Regions of the

probability-redshift distribution above a given threshold (1/number of redshift

bins) are possible photometric redshift ranges. An upper and lower value for each
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potential redshift range is given based on the first and last bin above the threshold

(see figure 3.3). For each range, the assigned photometric redshift value is the

one with the highest probability. The overall probability of the range is the sum

of probabilities of the bins in the range. The photometric redshift range assigned

to the source is the one with the highest overall probability.

More detail on the equations used to calculate χ2 and probability of redshift bins can be

found in Weinstein et al. (2004).

3.5 Determining optical matches

The objects in the XMM catalogues are X-ray sources so, to utilise the photometric red-

shift method described above, matches to optical counterparts in the SDSS are required.

To ensure confidence in the optical matches, the reliability method of Rutledge et al.

(2000) was implemented. This method uses the magnitude of potential counterparts as

well as their proximity to the X-ray source to determine the ‘true’ counterpart. It is as-

sumed that brighter, lower density optical objects are more likely matches to the X-ray

sources.

The method is as follows. A 10′′ radius circle around each X-ray position is searched

in the SDSS to gather candidate optical counterparts. 10′′ is a generous search region

considering the positional accuracy of both SDSS and XMM-Newton but no candidates

with distance greater than 6′′ are selected by the following method as counterparts for
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Figure 3.3: For a single example source, the probability that the true redshift lies in a variety of

photometric redshift bins. The area under the curve for each of the regions above the threshold

(dashed line) is calculated and the peak redshift in the region with the largest value is selected

as the photometric redshift estimate (1.8 in this case). The lower and upper bounds for the

photometric redshift are the points at which the probability falls back below the threshold value

(1.5 and 2.2 in this case).

the final analysis. A large number of 10′′ fields around the outside of the source field are

also searched to create a list of background objects with which to compare the candidate

objects. Each object in the background and candidate lists has a value, r, which is the

distance from the object to the centre of the field. For each background and candidate

object, the likelihood ratio, LR, is calculated based on ‘Gaussian distributed positional

coincidence for sources and an expectation that the counterpart be bright’ (Rutledge

et al. 2000):

55



Chapter 3. Photometric redshift techniques 3.5. Determining optical matches

LR =
e−( r2

2σ2
)

σ N(<m)
Fbg

(3.8)

where σ is the uncertainty in the X-ray position (taken to be 2′′), Fbg is the number

of background fields used (590) and m is the apparent magnitude of the candidate in

question. N(< m) is the number of background objects with magnitude brighter than

m. The uncertainty in the optical position is not included as it is negligible compared

to the X-ray position uncertainty. The likelihood ratio is the likelihood that the optical

candidate is associated with the X-ray source (or, in the case of the background sources,

that it is associated with an object at the centre of the field). It should be high for ‘true’

counterparts but does not represent the probability that an object is the true counterpart.

Candidate objects are then assigned a reliability value, R.

R(LR) =

Nsrc

Fsrc
− Nbg

Fbg

Nsrc

Fsrc

(3.9)

where Fsrc and Fbg are the number of source and background fields respectively. Nsrc

and Nbg are the number of candidate and background objects respectively that have a

likelihood ratio that falls in the bin 10log(LRi)−0.6 to 10log(LRi)+0.6 where LRi is the like-

lihood ratio of the candidate in question. Reliability is the probability that the candidate

is associated with the X-ray source but does not consider other potential candidates so

more than one candidate in the source field may be assigned the same reliability.

Finally, the probability that a candidate is the unique counterpart of the X-ray source,

56



Chapter 3. Photometric redshift techniques 3.5. Determining optical matches

Pid, is calculated. For each X-ray source the candidate objects are assigned a number, 1

to N . The probability that a candidate is the unique counterpart is:

Pid,i =

Ri

1−Ri

N
∏

j=1

(1 − Rj)

S
(3.10)

where i is the index of the candidate in question and j does not include i. S is the

normalisation factor (see below). The probability that none of the candidate objects is

the true counterpart is also calculated.

Pno−id =

N
∏

j=1

(1 − Rj)

S
(3.11)

The normalisation factor S ensures that:

N
∑

i=1

Pid,i + Pno−id = 1 (3.12)

and is calculated as:

S =
N
∑

i=1





Ri

1 − Ri

N
∏

j=1

(1 − Rj)



+
N
∏

j=1

(1 − Rj) (3.13)

where again, in the summation, j does not include i. For each X-ray source, the optical

candidate with the highest Pid value was assigned as the counterpart. In cases where
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the Pno−id value is greater than any of the Pid values, the X-ray source was assigned no

counterpart and was not used in the photometric redshift sample.

3.6 Optimizing the method

To determine whether the code described in section 3.4 would be accurate enough for

future use with large samples of 2XMM sources, it was applied to X-ray sources in

the region of space known as the Lockman Hole (RA=10h52m, dec=57◦21′36′′). The

Lockman Hole is a well observed field because of the low Galactic absorption in its

direction (NH = 5.7× 1019 cm−2). Source positions were taken from the paper Mateos

et al. (2005) with kind permission of Dr Silvia Mateos. The data were from seven-

teen combined XMM-Newton observations obtained between April 2000 and December

2002. The total exposure time was approximately 850 ks (MOS cameras) and 650 ks

(pn camera) after removal of high background periods.

Many of the sources have spectroscopic redshifts which can be compared to the photo-

metric redshifts to determine the accuracy of the code and optimise its usage. Optical

matches to the X-ray sources were obtained as described in section 3.5. Of 123 X-ray

sources, 105 had candidate counterparts and 95 (77%) were assigned optical counter-

parts. 70 (57%) counterparts had ID probability (Pid) greater than 90%. This compares

favourably with the X-ray/optical cross correlation work of Kitsionas et al. (2005) who

found 60% of their XMM-Newton sources to have SDSS optical counterparts. The final

sample used contained only the 65 sources which had both optical counterparts (in-
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Figure 3.4: The spectroscopic and photometric redshift of each source as assigned by the photo-

metric redshift code using the SDSS DR5 QSO catalogue as training set and default parameters.

Type 1 AGN sources are in red and type 2 in blue. Point counterparts are indicated by asterisks

and open circles represent extended counterparts. The solid line shows the path along which the

points lie if the assigned photometric redshift matches the spectroscopic redshift. Dashed lines

show |∆z| = 0.3.

cluding those with Pid < 0.9) and spectroscopic redshifts. For clarity, X-ray objects

are referred to as sources and optical matches to these sources are termed counterparts.

Classification as type 1 or type 2 AGN is determined by Mateos et al. (2005) and there-

fore a property of the X-ray sources but morphological classification (point or extended)

is a property of the optical counterparts taken from SDSS.

To get an initial determination of the accuracy of the code for a sample of X-ray selected

quasars the photometric redshift code was run with default parameters. The DR5 QSO
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Figure 3.5: The spectroscopic and photometric redshift of each source classified as type 1 AGN

and with point counterpart. The photometric redshift is as assigned by the photometric redshift

code using the QSO catalogue as the training set. The solid line shows the path along which the

points lie if the assigned photometric redshift matches the spectroscopic redshift. Dashed lines

show |∆z| = 0.3.

catalogue from SDSS (Schneider et al. 2007), was used as the training set for the sample

giving a result of 44% of sources with the ‘correct’ photometric redshift. A source is

described as having the ‘correct’ photometric redshift if its spectroscopic redshift lies

within the upper and lower photometric redshift limits output by the code (zhigh and zlow

respectively). Figure 3.4 shows the results of this initial run.

As the training set is composed of type 1 AGN and mainly objects with point like mor-

phology while the test sample contains both type 1 and type 2 AGN and point and

extended counterparts the poor accuracy encountered was anticipated. Running just the
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sources classified by Mateos et al. (2005) as type 1 AGN which have point counterparts

with the QSO training set yielded better results (73% ‘correct’, see figure 3.5).

Objects classified as extended by SDSS are likely to be nearby galaxies. The light

received from these counterparts may therefore be dominated by the host galaxy. As

extended objects are nearby (in order to appear extended) the code makes it possible to

restrict the photometric redshift assigned to them to less than a specified value. Type

2 AGN are also likely to be dominated by the host galaxy light as the central AGN is

typically obscured. To determine accurate photometric redshifts for these objects, a cat-

alogue of galaxies was created using the SDSS DR6 release and the DEEP2 catalogue

(Deep Extragalactic Evolutionary Probe2, Davis et al. 2003, Davis et al. 2007). 61899

sources were randomly selected from the 185706 sources in DR6 that are spectroscopi-

cally classified as galaxies and have redshift confidence greater than 90%. The redshift

range of these sources is 0.0 − 0.6 which is not wide enough for the use required here.

DEEP2 has collected spectroscopic redshifts of nearly 50000 galaxies to redshifts be-

yond 1.4 and has some spatial coincidence with SDSS making it a useful catalogue with

which to enhance the galaxy catalogue. 31123 sources in the DEEP2 DR3 catalogue

have redshift quality ≥ 3 (90% or better confidence). These objects were cross corre-

lated with the SDSS using a 1′′ search radius to find 7522 matches. Using the SDSS

photometry for these sources with the DEEP2 spectroscopic redshift values increased

the galaxy catalogue to 69422 sources with redshifts out to around two (see table 3.1).

The CZR created from this was useful to z = 1.65 (above which values could not be
2http://deep.berkeley.edu/DR3/dr3.primer.html
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Figure 3.6: The spectroscopic and photometric redshift of each source classified as type 2 or

with extended counterpart. The photometric redshift is as assigned by the photometric redshift

code using the galaxy catalogue as the training set. Type 1 AGN sources are in red and type

2 in blue. Point counterparts are indicated by asterisks and open circles represent extended

counterparts. The solid line shows the path along which the points lie if the assigned photometric

redshift matches the spectroscopic redshift. Dashed lines show |∆z| = 0.3.

constrained due to a lack of sources at higher redshifts) and so the extended counterparts

were constrained to photometric redshifts less than 1.65. This catalogue was used as the

training set for the counterparts classed as extended and/or type 2 AGN sources. 76%

of such objects were assigned the ‘correct’ redshift with this catalogue (see figure 3.6).

To further investigate the effect of source properties on the accuracy of the photomet-

ric redshift determination, the X-ray sources were cross correlated with the UKIDSS

(UKIRT Infra-red Deep Sky Survey, Lawrence et al. 2007) database to look for infra-
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red matches (based on a search radius of 2′′). For the 36 objects that had both optical

and IR counterparts, the z-J colour was calculated. It was determined empirically that

photometric redshifts for objects with z − J > 1.72 (i.e. redder than average) were all

wrongly estimated by the QSO catalogue and this was taken as the cutoff point between

‘red’ and ‘normal’ sources for the sample. Given that step one of the photometric red-

shift code is to remove objects from the training set that are ‘reddened’, it is unsurprising

that red objects in the sample are not assigned the ‘correct’ photometric redshifts. To

rectify this, a third training set was compiled, containing the ‘reddened’ QSOs that had

been removed from the original QSO catalogue (see table 3.1). Although using the red

catalogue led to an improvement on the results that were found with the QSO catalogue,

all red sources also had extended counterparts or were type 2 AGN and were assigned

better estimates of photometric redshift by the galaxy catalogue. For the case of a type

1 AGN source with a point counterpart and z − J > 1.72, the red catalogue is expected

to perform better than the QSO catalogue. As there are no such sources in the sample

used here, use of the red catalogue was not pursued further. UKIDSS is currently in the

early stages of its mission. As more data becomes available the opportunity to exploit

the data in the way described above will become more important.

The optimal choice of catalogue to use as training set for each source was determined

as follows:

• If counterpart is extended and/or source is type 2 AGN: galaxy

• If counterpart is point like and source is type 1 AGN: QSO
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Table 3.1: Training set details

Catalogue Num. sources Num. sources z range

(original) (after step 1)

(1) (2) (3) (4)

QSO 77292 73910 0-5.5

Galaxy 69422 67140 0-4

Red 3382 2979 0-5.2

A photometric redshift for each object was then determined using the assigned catalogue

as training set. This improved results to 75% of sources with the ‘correct’ photometric

redshift (see figure 3.7).

To further improve accuracy, cuts on the counterpart identification probability (Pid ≥ 0.9)

and the photometric redshift probability (Pphot ≥ 0.8) were made improving the result

to 86% ‘correct’ (see figure 3.8).

The use of 1/N (where N is the number of redshift bins) as the threshold for deter-

mination of the photometric redshift range is arbitrary and was adopted following the

example of Weinstein et al. (2004). While use of this threshold leads to a high percent-

age of sources assigned the ‘correct’ photometric redshift (where ‘correct’ means the

spectroscopic redshift is within the range of the photometric redshift), figures 3.8 and

3.9 show that a significant proportion of these ‘correct’ sources actually have large |∆z|

values while sources with well estimated photometric redshifts are assigned a large error

range which doesn’t reflect the actual accuracy of the method. An alternative to using
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Figure 3.7: The spectroscopic and photometric redshift of each source. The photometric red-

shift is as assigned by the photometric redshift code using the designated catalogue for each

object. Type 1 AGN sources are in red and type 2 in blue. Point counterparts are indicated by

asterisks and open circles represent extended counterparts. The solid line shows the path along

which the points lie if the assigned photometric redshift matches the spectroscopic redshift.

Dashed lines show |∆z| = 0.3.

the 1/N threshold is to use the χ2 values determined for each source to assign standard

1σ confidence regions to each photometric redshift estimate. Using this method will

reduce the range of the photometric redshift estimates (i.e. zhigh − zlow). The effect of

this will be that good estimates of photometric redshift, those with low ∆z values, will

have more useful error ranges while those sources with large ∆z values will no longer

be described as ‘correct’. This change to the code is implemented as follows: The peak

probability used in the original method corresponds to a minimum in the χ2 distribution,
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Figure 3.8: The spectroscopic and photometric redshift of each counterpart with Pid ≥ 0.9 and

Pphot ≥ 0.8. The photometric redshift is as assigned by the photometric redshift code using the

designated catalogue for each object. Type 1 AGN sources are in red and type 2 in blue. Point

counterparts are indicated by asterisks and open circles represent extended counterparts. The

solid line shows the path along which the points lie if the assigned photometric redshift matches

the spectroscopic redshift. Dashed lines show |∆z| = 0.3.

χ2
min. Finding χ2

min provides the photometric redshift estimate. The threshold for error

bars is then χ2
min+1, corresponding to the 68.3% (1σ) confidence region. The redshift

bin at which the χ2 value passes above this threshold on either side of the minimum bin

corresponds to the upper and lower redshift limits. This method is illustrated in figure

3.10.

The result of using the modified method is shown in figure 3.11. As the peak probability

corresponds to the minimum χ2 value, the photometric redshift estimate itself does not
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Figure 3.9: The difference between spectroscopic and photometric redshift (∆z) of each coun-

terpart with Pid ≥ 0.9 and Pphot ≥ 0.8. The photometric redshift is as assigned by the photo-

metric redshift code using the designated catalogue for each object. Type 1 AGN sources are in

red and type 2 in blue. Point counterparts are indicated by asterisks and open circles represent

extended counterparts.

change so the percentage of sources with |∆z| ≤ 0.3 for example should not change3.

The change is evident in the average range (zhigh − zlow) of the assigned redshifts: 0.29

with the modified code compared to 0.88 with the original (see figure 3.12). This range

now represents the 1σ error on the photometric redshift estimates, not just an arbitrary

range encompassing a large set of possible values.
3In practice there are slight differences in these values between the original and modified method

because the cut in Pphot is not used with the modified method and so more sources are assigned a photo-

metric redshift.
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Figure 3.10: Demonstration of how upper and lower photometric redshift estimates are made with the modified code. The peak of each range above

the threshold (horizontal dashed line in top plot) corresponds to a minimum χ2 value in the bottom diagram (χ2
min). The upper and lower redshift

limits are the points at which χ2 > χ2
min + 1 (horizontal dashed line in bottom plot). The thick red lines in the upper plot demonstrate the upper and

lower redshifts that would have been assigned with the original method and in the bottom plot the ones selected with the new method.

68



Chapter 3. Photometric redshift techniques 3.6. Optimizing the method

Figure 3.11: The spectroscopic and photometric redshift of each counterpart with Pid ≥ 0.9.

The photometric redshift is as assigned by the modified photometric redshift code using the

designated catalogue for each source. Type 1 AGN sources are in red and type 2 in blue. Point

counterparts are indicated by asterisks and open circles represent extended counterparts. The

solid line shows the path along which the points lie if the assigned photometric redshift matches

the spectroscopic redshift. Dashed lines show |∆z| = 0.3.

The assignment of type 1 and type 2 AGN used here was taken from Mateos et al. (2005)

and was determined spectroscopically. This information may not always be available

(e.g. for 2XMM) so the method must be able to rely on only the morphological infor-

mation available. To test the effect this would have on the results the code was run again

with point counterparts using the QSO catalogue as training set and extended coun-

terparts with the galaxy catalogue. The results were encouraging with a drop of less

than 3% in the number of sources assigned ‘correct’ photometric redshifts. Assuming
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Figure 3.12: Photometric redshift range distributions assigned with the original method

(Pid ≥ 0.9 and Pphot ≥ 0.8, top figure) and with the χ2 method (Pid ≥ 0.9, bottom fig-

ure).

approximately 30% overlap between 2XMM and SDSS with an optical match rate of

≈ 60%, a sample of ≈ 20000 sources with accurate photometric redshifts (|∆z| ≤ 0.3)

should be possible for statistical studies such as luminosity evolution.

Table 3.2 shows details of objects in the Lockman Hole test sample including photomet-

ric redshift estimates obtained with a) the original version of the code with Pid ≥ 0.9

and Pphot ≥ 0.8 and b) the modified version of the code with Pid ≥ 0.9.
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Table 3.2: Photometric redshift results for sources with Pid ≥ 0.9

Original method χ2 method

ID Morph. AGN Pid Spec. z Phot. z Phot. z Phot. z |∆z| Phot. z Phot. z Phot. z Phot. z |∆z| Phot. z

type low high range low high range

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

5 0 1 0.991624 2.144 - - - - - 2.0 2.125 2.15 0.019 0.15

6 0 2 0.987266 0.528 0.35 0.575 1.4 0.047 1.05 0.55 0.575 1.05 0.047 0.50

21 1 2 0.934349 0.498 0.2 0.525 0.95 0.027 0.75 0.5 0.525 0.55 0.027 0.05

39 1 2 0.978145 0.711 0.4 0.625 1.2 0.086 0.8 0.55 0.625 0.95 0.086 0.40

85 0 1 0.963114 1.145 - - - - - 0.1 0.175 0.25 0.970 0.15

88 0 1 0.95793 3.279 2.75 3.275 3.55 0.004 0.80 3.15 3.275 3.45 0.004 0.30

90 0 1 0.972944 0.467 - - - - - 1.5 1.525 1.6 1.058 0.10

96 0 1 0.98425 2.832 2.25 2.775 3.25 0.057 1.00 2.7 2.775 2.9 0.057 0.20

121 1 2 0.97616 0.772 0.35 0.675 1.05 0.097 0.70 0.6 0.675 0.7 0.097 0.10

124 1 1 0.905685 1.544 0.0 1.575 1.7 0.031 1.7 1.55 1.575 1.6 0.031 0.05
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Table 3.2: continued

Original method χ2 method

ID Morph. AGN Pid Spec. z Phot. z Phot. z Phot. z |∆z| Phot. z Phot. z Phot. z Phot. z |∆z| Phot. z

type low high range low high range

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

148 0 1 0.994837 1.113 1.0 1.375 1.5 0.262 0.50 1.15 1.375 1.45 0.262 0.30

156 0 2 0.943182 2.365 0.05 0.375 1.2 1.99 1.15 0.35 0.375 0.85 1.990 0.50

163 0 1 0.943911 0.974 0.1 0.225 0.45 0.749 0.35 0.2 0.225 0.25 0.749 0.05

168 0 1 0.990338 1.956 - - - - - 1.85 1.975 2.2 0.019 0.35

171 1 2 0.992806 0.205 0.0 0.475 1.0 0.270 1.00 0.45 0.475 0.7 0.270 0.25

176 0 1 0.982591 1.527 0.1 0.225 0.5 1.302 0.40 0.2 0.225 0.25 1.302 0.05

183 1 1 0.944796 0.96 0.8 1.525 1.7 0.565 0.9 1.45 1.525 1.55 0.565 0.10

191 1 1 0.985658 0.784 0.25 1.375 1.5 0.591 1.25 1.1 1.375 1.5 0.591 0.4

270 0 1 0.986931 1.568 1.45 1.625 2.05 0.057 0.60 1.5 1.625 1.85 0.057 0.35

272 1 2 0.974705 0.616 0.05 0.225 0.7 0.391 0.65 0.2 0.225 0.7 0.391 0.50
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Table 3.2: continued

Original method χ2 method

ID Morph. AGN Pid Spec. z Phot. z Phot. z Phot. z |∆z| Phot. z Phot. z Phot. z Phot. z |∆z| Phot. z

type low high range low high range

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

277 0 1 0.98562 1.816 1.65 1.925 2.15 0.109 0.50 1.8 1.925 2.05 0.109 0.25

290 1 2 0.989787 0.204 0.0 0.175 0.55 0.029 0.55 0.15 0.175 0.3 0.029 0.15

300 1 1 0.967469 0.788 0.05 0.275 1.25 0.513 1.20 0.25 0.275 1.25 0.513 1.00

306 1 2 0.982591 0.708 0.4 0.675 1.05 0.033 0.65 0.6 0.675 0.8 0.033 0.20

321 1 1 0.93774 1.009 0.0 0.325 1.5 0.684 1.5 0.3 0.325 1.35 0.684 1.00

326 1 2 0.977426 0.78 0.15 0.475 1.35 0.305 1.2 0.45 0.475 1.05 0.305 0.60

332 1 1 0.966538 1.676 - - - - - 1.6 1.675 1.7 0.001 0.10

342 0 1 0.987135 0.586 - - - - - 0.5 0.575 0.65 0.011 0.15

354 0 1 0.989441 3.409 3.15 3.425 3.65 0.016 0.5 3.35 3.425 3.5 0.016 0.15

358 0 1 0.966227 2.742 2.05 2.675 3.3 0.067 1.25 2.6 2.675 3.0 0.067 0.40
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Table 3.2: continued

Original method χ2 method

ID Morph. AGN Pid Spec. z Phot. z Phot. z Phot. z |∆z| Phot. z Phot. z Phot. z Phot. z |∆z| Phot. z

type low high range low high range

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

364 1 1 0.919624 0.931 0.0 0.225 1.5 0.706 1.5 0.2 0.225 1.5 0.706 1.3

387 0 1 0.977426 1.447 0.65 1.425 2.3 0.022 1.65 0.9 1.425 1.45 0.022 0.55

394 1 2 0.985482 0.664 0.35 0.625 1.2 0.039 0.85 0.55 0.625 0.9 0.039 0.35

406 0 1 0.911221 1.282 0.9 1.325 1.55 0.043 0.65 1.15 1.325 1.45 0.043 0.30

407 1 2 0.930205 0.99 0.45 0.875 1.35 0.115 0.90 0.75 0.875 1.0 0.115 0.25

411 1 2 0.979863 0.245 0.0 0.175 0.55 0.070 0.55 0.1 0.175 0.2 0.070 0.10

427 1 2 0.917409 0.696 0.1 0.625 1.25 0.071 1.15 0.6 0.625 0.9 0.071 0.30

442 1 1 0.97616 2.586 0.25 1.275 1.5 1.311 1.25 1.15 1.275 1.35 1.311 0.2

450 0 1 0.988016 2.949 2.35 2.775 3.2 0.174 0.85 2.7 2.775 2.85 0.174 0.15

456 1 1 0.988835 0.877 - - - - - 1.65 1.675 1.7 0.798 0.05
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Table 3.2: continued

Original method χ2 method

ID Morph. AGN Pid Spec. z Phot. z Phot. z Phot. z |∆z| Phot. z Phot. z Phot. z Phot. z |∆z| Phot. z

type low high range low high range

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

475 0 1 0.986492 1.204 1.1 1.325 1.45 0.121 0.35 1.2 1.325 1.4 0.121 0.20

505 1 2 0.988016 0.137 0.0 0.175 0.5 0.038 0.50 0.15 0.175 0.25 0.038 0.10

527 0 1 0.92655 1.881 - - - - - 1.75 1.825 1.95 0.056 0.20

553 0 1 0.94921 1.437 0.15 0.225 0.5 1.212 0.35 0.2 0.225 0.35 1.212 0.15

599 0 1 0.950646 2.416 2.1 2.725 3.2 0.309 1.10 2.7 2.725 2.8 0.309 0.10

902 1 1 0.915341 1.561 - - - - - 1.65 1.675 1.7 0.114 0.05

2020 0 1 0.958999 1.72 - - - - - 2.0 2.125 2.2 0.405 0.20
NOTES: ID is the XMM-Newton identification number taken from Mateos et al. (2005). In column (2), 0 is a point counterpart and 1 is an extended counterpart, as classified by SDSS. AGN type is a

property of the X-ray source as determined by Mateos et al. (2005). Spec. z is the spectroscopic redshift. Phot. z low is the lower limit on the photometric redshift assigned and phot. z high is the upper

limit. Phot. z is the photometric redshift value. |∆z| is the absolute difference between the spectroscopic and photometric redshifts. Phot. z range is the difference between the upper and lower photometric

redshift values.
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3.7 2XMM photometric redshift results

2XMM was released on August 22nd 2007 (see section 2.3.2 for more details). The

code developed here was used to determine photometric redshifts for 2XMM point

sources with SDSS optical counterparts. Optical counterparts were determined for X-

ray sources in each X-ray field in the manner described in section 3.5. Of the 128023

best quality unique point sources in 2XMM (i.e. those with no warning flags), 33016 had

potential counterparts in the SDSS catalogue and 21083 were assigned optical counter-

parts with Pid ≥ 0.9. After removing potential stars (objects with log(Fx/Fopt) < −1),

18537 sources remained in the sample. These high Pid counterparts were split into point

and extended samples (based on the SDSS classification) and the photometric redshift

code was run with the QSO catalogue as training set for point counterparts and the

galaxy catalogue for extended counterparts. Figures 3.13 and 3.14 show the results for

the subset of sources with SDSS spectroscopic redshifts using the original code (with

Pid ≥ 0.9 and Pphot ≥ 0.8, 625 sources) and the modified code (with Pid ≥ 0.9, 762

sources) respectively. The statistics from these plots are impressive (see table 3.3) with

93% and 87% of sources with |∆z| ≤ 0.3 for original and modified methods respec-

tively. The number of outliers in the samples (sources with |∆z| > 1) is just 4% (9%)

for the original (modified) method. Figure 3.15 shows how accurate the majority of

photometric redshift estimates are and also that the main ‘problem area’ in determining

photometric redshifts is 0.5 ≤ z ≤ 2.5 where there is a lack of features in the opti-

cal band of QSO spectra as discussed in section 3.1. A histogram of the photometric

redshift distribution for the full sample of 18537 objects as determined by the modified
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Table 3.3: Photometric redshift statistics for 2XMM

Original method χ2 method

Pid ≥ 0.9 Pid ≥ 0.9

Pphot ≥ 0.8

(1) (2) (3)

% ‘correct’ 94.08 66.80

% with |∆z| ≤ 0.1 74.23 70.34

% with |∆z| ≤ 0.2 87.84 82.68

% with |∆z| ≤ 0.3 93.12 87.40

|∆z| 0.14 0.20

zrange 0.54 0.21

% outliers 4.32 8.66

code is shown in figure 3.16.

The results surpass the accuracy expectations from the Lockman Hole test sample. A

possible explanation for this is the relationship between |∆z| and magnitude. Figure

3.17 and figure 3.18 show the fractional difference between photometric and spectro-

scopic redshift plotted against the SDSS r band magnitude for the Lockman Hole and

2XMM samples respectively using the modified version of the code. The fractional er-

ror clearly increases as the sources get fainter. The Lockman Hole sample is taken from

deep observations of a region of space with very low Galactic absorption and should

therefore be able to sample very faint objects. Conversely, 2XMM is a serendipitous,
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Figure 3.13: The spectroscopic and photometric redshift of each counterpart in the 2XMM sample with P id ≥ 0.9 and Pphot ≥ 0.8. The photometric

redshift is as assigned by the photometric redshift code using the QSO catalogue for point counterparts (asterisks) and galaxy catalogue for extended

counterparts (open circles). The solid line shows the path along which the points lie if the assigned photometric redshift matches the spectroscopic

redshift. Dashed lines show |∆z| = 0.3.
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Figure 3.14: The spectroscopic and photometric redshift of each counterpart in the 2XMM sample with P id ≥ 0.9. The photometric redshift is

as assigned by the modified photometric redshift code using the QSO catalogue for point counterparts (asterisks) and galaxy catalogue for extended

counterparts (open circles). The solid line shows the path along which the points lie if the assigned photometric redshift matches the spectroscopic

redshift. Dashed lines show |∆z| = 0.3.
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Figure 3.15: The difference between spectroscopic and photometric redshift (∆z) of each coun-

terpart in the 2XMM sample with Pid ≥ 0.9. The photometric redshift is as assigned by the

modified photometric redshift code using the QSO catalogue for point counterparts (asterisks)

and galaxy catalogue for extended counterparts (open circles).

wide area survey and thus contains mainly bright sources for which the accuracy of the

code is better.

3.8 Results

Table 3.4 shows results of the two methods for the Lockman Hole and 2XMM sam-

ples, and also those of Kitsionas et al. (2005) as a comparison (as Kitsionas et al. 2005

used a similar method to the one employed here using X-ray selected objects from the
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Figure 3.16: The photometric redshift distribution of counterparts with Pid ≥ 0.9. The photo-

metric redshift is as assigned by the modified photometric redshift code using the QSO catalogue

for point counterparts and galaxy catalogue for extended counterparts. Red hatched regions show

the extended counterpart distribution and unfilled regions the point counterpart distribution.

XMM/2dF survey). It is easily seen that both versions of the code are an improve-

ment on the method used by Kitsionas et al. (2005), despite the fact that the Lockman

Hole sample used here probes fainter objects, with a larger percentage of objects with

|∆z| ≤ 0.3 and also a smaller average difference between spectroscopic and photomet-

ric redshifts. The large improvement in average redshift range (the difference between

the upper and lower limits) by using the modified version of the code instead of the orig-

inal version is also obvious (see figure 3.12). Despite the drop in the number of sources

classed as ‘correct’ when using the modified code, smaller error bounds are important

if useful science is to be done with the resulting photometric redshifts.
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Table 3.4: Photometric redshift statistics

LH Orig LH χ2 2XMM Orig 2XMM χ2 Kitsionas et al. (2005) Gandhi et al. (2004)

Pid ≥ 0.9 Pid ≥ 0.9 Pid ≥ 0.9 Pid ≥ 0.9

Pphot ≥ 0.8 Pphot ≥ 0.8

(1) (2) (3) (4) (5) (6) (7)

% ‘correct’ 86.49 53.19 94.08 66.80 - -

% with |∆z| ≤ 0.1 48.65 48.94 74.23 70.34 30.68 54.55

% with |∆z| ≤ 0.2 59.46 59.57 87.84 82.68 53.41 63.64

% with |∆z| ≤ 0.3 64.86 63.83 93.12 87.40 65.91 72.73

|∆z| 0.34 0.34 0.14 0.21 0.46 0.26

zrange 0.88 0.29 0.54 0.21 - -

% of outliers 10.81 10.64 4.32 8.66 18.18 9.09

σrms 0.57 0.56 0.34 0.47 0.77 0.46
NOTES:

σrms =

√

∑

(zs − zp)2

N
(3.14)

where zs is the spectroscopic redshift and zp is the photometric redshift.
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Figure 3.17: The fractional difference between spectroscopic and photometric redshift plotted

against the SDSS r band magnitude of the Lockman Hole sample sources.

As of DR5, SDSS provides photometric redshifts for sources. Two different methods are

used, both intended for use with galaxies: a template fitting method (photoz1, Csabai

et al. 2003) and one which uses a neural network with a training set (photoz2, Oy-

aizu et al. 2008). Results found here for extended counterparts and type 2 AGN in the

Lockman Hole sample (using the galaxy catalogue as training set) are comparable to

the estimates available from SDSS with the obvious advantage that estimates for point

counterparts with the QSO catalogue can also be calculated here.

Weinstein et al. (2004), the developers of the original code used here, found 83% of

sources in their sample had photometric redshift estimates with |∆z| ≤ 0.3 when they

applied their code to the SDSS EDR QSO catalogue (using the catalogue as both training
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Figure 3.18: The fractional difference between spectroscopic and photometric redshift plotted

against the SDSS r band magnitude of the 2XMM sample sources. The small percentage of very

large outliers (|∆z|/zs ≥ 2.0) are all plotted at |∆z|/zs = 2.0 so the distribution of the majority

of sources can be seen clearly.

set and test set). The accuracy found with the original code used here with a combination

of galaxy and QSO training catalogues with X-ray selected sources (Pid ≥ 0.9 and

Pphot ≥ 0.8) is lower than this (65% with |∆z| ≤ 0.3) but the overall percentage of

‘correct’ sources (i.e. sources with spectroscopic redshift within the upper and lower

ranges of photometric redshift) is comparable - 86% found here and 83% for Weinstein

et al. (2004). The results of the 2XMM sample are a great improvement on the Weinstein

et al. (2004) result - 93% with |∆z| ≤ 0.3 and 94% ‘correct’ (using the original method

and sources with Pid ≥ 0.9 and Pphot ≥ 0.8).

84



Chapter 3. Photometric redshift techniques 3.8. Results

A fairer comparison to make is between the results obtained here and those of other pho-

tometric redshift studies which used X-ray selected sources. The method used here is

superior to studies by Gandhi et al. (2004) (see table 3.4) and Gonzalez and Maccarone

(2002) who both found difficulties in accurately estimating photometric redshifts for X-

ray selected sources dominated by light from the central AGN. Kitsionas et al. (2005)

found 68% of sources fit with QSO templates in their sample have |∆z| ≤ 0.3 compa-

rable to 73% found here using the original method and probability cuts and 68% with

the χ2 method. For extended sources they find that for blue objects (g − r < 0.5), the

templates do not provide accurate photometric redshifts with only 27% of sources with

∆z ≤ 0.3. In comparison 33% of blue ‘galaxy’ sources here satisfy this criteria with

the χ2 method. Table 3.4 shows that, over the full sample, the results found here are

superior to the results found by Kitsionas et al. (2005) in terms of the percentage of

sources with |∆z| ≤ 0.2 and with lower ∆z using our code.

Many papers use the statistic σrms as a measure of the accuracy of the method. Kit-

sionas et al. (2005) found σrms = 0.77 and Gandhi et al. (2004) found σrms = 0.46

with their methods. The method used here compares favourably with these results with

σrms = 0.47 for the modified version of the code with the 2XMM sample. The photo-

metric redshift method developed here by modifying the code of Weinstein et al. (2004)

performs well in comparison to other studies of X-ray selected sources and with con-

siderably smaller error ranges than the original code. Even with the faint sample of

Lockman Hole sources the results found are an improvement on the most similar study

of X-ray selected AGN (Kitsionas et al. 2005). The brighter sample taken from 2XMM
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demonstrates the high level of accuracy possible with the code.

3.9 Conclusions

A photometric redshift code was used to determine redshift estimates of X-ray selected

sources from XMM-Newton with optical counterparts taken from SDSS. Quasar and

galaxy catalogues were created from SDSS sources and used to determine the colour

redshift relation for point and extended counterparts respectively. Tests of this method

on sources in the deep Lockman Hole field yielded accuracy of 65% of sources with

|∆z| ≤ 0.3 with appropriate cuts on Pid and Pphot.

Rather than using the arbitrary threshold in probability to determine the upper and lower

limits of the photometric redshift values, the code was modified to use the χ2 values to

allocate standard 1σ error bars to each estimate. This altered the average range of the

photometric redshift (zhigh − zlow) from 0.88 to 0.29 while leaving the percentage of

sources with |∆z| ≤ 0.3 etc. approximately the same. The use of 1σ errors is useful

when using the photometric redshifts to calculate other quantities such as luminosity (as

will be done in Chapter 4).

From table 3.4 it is obvious that the methods used here for photometric redshift are equal

to and in many ways better than other photometric redshift methods that have previously

been used for samples of X-ray selected AGN. The σrms value for the modified method

presented here is 0.47 which is a strong level of accuracy for a photometric redshift
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method used with X-ray selected sources.

Use of the code with the 2XMM catalogue showed that even greater accuracy is pos-

sible when used with large bright samples. 93% and 87% of sources were found to

have |∆z| ≤ 0.3 with the original and modified methods respectively for a sample of

around 700 sources with spectroscopic redshifts. A sample of around 15000 sources can

currently be obtained with 2XMM and SDSS coverage providing a useful resource for

survey science.

As the UKIDSS infra-red database increases in size, IR data could be incorporated into

this method to further improve results either by using z−J colour as a discriminator and

using a ‘red’ catalogue as proposed in section 3.6 or by incorporating J band magnitudes

into the code itself.
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Chapter 4
Variability of serendipitous source light

curves in the 3C 273 field

4.1 Introduction

Variability across all bands of the electromagnetic spectrum is a fundamental character-

istic of AGN. The most rapid variability is observed in the X-ray band. Rapid variability

implies that the source of X-ray emission is in the innermost region of the central engine.

Investigating X-ray variability can therefore reveal information about the properties of

the central engine.

X-ray observations of AGN in the 1980s established that variability in the X-ray band

is a common feature of AGN (e.g. Marshall et al. 1981). Studies using simple tools

such as the flux doubling timescale (the time for the emitted flux to change by a factor
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of two), e.g. Barr and Mushotzky (1986), found correlations between the variability

timescale and X-ray luminosity.

Later studies of X-ray variability in AGN used the power spectral density function

(power spectrum). The power spectrum is a method of identifying characteristic timescales

but, until very recently, no legitimate periodicities had been discovered in AGN (a sig-

nificant Quasi Periodic Oscillation (QPO) has recently been detected in RE J1034+396

by Gierliński et al. 2008). However, an inverse correlation between normalised vari-

ability amplitude (the square root of the power at a specific frequency, normalised to

the mean count rate of the light curve) and X-ray luminosity was detected (Green et al.

1993) from the power spectra analysis. Lawrence and Papadakis (1993) also found an

anti-correlation between power spectrum amplitude and X-ray luminosity but with large

scatter around the fit. Green et al. (1993) and Lawrence and Papadakis (1993) used EX-

OSAT observations for their studies of AGN light curves. EXOSAT was a European

X-ray satellite which flew from May 1983 to April 1986. It had a highly eccentric orbit

which allowed for up to 76 hours of uninterrupted observation time with high signal to

noise. This characteristic made its observations ideally suited to use for power spec-

trum analysis of AGN. For good quality power spectra, high quality data with near even

sampling is required. This is very costly to achieve and is near impossible over long

periods with many of the currently available telescopes because of short orbits and un-

avoidable gaps e.g. the South Atlantic Anomaly. Since the demise of EXOSAT, X-ray

light curves of AGN have generally been unevenly sampled (although in recent years,

observations from RXTE and XMM-Newton have been used for power spectral analysis
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of some sources, e.g. Vaughan et al. 2003b) and so a different method of quantifying

variability is therefore required.

Nandra et al. (1997) used normalised excess variance of X-ray light curves as a mea-

sure of variability. They compiled a sample of 18 local (z < 0.05) Seyfert 1 galaxies

observed by ASCA with variability on timescales of minutes to hours. The normalised

excess variance was calculated for each 128 s bin light curve:

σ2
rms =

1

Nµ2

N
∑

i=1

[(Ri − µ)2 − σ2
i ] (4.1)

where N is the number of bins making up the light curve, Ri is the count rate of the ith

bin, µ is the unweighted mean count rate and σi is the error in the count rate of the ith bin.

Nandra et al. (1997) used this method to confirm the anti-correlation between variability

and luminosity previously detected with power spectrum analysis. With larger bins

(5760 s) an even stronger correlation was detected. Nandra et al. (1997) characterised

the anti-correlation by the equation:

σ2
rms ∝ L−0.71±0.03

x (4.2)

Turner et al. (1999) expanded on the work of Nandra et al. (1997) by increasing the sam-

ple to include narrow line Seyfert galaxies (NLS1s, which they define as having FWHM

Hβ < 2000 km s−1). They found that the anti-correlation between variability and X-ray

luminosity remained but the scatter around the fit increased due to the different types of
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galaxy in the sample.

In 2000, Almaini et al. (2000) used a different method of variability analysis, using a

maximum likelihood technique, with a higher redshift sample (0.1 < z < 3.2) of 86

QSOs from a deep ROSAT survey. These sources typically had very low signal to noise

ratios so Almaini et al. (2000) used ensemble light curves. By treating each light curve

as a snapshot of the QSO population and assuming that all light curves have the same un-

derlying distribution, light curves from multiple sources were combined (after dividing

each light curve by its mean flux) and the variance in the resulting distribution was cal-

culated. Taken individually, there appeared to be no correlation between luminosity and

variance but when the sources were split into six luminosity bins, the ensemble values

of variance showed the anti-correlation with luminosity detected in previous studies. A

possible upturn to a positive correlation at high luminosity (≈ 5×1044 erg s−1) was also

detected. Splitting the sample into low (z < 0.5) and high (z > 0.5) redshift sources

showed the standard anti-correlation between luminosity and variance for low redshift

ensemble sources but the high redshift objects showed a potential positive correlation.

Lu and Yu (2001) used a sample comprising 22 Seyfert 1 galaxies and QSOs and found

an anti-correlation between normalised excess variance and central black hole mass.

They suggested that the trend between luminosity and variability previously detected

may actually be driven by the black hole mass. This trend was confirmed in 2003 by

Bian and Zhao (2003) using a sample of 41 broad and narrow line AGN. As was found

by Turner et al. (1999), the inclusion of NLS1s in the sample caused a larger scatter in

the correlation compared to a broad line only sample.
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The anti-correlation between normalised excess variance and X-ray luminosity and in

turn between variance and black hole mass is therefore well established in clearly de-

fined samples. Here, a serendipitous sample of AGN detected by XMM-Newton is used

to investigate whether the trend is still detected in lower quality data over a large redshift

range.

4.2 Method

4.2.1 Data

3C 273 is a calibration target for XMM-Newton and has therefore been observed over

twenty times since the launch of the satellite. The wide field of XMM-Newton means that

many faint objects in the field of view around 3C 273 have therefore also been observed.

By combining the multiple observations, an effective exposure time of around 300 ks

can be built up giving a deep look at the field. The observations used for this study are

given in table 4.1

SAS version 6.5.0 was used with automated scripts written by Mr Mark Simpson to

reduce the data from the ODF files for each of the MOS cameras in the following way.

12− 15 keV light curves were generated to identify and filter out flaring events (periods

when the count rate exceeded around 0.3 counts per second). The good time intervals

(GTIs) determined from the flaring analysis were used to filter the event lists. Events

from the central CCD (i.e. 3C 273) were also filtered from the event lists as they dom-
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Table 4.1: Observations

Observation ID Start date Duration Revolution

(s)

(1) (2) (3) (4)

0126700201 13/06/00 26395 0094

0126700301 13/06/00 73901 0094

0126700601 15/06/00 31471 0095

0126700701 15/06/00 36728 0095

0126700501 16/06/00 32471 0095

0126700801 17/06/00 73901 0096

0136550101 13/06/01 90958 0277

0112770101 16/12/01 6808 0370

0112770201 22/12/01 6771 0373

0112770601 07/07/02 6694 0472

0112770801 17/12/02 6679 0554

0112770701 05/01/03 6679 0563

0136550501 05/01/03 10000 0563

0112771001 18/06/03 7000 0645

0112770501 08/07/03 9600 0655

0112771101 14/12/03 10000 0735

0136550801 30/06/04 64000 0835
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inated the field due to the source’s brightness. The resulting event lists were used to

create images and exposure maps in various bands for each observation. All images and

exposure maps in each band were then stacked using emosaic.

Source detection was performed using the images and exposure maps with a detection

mask created from the broad band (0.2−12 keV) exposure map. Eboxdetect created

an initial source list which was used by esplinemap to create background maps. The

background maps were then used with a second run of eboxdetect to get a refined

source list. Finally, emldetect was used to narrow the source list down to just those

sources with minimum likelihood of detection (det ml) greater than twelve. The 2XMM

catalogue uses det ml greater than six for its source detection so the large value used

here ensures very few spurious sources are included. Visual inspection of these sources

was performed to ensure a high level of quality, leaving 116 sources in the final list.

Figure 4.1 shows the stacked full band (0.2 − 12 keV) image of the field. Sources with

optical counterparts (see section 4.2.2) are circled and labelled.

Although exposures were taken with the pn camera for each of the observations listed

in table 4.1, they were not used here because, in the majority of cases, they were taken

in small window mode and so did not cover enough of the field of view. In the case of

the MOS cameras, the outer ring of CCDs is always in standard imaging mode and it is

only the central CCD which operates in different modes. As the central CCD was not

included in the analysis performed here, all observations using MOS cameras could be

used.
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Figure 4.1: Stacked full band image of the 3C 273 field. Only sources with optical counterparts

with Pid ≥ 0.9 are identified.

4.2.2 Cross correlation

Previous studies (e.g. Almaini et al. 2000, Nandra et al. 1997) have detected an anti-

correlation between excess variance and X-ray luminosity in AGN. To test whether the

sources in the 3C 273 field follow that pattern, redshift is needed in order to convert

flux to luminosity. Spectroscopic redshifts were unavailable for the majority of the de-

tected sources so photometric redshifts were determined using the method developed in

Chapter 3. To do this, optical data for each source was required and so cross correlation

with SDSS DR6 was performed (as outlined in Chapter 3, section 3.5). 90 of the 116
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Figure 4.2: Optical and X-ray flux of the 3C 273 sources with optical counterparts (Pid ≥ 0.9).

Squares represent extended optical counterparts (classified as galaxies by SDSS) and asterisks

represent point optical counterparts. The dashed line on the left is at log(Fx/Fopt) = 1 and the

line on the right is at log(Fx/Fopt) = −1.

detected sources were determined to have optical counterpart candidates of which 58

were assigned optical counterparts with Pid ≥ 0.9 (see section 3.5 for the definition of

Pid).

An Fx/Fopt plot was made to determine possible classifications of the 58 sources with

Pid ≥ 0.9 optical counterparts (see figure 4.2). Eight sources with log(Fx/Fopt) < − 1

were removed from the sample as they are potential stars. All other sources were as-

sumed to be AGN as previous studies have shown the majority of X-ray sources at high

Galactic latitudes (|b| ≥ 20deg) are active galaxies (e.g. Barcons et al. 2007).
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4.2.3 Photometric redshifts and luminosity

The SDSS ‘ugriz’ magnitudes of the optical counterparts for X-ray sources with Pid ≥ 0.9

were used to calculate photometric redshifts using the method described in Chapter 3.

The modified version of the photometric redshift code was used because of its smaller

error range compared to the original version (Weinstein et al. 2004). ‘Extended’ coun-

terparts (those classed as galaxies by SDSS) were fitted with the galaxy catalogue as a

training set and point counterparts were fitted with the quasar catalogue as a training

set.

The full band (0.2− 12 keV) X-ray luminosity was calculated for each source using the

X-ray flux (determined by SAS source detection tasks) and the assigned photometric

redshift. The angular diameter distance, DA, was calculated:

a(z) =
1

1 + z
(4.3)

Z =
∫ 1

a(z)

da

a
√

X
(4.4)

√
X =

√

Ωk + ΩΛa2 +
ΩM

a
+

Ωr

a2
(4.5)

DA =
cZa(z)

H0

(4.6)
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where z is the photometric redshift, H0 is the Hubble constant (70 km s−1 Mpc−1) and

c is the speed of light (3 × 108 ms−1). The Ω values are different components of the

density parameter: Ωk is the curvature density (0.0), ΩΛ is the vacuum density (0.7),

ΩM is the matter density (0.3) and Ωr is the radiation density (0.0) (values in line with

the WMAP concordance cosmology, Spergel et al. 2003).

This was converted to luminosity distance, DL:

DL = (1 + z)2DA (4.7)

The X-ray luminosity, Lx, is then:

Lx = 4πFxD
2
L (4.8)

where Fx is the 0.2 − 12 keV X-ray flux.

4.2.4 Light curve extraction

The tool evselect from SAS version 6.5.0 was used to extract 0.2 − 12 keV light

curves with 100 s bins. The extraction region for each source was a circle with radius

initially set to enclose 90% of the source energy. The radii of overlapping source regions

were then shrunk until they no longer overlapped. The background region for each

source was an annulus with inner radius of 1′ and outer radius of 3′. Any area within
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1′ of a neighbouring source that overlapped the background annulus was omitted from

the background region. Source and background light curves were forced to have the

same start and stop times for ease of background subtraction. Light curves were kindly

supplied by Mr Mark Simpson.

The 100 s light curves were then rebinned to 1000 s bins by the following method. Each

100 s bin was flagged as ‘good’ if 80% of it is within a GTI. This step was necessary as

evselect does not carry out exposure correction of time bins so some bins may only

partially overlap with the GTI. Sets of ten consecutive 100 s bins were taken for each

1000 s bin. If six or more of the bins were flagged as ‘good’ then the 1000 s bin was

generated by summing the counts in the ‘good’ 100 s bins to get the total count (CT ).

If less than six bins were ‘good’ the set was discarded and the next ten bins were taken

starting from the bin after the first ‘bad’ bin in the discarded set. The time assigned to

each 1000 s bin is the midpoint between the first and last component 100 s bins. This

binning was also performed for background light curves. The number of 100 s bins used

to make up each 1000 s bin was noted.

At this point source 4 and source 95 were removed from the sample due to lack of

useable light curve data leaving 48 sources in the sample.

For each observation of each source an average background was calculated:

CB100 =

∑ CB1000

N100

N1000

(4.9)
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where CB100 is the average background count in a 100 s bin, CB1000 is the background

count in a 1000 s bin, N100 is the number of 100 s bins making up the 1000 s bin and

N1000 is the total number of 1000 s bins. The average background in a 100 s bin is re-

quired because not all 1000 s bins are made up of ten 100 s bins. Background subtracted

1000 s bin source counts were then calculated:

CS = CT − CB100N100
AS

AB

(4.10)

where CS is the background subtracted source count, CT is the total count, CB100N100

is the average background count corrected for the true length of the 1000 s bin, AS is

the source area and AB is the background area. Error in the source count was also

calculated:

∆CS =

√

√

√

√CT + CB100N100

(

AS

AB

)2

(4.11)

except in cases where CT = 0 in which case:

∆CS =

√

√

√

√1 + CB100N100

(

AS

AB

)2

(4.12)

Count rate was then calculated for each 1000 s bin:

R =
CS

100N100

(4.13)
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The error in the rate is:

σ =
∆CS

100N100

(4.14)

All rates and times for each source from all observations were combined into one list

so parameters for each source could be calculated taking all observations as one light

curve. Light curves for MOS1 and MOS2 cameras were analysed separately.

Due to the low number of counts for many sources, the number of counts in each 1000 s

bin was not large enough for methods using Gaussian statistics to be appropriate (i.e.

fewer than around 20 counts). The 1000 s light curves were therefore rebinned to 15000 s

bins which, for most sources, provided enough bins and counts per bin (before back-

ground subtraction) for Gaussian statistics to be appropriate. This was performed in a

similar way to the 1000 s binning. Starting from the first 1000 s bin the start and stop

time for the larger bin was set:

start = time(1000 s bin) − 500 s (4.15)

stop = start + 15000 s (4.16)

Any 1000 s bins within the start and stop times were used to create the larger time bin.

The number of 100 s bins making up each larger bin was noted using the information

from the 1000 s binning. More than ninety 100 s bins were required to make up each

15000 s bin. If this threshold was not met, the bin was discarded. The time associated
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with the larger bins is the midpoint between the first and last 1000 s bin included.

Parameters of sources for which 15000 s light curves were created are given in table 4.2.

Having extracted M1 and M2 light curves separately, it was decided that the light curves

from the two cameras should be combined to create a single light curve for each source

to improve the signal to noise (S/N) ratio. For the 1000 s light curves this was done

by taking the 1000 s M1 and M2 light curves and adding the rates for bins with the

same time (to within 350 s either way). To account for potential differences between

cameras in the number of 100 s bins making up each 1000 s bin, all 1000 s bin counts

were interpolated up to ten bins before addition of rates.

The combined camera (M1+M2) 1000 s light curve was then binned up to 15000 s bins

in the same way as that of the separate cameras. Combined light curves were only

created for those sources where Gaussian statistics were appropriate for both cameras

in the separate camera case.

The 1000 s and 15000 s light curves (for M1 and M2 cameras) of source 3 and source 24

are shown in figure 4.3 and figure 4.5 respectively as an example of variable (source 3)

and non-variable (source 24) light curves. The combined M1+M2 light curves (1000 s

and 15000 s) of source 3 and source 24 are shown in figure 4.4 and figure 4.6 respec-

tively. Source 3 is statistically variable in all cases and source 24 is statistically non-

variable in all cases. The x axis in each case is artificial in order to show the light curves

of all observations on one plot. The dotted line in each plot shows the mean and vertical

dashed lines separate the observations. Errors are not shown in the 1000 s bin plots for
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Table 4.2: Source parameters

Source Lx zphot Morph. Mean rate Total counts Total counts

( erg cm−2 s−1) (10−3 counts s−1) M1 M2

(1) (2) (3) (4) (5) (6) (7)

3 2.3±0.7 × 1045 1.975±0.075
0.125 0 11.4 1687 1627

8 4.1±4.1
2.9 × 1044 1.375±0.075

0.275 0 3.8 614 565

9 1.7±0.7 × 1045 2.225±0.025
0.075 0 2.8 568 309

10 7.6±4.9
3.3 × 1042 0.225±0.025 1 2.9 604 359

11 5.9±17
4.2 × 1042 0.275±0.125

0.075 0 2.2 351 318

12 7.2±4.7
3.4 × 1044 1.825±0.075 0 3.5 560 434

13 1.2±2.2
0.9 × 1043 0.325±0.075 0 2.7 364 475

14 1.8±0.3 × 1046 5.375±0.025 0 7.9 1456 1024

16 5.9±205
4.2 × 1042 0.225±0.475

0.025 1 1.9 259 270

17 6.3±26
4.5 × 1044 1.525±0.575

0.125 0 1.9 293 239

19 1.5±0.5 × 1045 1.675±0.025 1 1.1 321 -
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Table 4.2: continued

Source Lx zphot Morph. Mean rate Total counts Total counts

( erg cm−2 s−1) (10−3 counts s−1) M1 M2

(1) (2) (3) (4) (5) (6) (7)

21 9.5±10
6.0 × 1044 2.475±0.175

0.275 0 2.3 345 304

22 2.4±9.3
2.0 × 1044 1.025±0.325

0.275 1 1.2 224 147

24 3.3±2.8
2.4 × 1044 1.675±0.025 1 1.8 325 173

35 2.0±3.5
1.9 × 1044 1.975±0.075

0.325 0 0.6 71 162

38 3.4±11
3.2 × 1044 2.325±0.325

0.425 0 0.6 177 -

39 2.6±8.2
2.3 × 1042 0.175±0.075 1 0.3 104 -

46 1.8±315
1.7 × 1042 0.225±0.775

0.025 1 0.4 112 30

50 4.8±600
4.6 × 1042 0.375±0.975

0.025 1 1.4 165 224

55 5.0±4000
5.0 × 1041 0.175±0.875

0.175 1 0.5 81 67

56 2.7±5.1
2.5 × 1044 1.525±0.025

0.525 1 0.9 - 143

64 1.0±6.9
1.2 × 1043 0.625±0.275

0.025 1 0.9 148 127
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Table 4.2: continued

Source Lx zphot Morph. Mean rate Total counts Total counts

( erg cm−2 s−1) (10−3 counts s−1) M1 M2

(1) (2) (3) (4) (5) (6) (7)

68 1.2±5.6
1.2 × 1043 0.625±0.225

0.025 1 0.9 163 119

69 4.5±53
4.4 × 1043 1.575±0.125

1.075 1 0.3 74 50

71 1.3±2.5
0.8 × 1044 1.675±0.025

0.125 1 1.1 232 135

86 6.7±33
6.4 × 1041 0.125±0.075 1 0.4 82 106

88 6.2±102
12 × 1042 0.625±0.325

0.075 1 0.3 102 -

93 3.5±12
2.8 × 1045 2.425±0.625

0.475 0 0.1 33 -

96 1.8±62
1.8 × 1043 0.675±0.525

0.575 1 0.3 8 76

99 4.0±171
3.5 × 1042 0.275±0.525

0.025 1 1.0 188 146

103 8.4±57
12 × 1041 0.225±0.075 1 0.4 94 108

109 1.8±478
1.8 × 1042 0.275±0.925

0.275 1 0.1 73 14
NOTES: Morph. is morphology as classified by SDSS: 0=point, 1=extended. Mean rate is from the 1000s M1+M2 light curve unless only one camera

is used in which case it is taken from the single camera light curve. Total counts are after background subtraction, rounded to the nearest whole count.
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ease of viewing.

4.2.5 Variability calculations

For each 15000 s bin light curve of each source, two parameters were calculated - a χ2

estimation of whether the light curve is variable and the excess variance. The χ2 value

tested against the hypothesis that the light curve is constant is:

χ2 =
N
∑

i=1

(Ri − µ)2

σ2
i

(4.17)

where Ri is the ith count rate in the light curve, σi is the error on the rate of the ith bin

and µ is the unweighted mean:

µ =

N
∑

i=1

Ri

N
(4.18)

The p value associated with each χ2 value was then calculated. For sources with

p ≤ 0.1, the null hypothesis of a constant light curve is rejected at the 90% confi-

dence level and the light curve is described as variable.

For variable light curves (i.e. those with p ≤ 0.1) the normalised excess variance was

calculated:
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Figure 4.4: Combined M1+M2 light curves for source 3. Top: 1000 s bins. Bottom: 15000 s

bins.
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Figure 4.6: Combined M1+M2 light curves for source 24. Top: 1000 s bins. Bottom: 15000 s

bins.

110



Chapter 4. Variability of serendipitous sources in the 3C 273 field 4.2. Method

σ2
nxs =

S2 − σ2
err

x2
(4.19)

where

S2 =
1

N − 1

N
∑

i=1

(Ri − µ)2 (4.20)

and

σ2
err =

1

N

N
∑

i=1

σ2
i (4.21)

The error on the excess variance, as defined in Vaughan et al. (2003a), is:

∆σ2
nxs =

√

√

√

√

√





√

2

N

σ2
err

µ2





2

+





√

σ2
err

N

2Fvar

µ





2

(4.22)

where Fvar is the fractional rms variability amplitude:

Fvar =
√

σ2
nxs (4.23)

Note that the error on σ2
nxs defined above accounts only for the measurement error in

the light curve and not for the random scatter intrinsic to the light curve.

These values were calculated for each source and camera (M1, M2 and combined
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M1+M2) for which a 15000 s bin light curve was extracted (i.e. those for which Gaus-

sian statistics were appropriate). The results of the 15000 s light curve analysis are

shown in table 4.3 for the variable sources (p ≤ 0.1).

Some previous studies, e.g. Nandra et al. (1997) and Turner et al. (1999), have used a

slightly different equation for the estimation of excess variance:

σ2
rms =

1

Nµ2

N
∑

i=1

[(Ri − µ)2 − σ2
i ] (4.24)

Using this equation instead of the one presented above made little difference to the

results of the sample (typically around −0.03 to σ2
nxs).

4.3 Results

Of the 50 sources with optical counterparts (Pid ≥ 0.9), 32 (29, 28) have enough

counts for Gaussian statistics to be appropriate for 15000 s bin light curves in the MOS1

(MOS2, both) camera and are therefore eligible for the light curve analysis. The per-

centage of sources that are deemed to be variable at the 90%, 95% and 99% confidence

level (i.e. p values of ≤ 0.1, 0.05 and 0.01 respectively) for each camera is shown in

table 4.4.

The normalised excess variance of the 15000 s light curves is plotted against the full

band (0.2 − 12 keV) X-ray luminosity for the variable sources (p ≤ 0.1) in figure 4.7.
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Table 4.3: Variability results of 10000 s bin light curves

M1 M2 M1+M2

Source p σ2
nxs p σ2

nxs p σ2
nxs

(1) (2) (3) (4) (5) (6) (7)

3 1.6×10−9 0.062±0.016 2.0×10−6 0.041±0.014 2.4×10−10 0.036±0.009

8 0.0009 0.09±0.04 0.0737 0.07±0.04 1.5×10−5 0.11±0.03

9 0.0001 0.10±0.04 0.6355 - 0.0067 0.07±0.03

10 0.0002 0.23±0.07 0.7412 - 0.0439 0.07±0.04

11 0.4575 - 0.1831 - 0.1635 -

12 0.0111 0.15±0.08 0.4629 - 0.0019 0.13±0.06

13 0.1499 - 5.6×10−9 0.20±0.06 1.6×10−5 0.10±0.04

14 0.0712 0.020±0.013 2.0×10−12 0.21±0.05 1.6×10−8 0.072±0.019

16 0.3573 - 0.2168 - 0.1176 -

17 0.8540 - 0.1235 - 0.2151 -
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Table 4.3: continued

M1 M2 M1+M2

Source p σ2
nxs p σ2

nxs p σ2
nxs

(1) (2) (3) (4) (5) (6) (7)

19 0.3659 - N/A N/A N/A N/A

21 0.0011 0.25±0.09 0.1337 - 0.0054 0.08±0.04

22 0.0078 0.8±0.4 0.3073 - 0.0703 0.31±0.18

24 0.8443 - 0.7175 - 0.7917 -

26 0.1293 - 0.8981 - 0.6508 -

35 0.9167 - 0.3400 - 7554 -

38 0.6995 - N/A N/A N/A N/A

39 0.0217 1.3±0.6 0.4970 - 0.1577 -

46 0.0564 1.1±0.6 0.3926 - 0.0647 1.2±0.7

50 0.0282 0.44±0.25 0.0126 0.20±0.11 0.0060 0.20±0.10

55 0.0291 1.5±1.0 0.5905 - 0.0593 1.9±1.0

56 N/A N/A 0.1194 - N/A N/A

64 0.9973 - 0.3693 - 0.8094 -

68 0.3783 - 0.5510 - 0.3866 -

69 0.2251 - 0.8509 - 0.5638 -

71 0.0001 0.79±0.24 0.9901 - 00097 0.50±0.18

86 0.2432 - 0.5463 - 8974 -

88 0.8955 - N/A N/A N/A N/A

93 0.2212 - N/A N/A N/A N/A
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Table 4.3: continued

M1 M2 M1+M2

Source p σ2
nxs p σ2

nxs p σ2
nxs

(1) (2) (3) (4) (5) (6) (7)

96 0.7841 - 0.9408 - 0.8520 -

99 0.3641 - 0.1908 - 0.4221 -

103 0.6360 - 0.2548 - 0.4803 -

109 0.4890 - 0.6900 - 0.5486 -
NOTES: p is an estimate of the likelihood of the resulting χ2 for a constant light

curve. If p ≤ 0.1, the source is deemed to be variable and normalised excess

variance, σ2
nxs was calculated. N/A indicates that there were not enough counts to

perform the analysis.

Table 4.4: Variable sources (10000s light curves)

Percentage of sources detected to be variable

Camera > 90% conf. > 95% conf. > 99% conf.

(1) (2) (3) (4)

MOS1 41 34 22

MOS2 17 14 10

M1+M2 46 36 32
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The top plot shows the results for single camera light curves and the bottom plot is the

combined camera result.

Despite the large scatter in the points, the previously observed anti-correlation between

normalised excess variance and X-ray luminosity is clearly visible. A Spearman’s rank

test of the results gives correlation coefficients of −0.759 and −0.720 for the separate

camera and combined camera light curves respectively. The p values for the correlations

are 2.6× 10−4 and 5.5× 10−3 for separate cameras and combined cameras respectively

suggesting that the correlation between normalised excess variance and X-ray luminos-

ity is significant. Following previous studies, a fit of the form:

σ2
rms ∝ L−α

x (4.25)

is made to the data. For the separate camera case, α = 0.17 ± 0.04 and for combined

camera, α = 0.22 ± 0.05, although the χ2 goodness of fit tests show that these are

formally very poor fits (due to the large errors on the points and significant scatter) -

χ2 ≈ 58 (29) for the separate (combined) camera plots. The fits are shown as a solid

line in figure 4.7.

Explanations for the anti-correlation between luminosity and variability are based on the

assumption that more luminous sources have larger emitting regions. Variability takes

longer to propagate through a larger region and the variability is therefore slower. The

emitter may be either a single coherent emitter or, as proposed by Abramowicz et al.

(1991), made up of independent hotspots which cause variations as they rotate through
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Figure 4.7: X-ray luminosity and normalised excess variance of 15000s bin light curves for

variable (p ≤ 0.1) sources. Top: Results from separate cameras. Red symbols are from M1 light

curves and blue symbols from M2 light curves. Bottom: Combined camera results. Asterisks

represent point counterparts and squares represent ‘extended’ counterparts. The line on each

plot is the linear fit to the points.
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the observer’s line of sight. More luminous objects would have more hotspots leading

to smaller rms fluctuations. Almaini et al. (2000) investigated these models and found

that, depending on the parameters and geometry chosen, either one could explain the

observed anti-correlation. An alternative model was proposed by Abrassart and Czerny

(2000) where the variability is caused by the X-ray emission being partly obscured at

times by optically thick clouds.

The power law indices found for the correlations are flatter than that determined by Nan-

dra et al. (1997) who found α = 0.71±0.03 with ≈ 2 minute bins. Markowitz and Edel-

son (2004) however found that the slope of the power law flattened as the timescale sam-

pled increased up to around the 200 day timescale after which the slope was constant.

They found α = 0.316± 0.024 for one day timescale decreasing to α = 0.223± 0.012

for a six day timescale. The sampling used here fits in with this finding, being flatter

than the much shorter timescale result of Nandra et al. (1997) but steeper than the much

longer timescale (six day) result of Markowitz and Edelson (2004). The possible expla-

nation for the flattening of the power law towards longer timescales comes from power

spectrum analysis. Studies of Seyfert 1 power spectra (e.g. Markowitz et al. 2003) have

shown that the power spectrum can be described by a broken power law, flatter below

the break and steeper above it. The break timescale scales linearly with the mass of

the central black hole, with more massive black holes having lower frequency breaks.

Markowitz and Edelson (2004) suggest that for their sample, with its large range of lu-

minosities and black hole masses, at the longest timescales probed they are exploring

variability below the power law break in most sources and so the variability amplitudes
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of most sources are at their flattest and the slope of the luminosity-variability slope is

therefore also flatter. This effect could be the explanation for the flatter slope found here

compared to the slope of Nandra et al. (1997).

In comparison to previous studies (e.g. Nandra et al. 1997, Turner et al. 1999) it is clear

that the scatter in the detected anti-correlation is large. The large scatter in luminosity

is explained to some extent because it is determined using photometric redshifts and

not spectroscopically. Turner et al. (1999) explain the greater scatter in the correlation

found using their sample compared to that of Nandra et al. (1997) as being due to the

inclusion of narrow line Seyfert 1 galaxies (NLS1s) instead of just sampling broad line

Seyferts. Here, there is no determination of the type of AGN included in the sample and

this may also contribute to the scatter.

Almaini et al. (2000) found a possible change in the correlation with increasing redshift.

The samples of Nandra et al. (1997) and Turner et al. (1999) are both on low redshift

sources (z < 0.1). The use of sources here with redshifts out to around 2.5 may also

impact on the correlation. To investigate this, the sample was split into low (z ≤ 0.5)

and high (z > 0.5) redshift sources. Figure 4.8 shows the plot of luminosity against

normalised excess variance. These plots show tentative evidence that the correlation is

flatter for high redshift sources than for low redshift sources. The values of α for the

separate (combined) camera cases are 0.84 ± 0.26 (1.00 ± 0.27) for the low redshift

sources and 0.26± 0.08 (0.32± 0.10) for high redshift sources. As with the earlier fits,

χ2 goodness of fit tests show that the fits are formally poor.
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Figure 4.8: X-ray luminosity and normalised excess variance of 15000s bin light curves for

variable (p ≤ 0.1) sources. Top: Results from separate cameras. Red symbols are from M1

light curves and blue symbols from M2 light curves. Bottom: Combined camera results. As-

terisks represent low redshift (z ≤ 0.5) sources and squares represent high redshift (z > 0.5)

sources. The lines on the plot are the fits to the low redshift (left) and high redshift (right) sources

respectively.
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To deal with the low count rates encountered with the sources in the 3C 273 field, the

light curves were ‘binned up’ until enough counts were in each bin to allow Gaussian

statistics and therefore the normalised excess variance and χ2 variability tests to be

used. Other approaches to deal with low count statistics are also possible. Rather than

binning the data until Gaussian statistics are appropriate, the C-statistic (Cash 1979) can

be used with any number of counts as it is based on Poisson statistics, appropriate for

low count rates. Almaini et al. (2000) used ensemble light curves because of the low

signal to noise ratio in many of the individual light curves in their sample. They found

that sources with greater flux were more likely to be variable (a result that is repeated

with the sources used here) and noted that those that were found to be ‘non-variable’

probably just had too low a signal to noise ratio for the variability to be detectable.

The number of useable light curves sampled in this study limits the usefulness of this

approach here but use of ensemble light curves with bigger samples may provide further

insight into the relation between X-ray luminosity and excess variability.

As was found with the Lockman Hole sample in Chapter 3, use of deep observations

such as the one used here means that very faint sources are detected (down to flux of

2.6 × 10−15 erg cm−2 s−1 in this case). At these fluxes, the accuracy of the photometric

redshifts is reduced, leading to large errors on X-ray luminosity, and the S/N of the light

curves is low. Use of the technique used here with brighter samples may lead to more

statistically significant results.
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4.4 Conclusion

The work in this chapter has shown that various techniques developed in this thesis (e.g.

photometric redshifts, cross correlation with SDSS) can be used with archive data of

serendipitous sources to find significant results. The light curves of the serendipitous

sources in the 3C 273 field were used here, despite having low count rates, to confirm

the anti-correlation between excess variance and X-ray luminosity previously detected

in samples of low redshift AGN.

Flatter slopes of the correlation than observed in previous works (e.g. Nandra et al.

1997) were found. This may be due to the sample covering a large range of luminos-

ity and therefore black hole mass with light curves extending to longer timescales than

before. Some tentative evidence was found, as in Almaini et al. (2000), for a change

in the correlation between low and high redshift samples. This finding would bene-

fit from further study with larger samples with more accurate luminosity and redshift

determinations.

The work presented in this chapter can be seen as a pilot for bigger projects of this

kind, for example studies of other fields in the XMM-Newton Science Archive. Similar

analysis could be performed for bright objects in 2XMM with automatically extracted

light curves.
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Chapter 5
X-ray and optical variability of Seyfert 1

galaxies as observed with XMM-Newton

5.1 Introduction

Active galactic nuclei (AGN) emit radiation over a broad range of wavelengths from

radio through to X-rays and are variable over this entire spectral range. It is thought that

the variability in different bands may be connected or driven by a single mechanism.

This chapter examines the potential connection between optical and X-ray variability in

Seyfert 1 galaxies.

Optical and ultraviolet (UV) continuum emission1 in AGN is believed to be thermal
1Throughout this chapter, the term ‘optical’ is used to refer to the optical-UV bandpass of the Optical

Monitor on XMM-Newton.
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emission originating in the accretion disk surrounding the central supermassive black

hole (SMBH). The X-ray emission, which shows the most rapid variability, is thought

to come from the hot ‘corona’ close to the SMBH. There are two main theories regard-

ing a connection between these two bands: reprocessing of X-rays into thermal optical

emission or Compton upscattering of optical photons to X-ray energies. In the X-ray re-

processing scenario, X-rays from the corona are absorbed in the disk, heating it, which

then re-radiates this energy as optical photons (e.g. Guilbert and Rees 1988). The con-

verse theory is that photons from the disk enter the corona and are Compton upscattered

by hot electrons to be emitted as X-ray photons (e.g. Sunyaev and Titarchuk 1980,

Haardt and Maraschi 1993). It is currently unclear how important these mechanisms are

in forming the continuum emission from AGN.

If either of these processes is important in AGN then their effect should be observable in

the variability of the source. If optical photons drive the X-ray photons then an increase

in flux in the optical light curve should be repeated in the X-ray band a short while

later and vice versa. By cross correlating X-ray and optical light curves to look for

such a correlation, possible connections between the different emission regions can be

inferred. The traditional way to achieve this is to schedule simultaneous observations of

a source on multiple telescopes. XMM-Newton provides a simpler way of performing

these observations as it carries the Optical Monitor as well as three X-ray telescopes and

can therefore perform X-ray and optical observations simultaneously. This capability

has been exploited here to examine a small sample of objects and study the relationship

between X-ray and optical variability.
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Previous studies of this subject have provided a confusing array of results. In some

cases, no correlation is detected on short timescales but light curves are correlated when

averaged over a longer period (e.g. NGC 4051; Peterson et al. 2000). NGC 4051 was

also studied by Shemmer et al. (2003) who found evidence that the X-rays were led

by the optical emission by ≈ 2 days. For Ark 564, on the other hand, Shemmer et al.

(2001) found that the UV lags the X-ray emission by 0.4 days and optical lags UV by

≈ 2 days. There are also cases where the X-ray and optical light curves are correlated

with no lag. In a six year monitoring programme of NGC 5548 by Uttley et al. (2003),

a strong correlation between X-ray and optical light curves was detected at lag 0 ± 15

days from data averaged at 30 day intervals. For further examples see Uttley (2005).

It is obvious that further work needs to be done to resolve the confusion surrounding

reprocessing.

Only two previous studies have used the simultaneous observing capabilities of XMM-

Newton to examine variability correlations in AGN. Mason et al. (2002) used a 1.5 day

long XMM-Newton observation of NGC 4051 supplemented with data from the Rossi

X-ray Timing Explorer (RXTE) and found three prominent features in which the X-ray

leads the optical emission. Using Monte Carlo simulations they derived a confidence of

85% in these features. Arévalo et al. (2005) analysed the long (300 ks) observation of

MCG−6-30-15 and reported a significant correlation with the UV leading the X-rays

by 1.8 days. These two objects were re-examined here along with data from six other

Seyfert 1 galaxies.
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5.2 Data reduction

5.2.1 Sample definition and observations

The satellite XMM-Newton carries three X-ray telescopes and a co-aligned Optical Mon-

itor (OM; Mason et al. 2001), comprising a 30 cm diameter Ritchey-Chrétien telescope

with a micro-channel plate intensified CCD. This gives a field of view of 17arcmin2 and

spatial resolution of ≈ 1′′, with 0.48′′ pixels. The OM can take images using any of

six broad band filters sensitive over the range 1800− 6000 Å, thereby providing optical

imaging and timing information simultaneous with the X-ray observations. The com-

bination of long X-ray exposures with simultaneous optical data makes XMM-Newton

ideal for probing the relation between X-ray and optical variability on short timescales.

For more details on the OM see section 2.2.2.

The XMM-Newton Science Archive (XSA) contains all available data products from the

satellite (see section 2.3.1). The XSA was used to find long observations (> 30 ks)

of nearby (z < 0.1) Seyfert 1 galaxies. Objects were selected if there were fifteen or

more exposures taken with a single filter of the OM. Eight objects were found to satisfy

these criteria: 1H 0707-495, Ark 120, Ark 564, MCG−6-30-15, Mrk 766, NGC 3783,

NGC 4051 and NGC 7469. Four of these sources had observations in two or more

XMM revolutions in the same filter. A summary of the observations of these sources is

given in table 5.1.
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Table 5.1: Observation summary

Object Redshift On time Revolution OM filter No. OM exposures Bin size p OM rms X-ray rms

(s) (s) % %

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

1H 0707-495 0.0411 46018 0159 UVW2 15 1296 0.067 2.0 40.1

Ark 120 0.0322 112130 0679 UVW2 80 1296 0.051 0.7 2.0

Ark 564 0.0246 101774 0930 UVW1 49 2160 0.088 0.3 22.8

MCG−6-30-15 0.0077 349286 0301–0303 U 275 1123 <0.01 1.9 28.2

Mrk 766 0.0129 129906 0265 UVW1 75 1296 0.95 0.0 25.4

NGC 3783 (1) 0.0097 40412 0193 UVW2 30 1296 0.36 0.4 5.8
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Table 5.1: Observation summary

Object Redshift On time Revolution OM filter No. OM exposures Bin size p OM rms X-ray rms

(s) (s) % %

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

NGC 3783 (2) 275633 0371–0372 UVW2 53 4752 <0.01 2.9 20.7

NGC 4051 (1) 0.0023 121958 0263 UVW1 43 2160 <0.01 1.5 47.6

NGC 4051 (2) 51866 0541 UVW1 15 2246 <0.01 0.8 43.8

NGC 7469 0.0163 164128 0912–0913 UVW2 111 1296 <0.01 1.9 7.7
NOTES: Column (6) is the bin size of the X-ray and optical light curves (where the X-ray light curves have been binned to match

the optical sampling). Column (7) is the χ2 p value of the light curve. A value of < 0.01 indicates variability at 99% confidence.

Columns (8) and (9) contain the root mean square percentage variability amplitude of the optical and X-ray light curves respectively.

Where multiple, non-consecutive observations of an object were made they are labelled with separate numbers to avoid confusion

e.g. NGC 3783 (1)
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5.2.2 Predicted time delays for the sample

The eight targets selected all have published black hole mass estimates, allowing sim-

ple predictions to be made for the inter-band time delays that might be expected from

reprocessing models. First, all heating in the disk was assumed to be generated by the

viscosity of the disk itself. Different radii of the disk are at different temperatures and

can be modelled as blackbodies with a particular peak wavelength. Using the effective

wavelength (λpeak) of the appropriate OM filter, the temperature (T ) of a blackbody

spectrum that peaks in the observed band was calculated using Wien’s Law:

λpeak =
2.898 × 10−3mK

T
(5.1)

This temperature was then used with the standard formulae for a geometrically thin, op-

tically thick accretion disk to determine the approximate radius from which the emission

originates:

T (r) ≈ 6.3 × 105

(

Ṁ

ṀE

)1/4

M
−1/4
8

(

r

RS

)−3/4

(5.2)

where Ṁ /ṀE is the accretion rate as a fraction of the Eddington accretion rate, M8 is

the mass of the black hole in units of 108 M� and r/RS is the radius in terms of the

Schwarzchild radius (Peterson 1997). Using values of 0.01 and 0.1 for Ṁ /ṀE , and

published black hole masses (see table 5.2), a range for the radius of the optical region

being observed was derived. Assuming the X-ray emission comes from close to the
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central black hole, the light travel time to the radius of optical emission region gives a

rough estimate for the time delay between these two regions.

As another check on the delay expected, the assumption was made that the disk is heated

entirely externally by X-rays. In this case, the energy of the blackbody peaking in the

OM filter is comparable to the total X-ray luminosity. The energy received by the disk

from the X-ray source is:

Ein = FxA =
Lx

4πr2
A (5.3)

where Fx is X-ray flux, A is the area of the disk and Lx is the X-ray luminosity. From

Stefan’s Law, the energy flowing out of the disk is:

Eout = AσT 4 (5.4)

where σ is Stefan’s constant. Assuming that all the X-ray energy is reprocessed:

Ein = Eout (5.5)

Lx

4πr2
= σT 4 (5.6)

Using the temperature as calculated above and the X-ray luminosity obtained from the
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0.1−10 keV X-ray spectrum, the radius of the optical emission region can be calculated.

Again, the radius was converted to an approximate time delay in light days. The results

of these calculations are shown in table 5.2. The majority of sources are expected to

show time delays of less than a day which should theoretically be observable with XMM-

Newton.

5.2.3 Optical light curves

The Observation Data Files (ODFs) for each source were extracted from the XSA and

processed using the task omichain of the XMM-Newton Science Analysis System

(SAS v6.5.0). Omichain takes the ODFs and performs all standard OM processing

steps on them to produce the final products - images and source lists. Once the images

have been created, omichain performs source detection and photometry routines. Fi-

nally, the source positions are converted from detector to sky coordinates and a com-

bined source list from all exposures is created. An example of a processed image from

the OM is shown in figure 5.1.

To create an optical light curve, photometry must be performed on each exposure of

each object. Although omichain automatically performs photometry on each image,

the presence of host galaxy emission in some images causes the routine to flip between

‘extended’ and ‘point source’ modes of photometry, and so does not perform a uniform

extraction on all the images. As the aim is to obtain accurate photometry of the nucleus

and not include the host emission this is obviously undesirable. In order to ensure
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Table 5.2: Estimated time delays

Object Mbh Int. delay Lx Ext. delay

(106 M�) (days) (1044 erg s−1) (days)

(1) (2) (3) (4) (5)

1H 0707-495 2.31 0.02–0.03 0.42 0.16

Ark 120 150±192 0.25–0.54 20.1 1.10

Ark 564 1.091 0.01–0.03 4.5 0.98

MCG−6-30-15 2.9±1.8
1.6

3 0.03–0.07 1.14 0.69

Mrk 766 0.634 0.01–0.02 1.83 0.62

NGC 3783 29.8±5.42 0.09–0.18 2.55 0.39

NGC 4051 1.91±0.782 0.02–0.04 0.03 0.08

NGC 7469 12.2±1.42 0.05–0.10 3.9 0.48
1Zhou and Wang (2005); 2Peterson et al. (2004); 3McHardy et al. (2005); 4Botte

et al. (2005)

NOTES: Values in column (3) are based on the assumption of internal disk heating

by viscosity. The lower limits use a value of Ṁ /ṀE = 0.01 and the upper limits

use 0.1. X-ray luminosity (column (4)) is for the band 0.1 − 10 keV. Values in

column (5) are based on the assumption of external disk heating by X-rays.
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Figure 5.1: 1 ks OM observation of NGC 4051 in the UVW1 filter.

uniform data reduction, custom made scripts were used to perform aperture photometry

and apply the appropriate OM corrections to the resulting data, modelled closely on the

SAS processing tasks omdetect and ommag.

Simple aperture photometry was applied to the images produced by omichain (after

the modulo-8 correction had been applied by the task ommodmap). Based on the user

defined source position (in detector coordinates), the exact source location was obtained

by repeatedly centroiding on the counts within a small box, then the counts within a

circular aperture were accumulated. For all sources, except MCG−6-30-15, a circle of

radius twelve pixels was used as the source aperture to match the calibration (see below).

In the case of MCG−6-30-15, a twelve pixel radius aperture overlapped a nearby star
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so, to avoid this, an aperture of seven pixels was used for all exposures of MCG−6-30-

15. For most sources, an annulus placed around the source aperture was used to extract

the background count rate. The background annulus was placed at least 30 pixels out

from the source to avoid the extended PSF of the UV filters. In the cases of Ark 564,

MCG−6-30-15 and NGC 4051, the host galaxy is visible around the AGN. As the host

galaxy should not be varying in flux and it is the flux variability, not absolute flux, that is

being studied, no attempt was made to subtract the host galaxy flux from the flux of the

central AGN. To get an accurate value for the actual background of the field, a circular

background aperture away from the host galaxy was used in these cases.

In order to produce accurate count rates from aperture photometry of OM images there

are five corrections that must be applied - point spread function (PSF1), coincidence

loss (CL), deadtime (DT), a UV specific PSF correction (PSF2) and time-dependent

sensitivity degradation (TDS). Coincidence loss is a loss of flux that occurs when more

than one event is collected in the same pixel in a single CCD frame, and the CL cor-

rection is a non-linear correction that has been calibrated empirically and found to be

self-consistent when applied to an aperture radius of 6′′ (twelve pixels). Before the CL

correction can be applied, the PSF1 correction must therefore be implemented to scale

the count rate from the aperture used to an effective aperture radius of twelve pixels.

When the CCD is read out there is a short amount of time, the frame transfer time,

when any incoming photons are not detected. The DT factor corrects for this loss. In

the UV filters, the wings of the PSF are more extended than in the optical filters so a

further correction is made to count rates from exposures in these filters to account for
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the loss of count rate from the wings. Finally, the time-dependent degradation factor

takes account of the fact that the performance of the OM gradually decreases over time.

The uncertainties on each flux point were derived by propagating the Poissonian error

on the source and background count rates.

5.2.4 X-ray light curves

X-ray light curves were produced using data from the EPIC pn camera onboard XMM-

Newton. Event lists for each observation were extracted using the standard processing

procedure epchain. In order to check for background flaring, 10−15 keV light curves

were extracted from off-source regions and examined by eye for periods of high, vari-

able background. Where such intervals occurred, they were removed by filtering out

all time intervals during which the count rate in the high-energy light curve exceeded a

critical value. The critical value was chosen to be slightly above the quiescent level, but

was slightly different for each observation. After filtering out background flares, source

light curves were extracted from a 40′′ circular region using only single or double-pixel

events in the range 0.2− 10 keV, and background subtracted using a nearby source-free

region. The light curves were binned such that the X-ray sampling is comparable to the

sampling of the OM light curves.

Figure 5.2 shows the optical/UV and X-ray light curves of the eight sources. MCG−6-

30-15, NGC 3783 and NGC 7469 all had consecutive observations which have been

combined.
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Figure 5.2: X-ray (0.2− 10 keV) and optical light curves of the selected sources. X-ray

light curves are binned to match the optical sampling. Error bars are included for all

count rate measurements but, for several of the X-ray light curves, the error bars are

smaller than the data point symbols.
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Figure 5.2: continued
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Figure 5.2: continued
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Figure 5.2: continued
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Figure 5.2: continued
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5.3 Testing the method

5.3.1 Monte Carlo tests

In order to test the robustness of the light curve extraction method (outlined above) to

PSF losses and host galaxy contamination, random data were simulated and subjected to

the same aperture photometry procedure. As the spacecraft pointing can change during

an observation by as much as a few arcseconds, causing the target source to drift several

pixels across the image, this effect was also included in the simulations. The simulations

were designed to match the MCG−6-30-15 data, chosen because it is the longest data

set and shows the most contamination from its host galaxy. The simulation procedure,

kindly performed by Dr Simon Vaughan, was as follows.

The ‘true’ source position on a 224 × 224 pixel detector grid was defined as (x0, y0)

based on the average detector position of MCG−6-30-15 in the real OM images. The

effect of random pointing changes was simulated by giving a random offset to the pre-

cise position of the point source in each image. A point source was then added to the

image at the new position (x0 + ∆x, y0 + ∆y) using the PSF model obtained from the

latest calibration files. In practice, a differential PSF model was calculated from the

cumulative PSF model listed in the calibration files, and linearly interpolated to produce

a function sampled with 0.1 pixel resolution out to twelve pixels. This was used to de-

fine the image of the point source from a smooth PSF projected onto a relatively coarse

pixel grid. The host galaxy emission was modelled as an ellipsoid with an exponential
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surface density profile, with spatial parameters and normalisation (relative to the point

source) taken from the spatial analysis of Arévalo et al. (2005), kindly supplied by Dr

Arévalo. The source image was then normalised to match the typical counts per image

from the observations, and a typical (flat) background level (≈ 3.3 counts per pixel)

was added. The counts per pixel were then randomly drawn from a Poisson distribu-

tion to simulate random counting statistics. The simulated images were then subjected

to aperture photometry. Specifically, repeated centroiding was used to find the exact

source position in each image, then counts were accumulated from a circular region and

the PSF1 correction was applied exactly as for the real data. The effects of the other

corrections, namely CL, TDS and DT, were not included. The latter two corrections are

simply constant factors determined for each image, and the CL is well calibrated for

aperture photometry (assuming the PSF1 correlation is correct).

The simulations were designed to reproduce the effects of aperture photometry on a

constant point source, the position of which is slightly different for each image, super-

posed on a realistic host galaxy image and flat constant background level, all subjected

to Poisson variations. The end result of 200 simulations was a time series that could

be fitted with a constant to test for spurious variability. Using random position offsets

(∆x, ∆y) drawn from a Gaussian of mean zero and standard deviation 0.2 pixels, the

result was a fit statistic of χ2 = 211.29 with 199 degrees of freedom (dof), a perfectly

acceptable fit (p = 0.262), indicating no statistically significant variability was present

given 200 images. A longer simulation using 5000 images did show significant variabil-

ity (χ2 = 5432.56 for 4999 dof, p = 1.2× 10−5) but only at the 0.4% level, which is too
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small to be detected in less than 200 images. This excess variability is also far smaller

than the measured amplitudes in any of the observations (see below).

Allowing for a 10 pixel drift in both x and y directions over the course of 200 images,

comparable to the true drift during the MCG−6-30-15 observation, plus a random offset

for each image, gave similar results: χ2 = 205.19 for 199 dof (p = 0.39). There was

no statistically significant correlation (r = 0.044, p = 0.53) between the measured

flux and the offset between the centroid and the stationary ‘first guess’ position (x0, y0)

given to the photometry algorithm, indicating that the photometry method is not biased

by even fairly large changes in spacecraft pointing. The same results were obtained

when the host galaxy was not included in the simulations, proving that contamination

by host galaxy light within the source aperture does not affect the variability. Changing

the random offsets (∆x, ∆y) to have a standard deviation of 0.5 pixels in each direction

also gave entirely consistent results.

5.3.2 Empirical tests using field stars

Satisfied that the method performed well using simulated data, it was then tested on

actual data from the OM. For several of the sources in the sample (Ark 564, Mrk 766,

MCG−6-30-15), stars were visible in the field of view. To prove that the method does

not introduce spurious variability, the process was tested on a selection of these field

stars. The field around Ark 564 contains many objects. For the field star tests, two

objects of similar brightness to Ark 564 were chosen which were far enough removed
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Table 5.3: Field sources used for testing

Field target RA Dec p

(degrees) (degrees)

(1) (2) (3) (4)

Ark 564 340.593 29.725 0.02

340.701 29.756 0.70

MCG−6-30-15 203.966 -34.137 0.21

Mrk 766 184.611 29.813 0.80

NGC 4051 180.786 44.539 0.21

180.793 44.541 0.56

180.763 44.541 0.77

from other objects in the field to allow accurate light curves to be extracted. The other

fields examined here contained few objects other than the target, so all field stars (unless

contaminated by being too close to the target) were tested.

Table 5.3 summarises the results of these tests. A p value of � 0.01 indicates that

a light curve is non-variable. Three of the four stars tested proved to be non-variable

proving that the method used here does not introduce spurious variability. One of the

stars tested in the Ark 564 field has a p value of 0.02 implying possible variability in

the source. Cross correlation analysis (CCF, see later) between this object and the Ark

564 light curve was performed to ensure the detected variability was not a systematic

problem also affecting Ark 564. No correlations were found between the two objects. It
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is suggested that the star is intrinsically variable and does not cause a problem with the

method.

As another test of whether or not the method is robust, light curves for extended sources

in the NGC 4051 host galaxy were extracted. These will not vary on the timescales

probed here so a non-varying light curve should definitely be produced. The light curves

extracted did indeed prove to be non-variable confirming that the method does not in-

troduce spurious variability.

5.4 Results

To determine whether or not the optical light curve is variable, a χ2 test was performed

on each light curve. The resulting p values are given in table 5.1. Values of p < 0.01

indicate variability at the 99% confidence level or greater and values between 0.01 and

0.05 are possible detections of variability (95−99% confidence). Sources with p > 0.05

are deemed to be non-variable. Variability was detected in the OM light curves of four

of the eight objects.

Also shown in table 5.1 is the optical and X-ray rms variability amplitude for each

source. The typical error in these values is approximately 1% so, depending on the

brightness of the source, an object with rms amplitude > 1% should be detectable as

varying. The optical rms values shown here are probably underestimated as they in-

clude the total flux of the source with no host galaxy subtraction. For the four sources
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Table 5.4: Root mean square variability

Object OM rms X-ray rms

(1042 erg s−1) (1042 erg s−1)

(1) (2) (3)

MCG−6-30-15 0.2 35

NGC 3783 (2) 3.3 51

NGC 4051 (1) 0.08 2.9

NGC 4051 (2) 0.5 0.7

NGC 7469 7.3 30

that show significant variability in both optical and X-ray bands, the rms variability

amplitude was calculated in luminosity units, tabulated in table 5.4.

5.4.1 Cross correlation analysis

A standard tool for testing and measuring correlations between two time series is the

cross correlation function (CCF), which gives the degree of correlation between the

two series as one series is shifted backwards and forwards in time relative to the other.

Unfortunately, when the data are not exactly evenly sampled one cannot apply the stan-

dard, ‘textbook’ formulae for estimating the CCF (Box and Jenkins 1976; Priestley

1981; Brockwell and Davis 1996). There are two reasons why the present data are

not evenly sampled: the OM images are rather evenly spaced in time but there are a
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few gaps, and observations spanning more than one XMM-Newton revolution will be

split by the orbital gap. Suggested solutions to the problem of uneven sampling include

interpolating the data onto an even grid, or calculating the correlation using pairs of

data points that have a lag falling within a finite range (i.e. τij = tx(i) − ty(j) falls in

the interval [τ, τ + ∆τ ]). Specific algorithms that have been used in AGN monitoring

include the interpolated cross correlation function (ICCF; Gaskell and Peterson 1987),

the discrete correlation function (DCF; Edelson and Krolik 1988) and the z-transformed

discrete correlation function (ZDCF; Alexander 1997). All three of these were used in

the present analysis and the results were found to be consistent. For each potential lag,

τ , the basic correlation function is:

CCF (τ) =
x.y

√

(x.x − ∆x.∆x)(y.y − ∆y.∆y)
(5.7)

where x = (xi − x) for the i points in one light curve and likewise for y for the other

light curve. ∆x and ∆y are the measurement errors on the two light curves. The three

different algorithms use different methods to determine the points that contribute to each

lag.

A second problem that plagues CCF estimation from AGN data is that the data are often

non-stationary, meaning that the mean and/or variance of a short light curve will change

over time, due to variations on timescales longer than the length of the observation.

Following the advice of Welsh (1999), two precautions were used to mitigate the side-

effects of non-stationarity. First, a linear function was fitted to the data (using ordinary
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least-squares) and removed to suppress any long timescale variation, and secondly, the

mean and variance were calculated ‘locally’, using only the data contributing to a partic-

ular lag. Following another suggestion in Welsh (1999), the correlation coefficient was

computed using both the raw data and the ranked data (each data point being correlated

was replaced with its rank). In principle using the ranked data should improve sensitiv-

ity to non-linear correlations and make the statistic more robust to outliers, compared to

using the raw data. In practice the two were found to be in close agreement.

Confidence limits on the CCF were computed using Bartlett’s formula (Bartlett, 1955)

as an approximate but simple test of the significance of any correlations. In particular,

the standard deviation of the distribution of CCF points around an expected value of

zero was computed using equation 11.1.9 of Box and Jenkins (1976). This assumes

that, in reality, the two series are not correlated, and can be used to test against this

hypothesis. Under the assumption of no cross-correlation (i.e. the null hypothesis that

the expectation value of the CCF is zero), Bartlett’s formula may be written as:

σ2{CCF(τj)} =
1

Npair

∑

i

ACF1(τi)ACF2(τi) (5.8)

where the two ACF functions are the empirical auto-correlation functions and the sum-

mation is carried out over all measured lags. Here, Npair is the number of pairs of data

points contributing at the lag τj .

The 95% confidence region was calculated as ±1.96σ. The confidence region for the

correlation coefficient at a given lag scales with N
−1/2
pair . The bounds are smallest at small
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time delays, where the two time series overlap the most, and increase towards the edges

of the CCF. The CCFs were examined over a range of lags spanning, in either direction,

half the observation duration. At longer lags, the number of pairs that contribute to the

CCF calculation rapidly decreases leading to highly uncertain CCF estimates. It should

be noted that Bartlett’s formula is strictly only valid when the number of data points,

N , is large and the data are stationary. As the X-ray/optical data do not satisfy either

condition well, the confidence limits should be considered as rough estimates of the size

of the true confidence region. Bartlett’s formula is discussed in most standard references

for time series analysis including: Jenkins and Watts 1968 sect 8.2.1; Box and Jenkins

1976, sect 11.1.3; Priestley 1981, sect 9.5; Bendat and Piersol 1986, sect 8.4; Kendall

and Ord 1955, sect 11.3 or Brockwell and Davis 1996, sect 7.3.4.

Previous papers discussing inter-band correlations in AGN variability have made use

of Monte Carlo simulations to test the significance of any possible correlations. In

principle the Monte Carlo approach should be robust but in practice it does rely on the

power spectra of the two light curves being well understood in order to produce realistic

simulations. Technically the CCF is not a ‘pivotal’ statistic, meaning it is sensitive to

‘uninteresting’ parameters such as the power spectral shape, and so simulations must

be made as carefully as possible. For the present analysis it was not possible to obtain

reliable power spectra from the limited OM data, and so Bartlett’s formula (which uses

the empirical auto-correlation function) was used as a guide to significance. It is also

worth noting that the results of Monte Carlo tests are sensitive to which of the pair

of light curves are randomised – whether the X-ray, or optical, or both datasets are
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randomised can substantially affect the apparent significance, and as yet there is no

accepted preference. This choice is not required for Bartlett’s formula to be used.

Figure 5.3 shows the CCF plots for the objects studied which displayed X-ray and op-

tical variability. A positive lag in the plots implies the X-ray variations lead those in

the optical and vice versa for a negative lag. The 95% and 99% confidence limits are

indicated by dotted and dot-dashed lines respectively. In the case of NGC 4051 (1, Rev.

263) and NGC 3783 the 95% confidence region is sufficiently broad that these data

do not impose useful constraints on the possibility of a correlation. The error bounds,

as computed using the Bartlett formula, were large in these cases because the empir-

ical ACFs for both optical and X-ray time series were very broad. Particularly in the

case of NGC 3783, the X-ray power spectrum over the timescales studied here is rather

steep, leading to smooth light curves and a broad ACF and hence a large error in the

Bartlett formula. This accounts for the fact that realisations of processes with steeper

power spectra (or equivalently, broader ACFs) are more ‘weakly non-stationary’. In the

cases of NGC 4051 (2, Rev. 541), NGC 7469 and MCG−6-30-15 the CCF is suffi-

ciently well constrained to exclude a strong correlation, i.e. 95% confidence limit of

|CCF(τ)| < 0.5, over a plausible range of τ .

Some previous studies (e.g. Nandra et al. 2000) have detected a correlation between

the optical light curve and X-ray photon index but no correlation between optical and

X-ray light curves. In light of this the optical light curves of the objects studied here

were cross correlated with the 0.7 − 2/2 − 10 keV hardness ratio (which should track

the photon index) but the cross correlation functions were found to be very similar to
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the ones between X-ray and optical flux.

5.5 Discussion

5.5.1 Summary of results

Using data from the OM and X-ray telescopes aboard XMM-Newton, a sample of eight

objects have been examined to look for evidence of reprocessing between wavebands.

Optical variability on short timescales was detected at 99% confidence in four out of

eight objects and rms variability amplitudes in all cases show that the X-ray variability

is stronger than the optical variability in both fractional terms and absolute luminosity

units. In three out of the four objects showing detectable optical variability, the CCF is

sufficiently well constrained to exclude a strong X-ray/optical correlation. While this

suggests that reprocessing on timescales of < 1 day is not a dominant mechanism, there

may be several other reasons why a correlation is not detected. Light travel time ef-

fects can smear out variability on short time scales so the size of the optical region may

prevent the correlation being detectable. It is also possible that only some of the op-

tical emission is due to reprocessing of X-rays and so the variability due to the X-ray

emission could be masked. Other issues such as the uncertain geometry of the emitting

regions can also have an effect on the correlation: is the X-ray emission isotropic?, is all

of the accretion disk visible to the X-ray source? etc. As well as these physical expla-

nations it must also be kept in mind the caveats that were discussed above regarding the
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Figure 5.3: CCF plots of sources detected as being optically variable. The DCF is

plotted in black and the ICCF is the red dashed line. The dotted and dot-dashed lines

represent the 95 and 99% confidence limits respectively.
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Figure 5.3: continued
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Figure 5.3: continued

sparse sampling of the light curves and the use of Bartlett’s formula as a rough estimate

of the significance of the CCF.

5.5.2 Comparison with previous studies

Observations using XMM-Newton data

The observation of NGC 4051 in Revolution 0263 was also investigated by Mason et al.

(2002) for inter-band correlations. They supplemented the XMM-Newton data with X-

ray observations from RXTE and their CCF analysis covers positive lags up to two days.

Over the region that their CCF plot overlaps with that presented here (0− 0.6 days), the

results are consistent. A peak in the CCF around 0.2 days is observed with a value of
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0.75, similar to their peak of ≈ 0.6. Using simulations of uncorrelated red-noise light

curves they place a confidence of 85% in the correlation. The peak detected here lies

between 68.3 and 95% confidence levels, certainly not significant at 99%. However,

as mentioned in section 5.4.1, the confidence regions in this case are not well enough

constrained to comment on the correlation.

The OM observation of MCG−6-30-15 was previously analysed by Arévalo et al.

(2005), who reported a positive correlation with DCFmax = 0.82 at 160 ks (around

1.8 days) with the UV leading the X-ray data. Using Monte Carlo simulations they

estimated a confidence limit of 98.5% (i.e. a p-value of 0.015). By contrast, the anal-

ysis presented here found a much lower CCF peak (0.35) which was not considered a

significant detection of correlation.

There are several differences between the analysis of Arévalo et al. (2005) and that

of the present analysis. In terms of the light curve extraction, Arévalo et al. (2005)

performed photometry on attitude corrected images by fitting an empirical PSF model

to the source image, while simultaneously modelling the host galaxy emission. The

present analysis used aperture photometry on (detector space) images based on the SAS

processing pipeline tasks, including corrections for coincidence loss, deadtime and the

counts/frame dependence of the PSF model, none of which were included by Arévalo

et al. (2005). These differences in extraction technique explain the apparent difference

between the two reductions of the same data. Arévalo et al. (2005) also used coarser

binning of the light curves, but applying the same binning to light curves produced here

did not substantially decrease the discrepancy. As shown in section 5.3, the aperture
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photometry method employed in this analysis is robust to host galaxy presence and to

pointing changes but, unlike the analysis of Arévalo et al. (2005), the present method

includes all the known time-dependent flux corrections that should be applied to OM

data. Therefore, in principle at least, the reduction presented here should be the more

reliable.

In practice most of the difference between the correlation strengths is due to the more

conservative approach employed in the present analysis for calculating the CCF. Arévalo

et al. (2005) presented the DCF after normalising by the noise-subtracted variances

(i.e. the variances used in the denominator of the correlation coefficient formula had

the mean square error subtracted). The present analysis used ICCF, DCF and ZDCF

methods without the noise-subtraction term, employing linear and rank-order correla-

tion coefficients, the latter of which should be more robust to outliers. Including the

noise-subtraction term increased the CCF value by ≈ 0.2 at the claimed lag, but this

only affects the absolute value of the CCF and not its significance (since the effect

should be calibrated out during the significance test).

A second difference is that, in the present analysis the time series were ‘detrended’

before calculating the CCF by subtracting off a linear function. As recommended by

Welsh (1999) this helps remove any bias caused by very long timescale variations man-

ifested as quasi-linear trends over the data that can lead to spuriously high correlation

coefficients. Applying the detrending reduced the CCF by ≈ 0.2 at the claimed lag. If

the correlation at ≈ 1.8 days was robust it should not be affected by removal of longer

timescale (≈ 5 day) variations.

156



Chapter 5. X-ray & optical variability of Seyfert 1s 5.5. Discussion

Observations from other telescopes

Several other sources discussed here have also been studied previously: Ark 564, NGC

4051 and NGC 7469.

Ark 564 was observed by Papadakis et al. (2000) over a period of 21 days at the Ski-

nakas Observatory in the optical waveband and simultaneously in X-rays with ASCA.

With once-nightly optical observations, Papadakis et al. (2000) probed slightly longer

timescales than examined here but, in line with the trend reported here, they found no

significant correlations between the two bands. Shemmer et al. (2001) examined Ark

564 over a longer period (50 days) in UV with the Hubble Space Telescope (HST) and

X-ray with RXTE and ASCA. They found evidence of UV emission following X-ray by

≈ 0.4 days.

Shemmer et al. (2003) studied NGC 4051 and found evidence for a correlation between

X-ray and optical bands with a lag of less than one day. Their campaign covered a period

of three months with approximately daily observations and so probed a longer timescale

than examined here. NGC 4051 was also investigated by Peterson et al. (2000). On short

timescales they found no evidence for correlations. Having smoothed the data in 30 day

bins however, a correlation consistent with zero lag is detected.

A 30 day observation of NGC 7469 by Nandra et al. (1998) found that at least two

variability mechanisms are required to describe their result. Cross correlation of UV

and X-ray light curves gave evidence for a lag of around four days. This lag explained
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the differing times of maxima in the two light curves but failed to describe how the

minima in the light curves occurred simultaneously.

As none of the studies described above probe the same short timescales examined here it

is difficult to make a comparison between them and the results described in this chapter.

An overall picture seems to be emerging of no correlation between X-ray and optical

emission over sub-day periods but significant correlations appearing on much longer

timescales.

5.5.3 Implications for AGN variability

In line with other work, it is found here that X-ray rms variability exceeds that in the

optical in all cases. However, in the objects with well constrained CCF (MCG−6-30-15,

NGC 4051 (2, Rev. 0541) and NGC 7469), the absence of a strong correlation implies

the majority of the variance in the optical band on short timescales is uncorrelated with

the short timescale X-ray variations. Papadakis et al. (2000) suggest that this behaviour

could be explained if only a small section of the accretion disk is visible to the X-

rays or if the X-ray emission is anisotropic. Two of the observations showing optical

variability, NGC 3783 and NGC 4051 (1, Rev. 0263) have poorly constrained CCF

confidence regions and so a firm conclusion on these objects can not be drawn.

In terms of the overall picture emerging from variability studies, this work solidifies

earlier findings (Edelson et al. 2000; Uttley et al. 2003) that, on short timescales, X-ray

and optical variations in Seyfert 1 galaxies are uncorrelated. Many papers (see section
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5.5.2) find some evidence for correlations on longer timescales. It seems that rapid

X-ray and optical variations in Seyfert 1 galaxies occur through separate mechanisms

but long-term variations are somehow connected. As discussed earlier this may be due

to short timescale variability being smoothed by light travel time effects. More com-

plex models incorporating combinations of emission mechanisms may be required to

properly explain the results of various studies.

Intensive observations with XMM-Newton are not suitable for probing longer timescale

variations. A current alternative to XMM-Newton is the Swift Gamma Ray Burst Ex-

plorer. Swift carries co-aligned X-ray (XRT; Burrows et al. 2005) and UV/optical

(UVOT; Roming et al. 2005) telescopes covering essentially the same bandpass as

XMM-Newton, but is in a low-Earth orbit making it better suited to regular ‘snapshot’

monitoring of sources over weeks or months. The combination of XMM-Newton and

Swift is therefore capable of probing X-ray/optical correlations with unprecedented de-

tail on all timescales from hours to weeks.

Another promising possibility is ASTROSAT, an Indian Space Research Organisation

satellite, scheduled for launch in April 2009. Like Swift and XMM-Newton, ASTROSAT

will carry both a UV/optical telescope and several X-ray detectors. One of the main

aims of the Large Area Xenon Proportional Counter (LAXPC) instruments onboard

ASTROSAT is to take very long exposure observations of AGN to look for variability

properties. Combined with the optical observations, this has the potential to extend the

work presented here and reveal more detail on the connection between optical and X-ray

emission in AGN.
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Chapter 6
Cosmic variance and bias in X-ray

selected quasars from 2XMMp

6.1 Introduction

The cosmological principle states that, on large scales, the Universe is homogeneous

and isotropic. On smaller scales however, obvious stucture is observed (e.g. galaxies,

clusters, walls and voids). For this structure to exist there must have been some ini-

tial deviation from homogeneity. The Universe is therefore believed to have developed

a power spectrum of inhomogeneities shortly after the Big Bang. Overdense inhomo-

geneities grew by attracting neighbouring matter through gravitation. If the size of the

inhomogeneities grew to bigger than the Jeans mass, the mass could collapse to form a

gravitationally bound object. In this way, structure would form.
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The origin of these inhomogeneities is still uncertain but there are two popular theories.

The first is that they are the result of a period of inflation in the very early Universe

(e.g. Guth and Pi 1982). During this period, the Universe underwent rapid expansion

and quantum fluctuations, which would normally go undetected, would be caught in

the expansion and stretched. After inflation this would leave a series of irregularities

on different scales. A second possibility is that the inhomogeneities are topological

defects (e.g. cosmic strings, magnetic monopoles) resulting from phase transitions in

the early Universe (e.g. Battye et al. 1998). It is currently unclear which, if either, of

these mechanisms is correct although inflation has the advantage that it can also solve

other problems of cosmology such as the horizon problem.

Once formed, the inhomogeneities grew at a rate dependent on size leading to the struc-

ture seen today. The constituents of the Universe (e.g. baryons, dark matter) also have

some small scale effects on the growth of structure. The changes in the power spectrum

can be tracked forward from the initial spectrum to get the expected power spectrum

today. In most models the expected matter distribution is Gaussian. The actual distribu-

tion is broadened because observable objects (e.g. galaxies, AGN) do not exactly trace

the underlying dark matter. An important product of cosmic variance studies is the bias

parameter which measures the ratio of the variance of observable matter to that of the

underlying mass. Bias characterises how the observable matter traces the underlying

mass e.g.:

bAGN =
σAGN

σmass
(6.1)
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where bAGN is the AGN bias, σAGN is the AGN variance and σmass is the total mass

variance. Knowledge of the bias parameter aids in tracing the origin of structure. It can

also be used to determine the mass of the dark matter halos in which AGN reside (Sheth

et al. 2001).

A popular measure of source density is the log N - log S plot: the number of sources in

terms of flux density. These plots are consistently fit by a broken power law in different

samples but, while the slope of these curves is consistent, the normalisation changes.

If objects were uniformly distributed across the sky there would not be a difference in

the normalisation. The difference is known as cosmic variance. Cosmic variance is

reflected in a field to field variation in the number of sources that is greater than that

expected from Poisson noise.

In this chapter, fields from the serendipitous X-ray source catalogue 2XMMp are used

to investigate cosmic variance and determine the AGN bias parameter. The cosmol-

ogy adopted throughout is the WMAP (Wilkinson Microwave Anisotropy Probe) con-

cordance cosmology: ΩM = 0.3, ΩΛ = 0.7 and H0 = 70 km s−1 Mpc−1 (Spergel et al.

2003).

6.2 Previous studies

The clustering properties of sources have been studied for many years. The most com-

mon method of quantifying clustering is the two point correlation function, ξ(r), which
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measures the excess probability of finding a pair of sources separated by distance r

compared to the probability of finding such a pair in a randomly distributed field. This

relation can normally be expressed as a power law:

ξ(r) =
(

r

r0

)−γ

(6.2)

where r0 is the correlation length (the scale at which ξ(r) = 1). To calculate ξ(r), the

redshifts of the sources are needed. If redshift values are not available, an alternative

function can be calculated - the angular correlation function, w(θ). This can again be

expressed as a power law:

w(θ) =

(

θ

θ0

)−γ

(6.3)

where θ is the angular separation of two sources on the sky. This value can then be

converted to an estimate of the two point correlation function using the Limber equation

(Limber 1953).

To determine ξ(r) or w(θ) at various separations, simulations of fields are created that

have the correct flux distribution for the observed fields but with randomly distributed

sources. An estimator such as the one by Landy and Szalay (1993) is then used to

determine ξ(r) or w(θ) for different separations, e.g.:
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w(θ) =
DD − 2DR + RR

RR
(6.4)

where DD, DR and RR are numbers of data-data, data-random and random-random

pairs separated by θ respectively. The majority of the following studies have made

use of such correlation functions to describe clustering in their samples. The Wiener-

Khintchine theorem shows that the correlation function is the Fourier transform of the

power spectrum which is used in this chapter to investigate clustering.

Early clustering studies concentrated on galaxies as these were easily identifiable in op-

tical surveys. Tucker et al. (1997) found r0 = 6.28±0.27h−1 Mpc and γ = 1.52±0.03

for galaxies in the Las Campanas Redshift Survey for separations up to 16.4 h−1 Mpc.

At large separations (r > 50 h−1 Mpc), Tucker et al. (1997) found that ξ(r) dropped to

around zero suggesting a high level of uniformity on large scales. Ratcliffe et al. (1998)

found similar results for ≈ 2500 galaxies in the Durham/UKST Galaxy Redshift Survey

(r0 = 6.8 ± 0.3 h−1 Mpc and γ = 1.25 ± 0.6).

More recently, since efficient star-quasar separation became possible, large optical sur-

veys of AGN clustering have been conducted. The results of the 2dF Quasar Redshift

Survey (2QZ, Croom et al. 2005) showed that clustering of AGN was comparable to

that of local optically selected galaxies (r0 = 5.48±0.42
0.48 h−1 Mpc and γ = 1.2 ± 0.1).

Croom et al. (2005) calculated a quasar bias of bQ = 2.02 ± 0.07 at a mean redshift

of 1.35. Croom et al. (2005) also found evidence that quasar bias is a strong function

of redshift with bQ = 1.13 ± 0.18 at z = 0.53 increasing to bQ = 4.24 ± 0.53 at
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z = 2.48 but found no evidence for evolution with luminosity. The Asiago-ESO/RASS

QSO Survey (AERQS) investigated clustering of local X-ray selected AGN to deter-

mine a ‘zero point’ for future investigations of the evolution of the correlation function

(Grazian et al. 2004). Grazian et al. (2004) found r0 = 8.6± 2 h−1 Mpc with γ = 1.56,

comparable to local elliptical galaxies and EROs (Extremely Red Objects). Compar-

ing their local AGN results to those of an earlier analysis of 2QZ (Croom et al. 2001),

Grazian et al. (2004) also found evidence for evolution of AGN clustering with redshift.

Wake et al. (2004) used SDSS DR1 to compile a sample of 13605 AGN at z < 0.2 and

found clustering comparable to that of galaxies. Myers et al. (2007) used approximately

300000 photometrically selected QSOs from SDSS DR4 to determine a quasar bias of

bQ = 2.41 ± 0.08 at z = 1.40 and also found evidence for increasing quasar bias with

redshift.

Out to z ≤ 2.2, optical AGN selection methods generally use the UV excess technique

so optical QSO studies sample mainly unobscured, type 1 AGN. Obscured AGN are

missed in these selections because the obscuring material absorbs UV radiation and re-

emits it at longer wavelengths. X-ray surveys have the advantage that they can probe the

obscured, type 2 AGN regime. There have been several recent studies of the clustering

of AGN detected in X-rays. Gilli et al. (2005) examined clustering of AGN in the

Chandra Deep Fields - CDF North (0.13deg2 area) and CDF South (0.1deg2 area). A

significant difference was found between the clustering amplitudes in the two fields

(r0 = 10.3 ± 1.7 h−1 Mpc for CDF-S and 5.5 ± 0.6 h−1 Mpc for CDF-N) although the

slope of the distribution was found to be consistent between the fields (γ=1.33±0.14 for
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CDF-S and 1.50±0.12 for CDF-N) and also consistent with that of optically selected

QSOs. The difference in amplitude was attributed to cosmic variance because the two

fields, although deep, cover a small area. The CDF-S in particular showed evidence

of two structures in the field indicated by two spikes in the redshift distribution. No

statistically significant difference in clustering between hard and soft sources or type

1 and type 2 AGN was found. Variance between Chandra fields was also reported by

Yang et al. (2003) in their study of 0.4deg2 of the Lockman Hole region. In contrast to

the CDF study (Gilli et al. 2005), Yang et al. (2003) detected a difference between hard

(2 − 8 keV) and soft (0.4 − 2 keV) band clustering. With γ fixed at 1.8, amplitudes of

θ0 = 40′′±11 and θ0 = 4′′±2 were determined in the hard and soft band respectively.

Larger surveys such as XMM-COSMOS (Hasinger et al. 2007), AXIS (Carrera et al.

2007), XMM-LSS (Pierre et al. 2004) and ChaMP (Kim et al. 2004a) have also inves-

tigated AGN clustering. The XMM-COSMOS survey covered an area of 2deg2 and

found AGN bias of 1.5 − 4 (Miyaji et al. 2007). With γ fixed at 1.8, amplitudes of

r0 = 9.4 ± 0.8 h−1 Mpc, 4.6±1.7
2.5 h−1 Mpc and 8.4±1.7

2.0 h−1 Mpc were found for soft

(0.5 − 2 keV), medium (2 − 4.5 keV) and ultra hard (4.5 − 10 keV) bands respectively.

AXIS is another XMM-Newton survey, covering 4.8deg2 with 34 high Galactic latitude

(|b| ≥ 20◦) fields. Clustering in the AXIS fields was detected in the soft (0.5 − 2 keV,

θ0 = 19′′±7
8, γ = 1.2±0.3

0.2) and XID (0.5 − 4.5 keV, θ0 = 19′′±7
8, γ = 1.3±0.4

0.3) bands

but not in the hard (2 − 10 keV) and ultra hard (4.5 − 7.5 keV) bands (Carrera et al.

2007). The 4.2deg2 XMM-Newton LSS (Large Scale Structure) Survey also detected

clustering in the soft band (0.5− 2 keV, θ0 = 6.3′′ ± 3, γ = 2.2± 0.2) but no clustering
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in the 2− 10 keV hard band (Gandhi et al. 2006). Gandhi et al. (2006) used the Limber

equation to determine a correlation length of r0 = 6 ± 3 h−1 Mpc, similar to that found

by studies of local optically selected galaxies and optically selected QSOs at z ≈ 1. In

contrast to the above studies, Kim et al. (2004b), found no significant evidence for field

to field variation in source density in the ChaMP survey covering 14deg2.

There is therefore a fairly consistent view from both optical and X-ray studies that AGN

clustering is observable and similar to that of local galaxies. There are also several

studies suggesting that AGN bias evolves with redshift.

Here, the 2XMMp catalogue is used to investigate clustering in X-ray selected AGN.

2XMMp is a serendipitous X-ray source catalogue covering a large portion of the sky

(285deg2) and containing 123170 unique sources (for more details see section 2.3.2).

The large number of objects and wide area should provide advantages over previous X-

ray studies allowing large samples covering enough area to get a more accurate picture

of cosmic variance. As it is a catalogue of X-ray sources, the sample should be able to

probe the obscured AGN sources that are missed by optical surveys.

6.3 Method

The method used here is to determine the number of sources above a specified flux

in each field for three energy bands, soft (0.5 − 2 keV), hard (4.5 − 12 keV) and full

(0.2−12 keV), and compare the measured source distributions to statistical distributions
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to determine the excess variance observed. Redshift distributions from the XMM Wide

Angle Serendipitous survey (XWAS, Tedds et al. 2006) are then used to estimate the

redshift distribution of 2XMMp from which cosmic variance and bias can be calculated.

6.3.1 Field selection

The first step was to select a uniform sample of fields. Only fields obeying the following

strict criteria were selected:

• High Galactic latitude (|b| ≥ 20◦) in order to avoid the Galactic plane and min-

imise contamination by stars

• Observed in all three cameras (MOS1, MOS2 and pn) so EPIC fluxes could be

used

• Observed in full frame mode to keep the area of each field that can be used for

serendipitous source detection constant

• Observed with any optical blocking filter except thick as this blocks too much of

the soft X-ray radiation

758 of the 2400 fields in 2XMMp satisfied these criteria. These fields were then visually

inspected and flagged as follows:

• Flag = 1: No central source and no problem areas
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Figure 6.1: Example fields representing the four flags assigned during visual screening.

Top left: flag 1, top right: flag 2, bottom left: flag 3, bottom right: flag 4.

• Flag = 2: Small central source

• Flag = 3: Central source, Out Of Time (OOT) stripe (caused by photons hitting

the detector during the readout phase)

• Flag = 4: Problems away from centre, regions of extended emission

Figure 6.1 shows an example field for each flag.

All fields in the sample must have the same usable area. If a field with a large region

of extended emission was used, the area of the emission would have to be excluded
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from all fields leading to a loss in potential data. By excluding fields with such areas

this problem is avoided and the maximum amount of information from each field is

retained. For this reason, only fields with flags 1 and 2 were taken forward for analysis

(544 fields). Overlapping fields must be removed to ensure that the same source is not

counted in multiple fields. Where fields were found to overlap, the field with the shorter

exposure time was removed from the sample. Correction for overlapping left 398 fields

in the sample.

6.3.2 Flux and exposure time cuts

For each band, several flux limits were chosen to study. For each flux level, the mini-

mum exposure time required, so that all sources with flux greater than the minimum are

detected, must be determined. To do this, sensitivity maps were generated for each field

in each band.

Sensitivity maps indicate the minimum count rate that a source must have at a given

point in the field in order to be detected at the desired significance level. A minimum

likelihood of det ml = 6 was used here to match the value used for source detection in

2XMMp. The sensitivity map is created using background maps, exposure maps and

detector masks to take into account quantum efficiency, filter transmission, vignetting

etc. Sensitivity maps were created for the energy bands used here giving the point source

detection upper limits for each field. The minimum flux observable increases towards

the edge of the field (i.e. sensitivity is greatest in the centre of the field) and so the flux
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level to be used was determined by the flux at the edge. For each field and energy band,

the average count rate of the sensitivity map obtained in an annulus of inner radius 10′

and outer radius 12′ from the pointing coordinates was measured. This was converted

to flux using ECFs (Energy Conversion Factors).

Using the latest calibration matrices, ECFs are calculated by assuming the source spec-

trum fits an absorbed power law model with absorbing column density Nh = 3.0× 1020 cm−2

and continuum spectral slope of Γ = 1.7. ECFs are provided on the XMM website for

individual cameras, energy bands and filters1. ECFs were available for the hard band

but had to be calculated for the soft and full bands by combining data from other bands.

This was done using the count rates and fluxes expected for the above spectral model

for the 0.2 − 0.5, 0.5 − 1, 1 − 2 and 0.5 − 12 keV bands (kindly provided by Dr Silvia

Mateos). The sum of rates (R) and sum of fluxes (F ) for the appropriate bands were

calculated and the ECF for the combined band (for separate cameras and filters) was

then determined:

ECF =

∑

R
∑

F
(6.5)

EPIC ECFs were calculated by summation of ECFs for the appropriate combination of

cameras and filters for each field and energy band. With the EPIC ECFs, the average

EPIC count rate between 10′ and 12′ for each field could be converted to flux:
1http://xmmssc-www.star.le.ac.uk/dev/Catalogue/2XMMp/UserGuide 2xmmp.html#TabECFs
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FEPIC =
REPIC

ECFEPIC
(6.6)

A plot of exposure time against flux was then made to determine suitable cuts for each

energy band (see figure 6.2). Only fields satisfying the exposure time cuts for each band

were used.

For each field satisfying the required initial criteria, with flag = 1 or 2 and with ex-

posure time satisfying the cut, parameters for sources in the field were obtained from

the 2XMMp source catalogue. For each source, the flux in each energy band and the

position of the source in the field was recorded. Sources in each field above the flux

threshold and within 12′ of the field centre were counted and used to create source dis-

tribution plots. 12′ was used as the maximum off axis angle to reduce problems due to

PSF distortion which can be significant at larger angles.

6.3.3 Source distributions

398 non-overlapping fields were used for the source count. The overall area covered

by the sample (having accounted for chip gaps etc.) is 41.0deg2. The analysis was

performed separately for soft, hard and full band sources and for different fluxes in

each energy band. Table 6.1 shows the EPIC flux and exposure time limits and the

source count results. Figure 6.3 shows the distribution of sources per field for each band

and flux level. The values determined here compare favourably with the more rigorous
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Figure 6.2: Exposure time and flux between 10′ and 12′ for each field for the three

energy bands (soft, hard and full as labelled). The different line styles represent different

cuts (see table 6.1).
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Figure 6.2: continued.

determination of a similar sample of objects made by Mateos et al. (2008).

6.3.4 Determining excess variance

If the positions of astronomical objects are random, then plotting the number of fields

against the number of sources in a field (with flux greater than S) should statistically

give a Poisson distribution at low source counts while with large numbers of sources this

will tend towards a Gaussian distribution (i.e. variance equal to the mean, σ2 = µ). If

there is cosmic variance this distribution will be broadened. The difference between the

measured distribution and the statistical variance expected is the excess variance, σ2
ex.

These distributions can therefore be used to determine the excess variance observed due
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Table 6.1: Source count results

Band Minimum flux Minimum exposure time No. fields No. sources Mean sources

( erg cm−2 s−1) (s) per field

(1) (2) (3) (4) (5) (6)

Full 1 × 10−14 70000 114 6788 59.54

2 × 10−14 30000 261 7752 29.70

1 × 10−13 10000 348 1416 4.07

Soft 5 × 10−15 40000 206 5389 26.16

1 × 10−14 20000 306 3874 12.66

Hard 5 × 10−14 85000 85 315 3.71

1 × 10−13 40000 206 269 1.31
NOTES: Mean sources per field = no. sources / no. fields.
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Figure 6.3: Distributions of the number of sources per field for the different energy

bands and flux levels (as labelled).
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Figure 6.3: continued
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Figure 6.3: continued
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Figure 6.3: continued

to cosmic variance.

For flux limits with large source numbers, fitting a Gaussian distribution to the resulting

source distribution provides the excess variance.

σ2 = µ + σ2
ex (6.7)

The variance, σ2, and mean, µ, of the distribution can be determined from the fit and

the excess variance can therefore be calculated with the above equation. Figure 6.4

shows the results of this process for the soft band distributions and for the full band

distributions with flux limits 1 × 10−14 and 2 × 10−14 erg cm−2 s−1. The dashed curve
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is a standard Gaussian distribution using the mean of the underlying distribution to

calculate the standard deviation (σ =
√

µ). The solid line is a Gaussian fit to the actual

distribution (the histogram) and clearly deviates from the expected Gaussian for that

mean number of sources, demonstrating the presence of excess variance. The fitted σ

and µ values and the resulting σex values are given in table 6.2.

For flux limits with low mean number of sources per field (i.e. both the hard band

results and the full band with flux limit 1 × 10−13 erg cm−2 s−1), if there is no cosmic

variance then the source distribution is statistically Poissonian but, because of the excess

variance, it is expected to be more accurately described by a convolution of Poisson and

Gaussian distributions. Here, the convolution is tested with a range of possible σex

values. Figure 6.5 shows the χ2 distribution of the resulting curves. The minimum

value is σex. Errors on σex are the 1σ confidence limits (where χ2 = χ2
min + 1).

The excess variance for each band and flux combination is given in table 6.2 with an

indication of whether the Poisson (P) or Gaussian (G) method was used.

6.3.5 Calculation of the AGN bias parameter

Recent results (e.g. from WMAP) have helped to constrain theories on the growth

of structure. It is now possible to calculate the expected excess variance using these

results. The observed cone of each field was divided into redshift slices with width of

∆z = 0.05. The angular diameter distance, DA, of each slice was calculated:
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Figure 6.4: Gaussian fitting results for the soft and full bands (as labelled). The his-

togram is the observed distribution from 2XMMp. The dashed curve shows a Gaussian

with σ =
√

µ and the solid line is the Gaussian fit to the underlying distribution. The

histograms are plotted with bin width of two.
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Figure 6.4: continued.
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Figure 6.5: Poisson convolution results for the hard band distributions (top: flux limit =

5 × 10−14 erg cm−2 s−1 and middle: flux limit = 1 × 10−13 erg cm−2 s−1) and full band

(bottom: flux limit = 1 × 10−13 erg cm−2 s−1). The left hand plots show the 2XMMp

source distribution as a histogram. The dashed line is the convolved curve for the best

fit σex in each case. The right hand plots show the χ2 distribution. The solid vertical

line indicates σex. Dashed lines show the upper and lower error bounds.
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Table 6.2: Excess variance

Band Flux Mean σ σex P/G

( erg cm−2 s−1)

(1) (2) (3) (4) (5) (6)

Full 1 × 10−14 59.4±2.5
2.6 12.0±3.3

2.3 9.2±4.4
3.0 G

2 × 10−14 29.1±0.9 6.8±0.9
0.8 4.1±1.5

1.3 G

1 × 10−13 4.07 2.21 0.4±0.3
0.4 P

Soft 5 × 10−15 25.6±0.4 5.6±0.5
0.4 2.4±1.0 G

1 × 10−14 12.1±0.4 3.9±0.5
0.4 1.8±1.1

0.9 G

Hard 5 × 10−14 3.71 2.09 0.6±0.9
0.4 P

1 × 10−13 1.31 1.14 0.3±0.1 P
NOTES: For bands using the Gaussian method (G), mean and σ

are the best fit parameters from the Gaussian fit to the distribu-

tion of number of sources per field. For bands using the Poisson

method (P), mean and σ are the usual statistical mean and standard

deviation

a(z) =
1

1 + z
(6.8)

Z =
∫ 1

a(z)

da

a
√

X
(6.9)
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√
X =

√

Ωk + ΩΛa2 +
ΩM

a
+

Ωr

a2
(6.10)

DA =
cZa(z)

H0
(6.11)

where z is the redshift at the centre of the slice, H0 is the Hubble constant (70 km s−1 Mpc−1)

and c is the speed of light (3 × 108 m s−1). The Ω values are different components of

the density parameter: Ωk is the curvature density (0.0), ΩΛ is the vacuum density (0.7),

ΩM is the matter density (0.3) and Ωr is the radiation density (0.0) (values in line with

the WMAP concordance cosmology, Spergel et al. 2003). The radius of each slice, R,

was then calculated using the angular radius of the field (r = 12′)

R = DAtan(r) (6.12)

The proper distance, DP was also calculated:

DP = DA(1 + z) (6.13)

The predicted mass variance (rms mass fluctuation) in each redshift slice can be calcu-

lated as:

σ2
m =

1

2π2

∫ ∞

0
P (k, z)W 2(kR)k2dk (6.14)
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where P (k) is the power spectrum of initial inhomogeneities and W (kR) is the win-

dow function (this and following equations from Coles and Lucchin 1995). The power

spectrum is generally approximated by a scale invariant power law:

P (k) = Akn (6.15)

where A is the scalar fluctuation amplitude and n is the spectral index. Both parameters

can be determined from cosmological models using e.g. Cosmic Microwave Back-

ground measurements. Tegmark et al. (2004) used a combination of WMAP data and

data from over 200000 SDSS galaxies to determine the values of A and n (0.81+0.15
−0.09 and

0.977+0.039
−0.025 respectively). These values are for a specific wavenumber, k0 = 0.05, so the

power spectrum becomes:

P (k) = A

(

k

k0

)n

(6.16)

The power spectrum evolves with time according to linear growth law in the absence of

other physical effects:

P (k, z) =
P (k)

1 + z
(6.17)

A linear approximation to the local power spectrum is calculated and normalised to the

value of σ8 which is the linear rms mass fluctuation in spheres of radius 8 h−1 Mpc
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(0.917±0.090
0.072 as quoted in Tegmark et al. 2004).

In line with Tegmark et al. (2004), a top hat window function is used:

W =
3(sin(kR) − (kR)cos(kR))

(kR)3
(6.18)

The window function effectively limits the perturbation contributions to the mass vari-

ance to a range of wavelength scales greater than the scale corresponding to the pro-

jected field size smoothly decreasing the contributions of smaller wavelengths which

are effectively averaged over the field. To convert σ2
m to the mass variance expected for

2XMMp, a source redshift distribution is required. The redshifts of sources from XWAS

(Tedds et al. 2006) were used to estimate the number of objects expected in each redshift

slice of sky (redshifts kindly provided by Dr Jonathan Tedds). XWAS is a survey aiming

to identify serendipitous XMM sources with F0.5−4.5 keV ≥ 10−14 erg cm−2 s−1. Over

3000 sources have been targeted in 68 XMM fields at high Galactic latitudes using the

AAT (Anglo Australian Telescope) multi fibre spectroscope. As it is a random sample of

the fields included in 2XMMp and uses the same energy bands used here, XWAS is ap-

propriate for use as an approximation to the redshift distribution of sources in 2XMMp.

Although 3000 sources have been targeted by XWAS, only around 1000 have so far

been spectroscopically identified and matched to XMM-Newton sources and so the cur-

rent redshift distribution may not be accurate for the X-ray population of 2XMMp in

general. This caveat must be kept in mind when drawing conclusions from the results.

The XWAS sources were split into the same energy bands and flux limits used for
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the 2XMMp analysis and the distributions in the same redshift bins described above

(∆z = 0.05) were determined. Only extragalactic sources (i.e. Broad Line AGN

(BLAGN) and Narrow Emission Line Galaxies (NELG)) were included in the redshift

distributions. Each distribution was divided by the total number of sources to get the

normalised number of sources per redshift bin (shown in figure 6.6) then each bin was

multiplied by the mean number of objects per field from the 2XMMp analysis (see table

6.1) to give the expected number of objects per redshift bin, N , that should be observed

in a 2XMMp field.

For each redshift bin, the expected mass variance in a field is:

σ2
z =

Nσ2
m

∆DP

2R

(6.19)

where ∆DP is the difference between the proper distance of the redshift slice in question

and the next closest redshift slice.

The statistical variance is σ2
s = N so total variance is:

σ2
tot = σ2

s + σ2
z (6.20)

σ2
tot = N

(

1 +
σ2

m
∆DP

2R

)

(6.21)

The total contribution from cosmic variance is therefore:
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σ2
CV =

zmax
∑

zmin

σ2
m(z)N(z)

∆DP

2R

(6.22)

where zmin is the redshift below which the linear growth regime breaks down (i.e. where

σ2
m becomes greater than 1). This point is evident in figure 6.7. Note that typically

only 20 − 25% of the sources here have redshifts lower than this value and very large

power would be needed at the relevant wavelengths to contribute significantly to the

variance. At z < 0.5, we are probing scales where the power spectrum has, in prac-

tice, turned down and so any contribution to the excess variance is expected to be small.

Here, zmin was taken to be z = 0.5 and zmax is the highest value for which there is

an estimate of σ2
m (zmax = 3.9 for full band (1 × 10−14 and 2 × 10−14 erg cm−2 s−1)

and soft band, zmax = 2.85 for full band (1 × 10−13 erg cm−2 s−1) and hard band

(1 × 10−13 erg cm−2 s−1) and zmax = 3.25 for hard band (5 × 10−14 erg cm−2 s−1)).

Figure 6.7 shows the expected and measured mass variance for the full band (flux =

1 × 10−14 erg cm−2 s−1). This shows that the sample is most sensitive to detecting cos-

mic variance at 1 ≤ z ≤ 2.5 where the difference between total variance and cosmic

variance is most prominent.

The bias parameter is a multiplier between the underlying mass density incorporating

all mass (i.e. including dark matter) and the AGN mass density. In this case, σCV

represents the total density and σex is the AGN density so the bias parameter is:

b =
σex

σCV
(6.23)
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The results of the redshift analysis for each band and flux are given in table 6.3. Also

given in table 6.3 are the mean redshift (z) and scale length (R) for each band.

6.4 Results

The bias values for the various bands and flux levels are displayed in figure 6.8 along

with bias values determined by other studies (Miyaji et al. 2007, Myers et al. 2007,

Grazian et al. 2004, Yang et al. 2006 and Croom et al. 2005). Although, in general, the

bias values found here are low in comparison to other studies, figure 6.8 shows that the

result of the full band analysis (flux limit = 1 × 10−14 erg cm−2 s−1) is in agreement,

within the error bounds, with the very large optical samples of Myers et al. (2007)

and Croom et al. (2005) (300000 and 22655 sources respectively). There is also some

tentative evidence for evolution of the bias parameter in the full band with redshift as

previously detected in other studies (e.g. Croom et al. 2005).

The difference in bias values here compared to the values of optical surveys such as

Myers et al. (2007) and Croom et al. (2005) may be due to the fact that, as an X-ray

sample, a more complete sample of AGN is detected here (i.e. including more of the

obscured population).

In a study of AXIS fields, Carrera et al. (2007) found clustering in the soft and XID

bands but not in the hard or ultra-hard bands. Carrera et al. (2007) point out that the

hard and ultra hard band samples contained fewer sources than the soft and XID bands
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(under 1000 sources) and that, if sources were randomly removed from the soft band

to reduce numbers, the clustering signal disappeared. This implies that the lack of

clustering detected in the hard band so far may be due to a lack of sources rather than an

actual lack of clustering. The hard band samples used here also have significantly fewer

sources than the soft and full band samples which may cause inaccuracies in the results.

A repeat of the analysis using the recently released 2XMM catalogue (see section 2.3.2)

may yield greater numbers in the hard band and rectify this. Despite the low numbers,

there is tentative evidence that the bias is similar for the soft and hard bands in agreement

with Gilli et al. (2005). Whether this is actually the case will become evident with larger

samples.

Using the relation between bias and dark matter halo mass discussed in Sheth and Tor-

men (1999), the average halo mass of objects in the sample discussed is 1012 − 1013 M� h−1,

based on the bias calculated for the full band at flux limit = 1 × 10−14 erg cm−2 s−1,

which is comparable to the finding of Yang et al. (2006).

Several caveats must be considered when discussing the findings of this study. The

fields in the sample are taken from the 2XMMp catalogue which means they are fields

that have been observed by XMM-Newton and therefore not a random sample of fields

across the sky but rather a sample of fields with interesting objects at the centre. A more

important bias is introduced by the use of the XWAS sample to estimate the redshift

distribution. XWAS determines redshifts by optical spectroscopy and therefore targets

primarily bright sources. This method is therefore biased against both high redshift

sources, low luminosity sources and optically obscured AGN. As one of the main aims
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Figure 6.7: Plot of the predicted (solid line) mass variance, the total measured variance

(dashed line) and the variance due to cosmic variance (dotted line) in the full band (for

flux level 1 × 10−14 erg cm−2 s−1).

of using X-ray observations to investigate clustering is to target obscured AGN, an im-

provement to the technique employed here would be to find an alternative method of

determining the 2XMMp redshift distribution, e.g. using photometric redshifts.

6.5 Conclusions

Using the serendipitous source catalogue 2XMMp and an estimate of its redshift dis-

tribution, estimates of the QSO bias parameter for various X-ray energy bands and

flux limits have been determined. The full band (0.2 − 12 keV) distribution with flux
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Figure 6.8: The results of the 2XMMp bias analysis compared to other clustering stud-

ies. References refer to studies described in section 6.2. The three points from Miyaji

et al. (2007) are for, from left to right with increasing redshift, the hard (4.5 − 10 keV),

medium (2 − 4.5 keV) and soft (0.5 − 2 keV) bands. The three Yang et al. (2006) val-

ues show the evolution of bias with redshift they detected. Bias values determined here

using the Poisson method to determine σex (see section 6.3.4) are taken to be upper

limits.
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Table 6.3: Cosmic variance results

Band Flux σCV Bias z R

( erg cm−2 s−1) ( Mpc)

(1) (2) (3) (4) (5) (6)

Full 1 × 10−14 5.48 1.7±0.8
0.5 1.27 5.17

2 × 10−14 3.82 1.1±0.4
0.3 1.18 5.12

1 × 10−13 1.18 < 0.6 0.72 4.47

Soft 5 × 10−15 3.64 0.7±0.3 1.22 5.15

1 × 10−14 2.45 0.7±0.4 1.06 5.02

Hard 5 × 10−14 1.16 0.5±0.8
0.4 0.71 4.45

1 × 10−13 0.60 0.5±0.2
0.1 0.60 4.14

≥ 1 × 10−14 erg cm−2 s−1 shows a level of bias comparable to large, optically selected

QSO samples. The size of the samples used here are still relatively small compared to

the large optical samples they are compared to, leading to the large error bars observed.

An area of over 40deg2 was sampled here using 2XMMp. This study has shown that the

technique used can yield promising results but would benefit from still larger samples

and better redshift determination, particularly in the soft and hard bands. Both of these

requirements should be possible in the near future. The recent release of 2XMM, which

includes over 1000 more fields than 2XMMp, will increase the area available to sam-

ple for analysis such as this. Annual incremental increases to 2XMM are also planned,

further increasing the potential sample size. Using photometric redshifts or a less bi-
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ased optical catalogue to determine the redshift distribution would also improve results.

When these resources are available, the method used here can be used with very large

samples to improve on the tentative results found here.
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Chapter 7
Conclusions

Throughout this thesis, archival X-ray data has been used to show that a variety of

interesting science aims can be investigated without the need for targeted observations.

Techniques for determining photometric redshifts of serendipitous X-ray selected AGN

and for cross correlation of X-ray sources with optical samples have been developed

and used with small pilot samples to demonstrate the potential use that archive data can

have.

The main results found are as follows:

• A method for determining accurate photometric redshifts (σrms = 0.47) for X-ray

selected AGN with both point like and extended optical counterparts was devel-

oped. Modification of a code designed for optically selected QSOs in the SDSS

(Weinstein et al. 2004) led to a code which uses different training sets, dependent
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on object properties, and a χ2 method of error determination to produce photo-

metric redshift estimates with 1σ error estimates. The accuracy of the method

surpasses that available from other photometric redshift methods used for X-ray

selected AGN.

• Application of the photometric redshift code to 762 sources from 2XMM with

matches to optical SDSS counterparts and spectroscopic redshifts showed an im-

pressive 67% of sources assigned photometric redshift that is ‘correct’ (within the

error bounds) and 70% of sources with |∆z| ≤ 0.1.

• Using the techniques for photometric redshift and X-ray/optical source matching

developed in Chapter 3, X-ray light curves for the serendipitous sources detected

in multiple observations of the 3C 273 field were analysed. The excess variance

of the light curves was found to be anti-correlated with the X-ray luminosity as

seen in many previous studies.

• Using XMM-Newton observations of eight Seyfert 1 galaxies, X-ray and optical

light curves were examined for correlations in variability. Variability was de-

tectable in four of the eight objects. In three of these four objects, constraints on

the CCF were sufficient to rule out strong X-ray/optical correlation on timescales

of less than one day.

• Examination of the ‘bigger picture’ with archive data was also shown to be possi-

ble. Cosmic variance and an estimate of the AGN bias parameter were determined

using samples of different flux and energy band from 2XMMp. The bias in the full

band (0.2− 12 keV, for flux ≥ 1× 10−14 erg cm−2 s−1) was in agreement, within
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the error estimates, with bias found in large optically selected samples despite the

much smaller sample size.

7.1 Future work

The results described above are all from relatively small samples of AGN when com-

pared to the large numbers (hundreds of thousands) possible with optical samples thanks

to large surveys such as SDSS and 2dF. The release of 2XMM in August 2007 has gone

some way to redressing this balance and the situation will further improve in the coming

years. The XMM-Newton Survey Science Centre at Leicester intend to release annual

incremental updates to 2XMM with an estimated 30000 new unique sources in each

release. With XMM-Newton set to be operational until at least 2012 that could mean a

serendipitous X-ray resource containing nearly 300000 X-ray sources within four years.

Further increases in size of multi-wavelength observations such as SDSS and UKIDSS

with which to cross correlate large X-ray samples will continue to improve the results

possible with such catalogues.

Despite the expected dearth of new X-ray observatories in the coming decade, this thesis

has shown that archival data from XMM-Newton and Chandra has the potential to be

successfully exploited for a variety of key science aims. Unlocking this potential and

interpreting the astrophysical implications of the results will keep the X-ray astronomy

community busy for many years to come.
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Arévalo, P., Papadakis, I., Kuhlbrodt, B., and Brinkmann, W. (2005). X-ray to UV

variability correlation in MCG-6-30-15. A&A, 430, 435–442.

Barcons, X., Carrera, F. J., Ceballos, M. T., Page, M. J., Bussons-Gordo, J., Corral,

A., Ebrero, J., Mateos, S., Tedds, J. A., Watson, M. G., Baskill, D., Birkinshaw, M.,

Boller, T., Borisov, N., Bremer, M., Bromage, G. E., Brunner, H., Caccianiga, A.,

Crawford, C. S., Cropper, M. S., Della Ceca, R., Derry, P., Fabian, A. C., Guillout,

P., Hashimoto, Y., Hasinger, G., Hassall, B. J. M., Lamer, G., Loaring, N. S., Mac-

cacaro, T., Mason, K. O., McMahon, R. G., Mirioni, L., Mittaz, J. P. D., Motch,

C., Negueruela, I., Osborne, J. P., Panessa, F., Pérez-Fournon, I., Pye, J. P., Roberts,
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M., Hao, L., Harbeck, D., Prada, F., Schaye, J., Strateva, I., Zakamska, N., Ander-

son, S., Brinkmann, J., Bahcall, N. A., Lamb, D. Q., Okamura, S., Szalay, A., and

York, D. G. (2003). A Survey of z>5.7 Quasars in the Sloan Digital Sky Survey. II.

Discovery of Three Additional Quasars at z>6. AJ, 125, 1649–1659.

209



Fanaroff, B. L. and Riley, J. M. (1974). The morphology of extragalactic radio sources

of high and low luminosity. MNRAS, 167, 31P–36P.

Forman, W., Jones, C., Cominsky, L., Julien, P., Murray, S., Peters, G., Tananbaum,

H., and Giacconi, R. (1978). The fourth Uhuru catalog of X-ray sources. ApJS, 38,

357–412.

Fukugita, M., Ichikawa, T., Gunn, J. E., Doi, M., Shimasaku, K., and Schneider, D. P.

(1996). The Sloan Digital Sky Survey Photometric System. AJ, 111, 1748–1756.

Gandhi, P., Crawford, C. S., Fabian, A. C., and Johnstone, R. M. (2004). Powerful, ob-

scured active galactic nuclei among X-ray hard, optically dim serendipitous Chandra

sources. MNRAS, 348, 529–550.

Gandhi, P., Garcet, O., Disseau, L., Pacaud, F., Pierre, M., Gueguen, A., Alloin, D.,

Chiappetti, L., Gosset, E., Maccagni, D., Surdej, J., and Valtchanov, I. (2006). The

XMM large scale structure survey: properties and two-point angular correlations of

point-like sources. A&A, 457, 393–404.

Gaskell, C. M. and Peterson, B. M. (1987). The accuracy of cross-correlation estimates

of quasar emission-line region sizes. ApJS, 65, 1–11.

Gendreau, K. C., Barcons, X., and Fabian, A. C. (1998). Deep hard X-ray source counts

from a fluctuation analysis of ASCA SIS images. MNRAS, 297, 41–48.

Giacconi, R., Gursky, H., Paolini, F. R., and Rossi, B. B. (1962). Evidence for x Rays

From Sources Outside the Solar System. Physical Review Letters, 9, 439–443.

210



Giacconi, R., Bechtold, J., Branduardi, G., Forman, W., Henry, J. P., Jones, C., Kellogg,

E., van der Laan, H., Liller, W., Marshall, H., Murray, S. S., Pye, J., Schreier, E.,

Sargent, W. L. W., Seward, F., and Tananbaum, H. (1979). A high-sensitivity X-

ray survey using the Einstein Observatory and the discrete source contribution to the

extragalactic X-ray background. ApJL, 234, L1–L7.
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Priedhorsky, W. C., Puchnarewicz, E. M., and Sasseen, T. (2002). XMM-Newton

Observations of a Possible Light Echo in the Seyfert 1 Nucleus of NGC 4051. ApJL,

580, L117–L120.

Mateos, S., Barcons, X., Carrera, F. J., Ceballos, M. T., Hasinger, G., Lehmann, I.,

Fabian, A. C., and Streblyanska, A. (2005). XMM-Newton observations of the Lock-

man Hole IV: spectra of the brightest AGN. A&A, 444, 79–99.

Mateos, S., Warwick, R. S., Carrera, F. J., Stewart, G. C., Ebrero, J., Della Ceca, R.,

Caccianiga, A., Gilli, R., Page, M. J., Treister, E., Tedds, J. A., Watson, M. G., Lamer,

G., Saxton, R. D., Brunner, H., and Page, C. G. (2008). High precision X-ray log N -

log S distributions: implications for the obscured AGN population. A&A, 492, 51–69.

216



McHardy, I. M., Gunn, K. F., Uttley, P., and Goad, M. R. (2005). MCG-6-30-15: long

time-scale X-ray variability, black hole mass and active galactic nuclei high states.

MNRAS, 359, 1469–1480.

Miyaji, T., Zamorani, G., Cappelluti, N., Gilli, R., Griffiths, R. E., Comastri, A.,

Hasinger, G., Brusa, M., Fiore, F., Puccetti, S., Guzzo, L., and Finoguenov, A. (2007).

The XMM-Newton Wide-Field Survey in the COSMOS Field. V. Angular Clustering

of the X-Ray Point Sources. ApJS, 172, 396–405.

Myers, A. D., Brunner, R. J., Nichol, R. C., Richards, G. T., Schneider, D. P., and

Bahcall, N. A. (2007). Clustering Analyses of 300,000 Photometrically Classified

Quasars. I. Luminosity and Redshift Evolution in Quasar Bias. ApJ, 658, 85–98.

Nandra, K., George, I. M., Mushotzky, R. F., Turner, T. J., and Yaqoob, T. (1997).

ASCA Observations of Seyfert 1 Galaxies. I. Data Analysis, Imaging, and Timing.

ApJ, 476, 70–82.

Nandra, K., Clavel, J., Edelson, R. A., George, I. M., Malkan, M. A., Mushotzky,

R. F., Peterson, B. M., and Turner, T. J. (1998). New Constraints on the Continuum

Emission Mechanism of Active Galactic Nuclei: Intensive Monitoring of NGC 7469

in the X-Ray and Ultraviolet. ApJ, 505, 594–606.

Nandra, K., Le, T., George, I. M., Edelson, R. A., Mushotzky, R. F., Peterson, B. M.,

and Turner, T. J. (2000). The Origin of the X-Ray and Ultraviolet Emission in NGC

7469. ApJ, 544, 734–746.

Norman, C., Hasinger, G., Giacconi, R., Gilli, R., Kewley, L., Nonino, M., Rosati, P.,

217



Szokoly, G., Tozzi, P., Wang, J., Zheng, W., Zirm, A., Bergeron, J., Gilmozzi, R.,

Grogin, N., Koekemoer, A., and Schreier, E. (2002). A Classic Type 2 QSO. ApJ,

571, 218–225.

Osterbrock, D. E. (1981). Seyfert galaxies with weak broad H alpha emission lines.

ApJ, 249, 462–470.

Oyaizu, H., Lima, M., Cunha, C. E., Lin, H., Frieman, J., and Sheldon, E. S. (2008). A

Galaxy Photometric Redshift Catalog for the Sloan Digital Sky Survey Data Release

6. ApJ, 674, 768–783.

Papadakis, I. E., Brinkmann, W., Negoro, H., Detsis, E., Papamastorakis, I., and Gliozzi,

M. (2000). Optical and X-ray monitoring of the NLS1 galaxy Ark 564. ArXiv e-prints

0012317.

Peterson, B. M. (1993). Reverberation mapping of active galactic nuclei. Publications

of the Astronomical Society of the Pacific, 105, 247–268.

Peterson, B. M. (1997). An Introduction to Active Galactic Nuclei. Cambridge Univer-

sity Press, Cambridge.

Peterson, B. M., McHardy, I. M., Wilkes, B. J., Berlind, P., Bertram, R., Calkins, M.,

Collier, S. J., Huchra, J. P., Mathur, S., Papadakis, I., Peters, J., Pogge, R. W., Ro-

mano, P., Tokarz, S., Uttley, P., Vestergaard, M., and Wagner, R. M. (2000). X-Ray

and Optical Variability in NGC 4051 and the Nature of Narrow-Line Seyfert 1 Galax-

ies. ApJ, 542, 161–174.

218



Peterson, B. M., Ferrarese, L., Gilbert, K. M., Kaspi, S., Malkan, M. A., Maoz, D.,

Merritt, D., Netzer, H., Onken, C. A., Pogge, R. W., Vestergaard, M., and Wandel, A.

(2004). Central Masses and Broad-Line Region Sizes of Active Galactic Nuclei. II.

A Homogeneous Analysis of a Large Reverberation-Mapping Database. ApJ, 613,

682–699.

Pierre, M., Valtchanov, I., Altieri, B., and et al. (2004). The XMM-LSS survey. Survey

design and first results. Journal of Cosmology and Astro-Particle Physics, 9, 11.

Priestley, M. (1981). Spectral Analysis and Time Series. Academic Press, London.

Ratcliffe, A., Shanks, T., Parker, Q. A., and Fong, R. (1998). The Durham/UKST

Galaxy Redshift Survey - III. Large-scale structure via the two-point correlation func-

tion. MNRAS, 296, 173–190.

Reynolds, C. S. (1998). Compton reflection and iron fluorescence in AGN and GBHCs.

ArXiv e-prints 9810018.

Richards, G. T., Weinstein, M. A., Schneider, D. P., Fan, X., Strauss, M. A., Vanden

Berk, D. E., Annis, J., Burles, S., Laubacher, E. M., York, D. G., Frieman, J. A., John-
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Kuster, M., Staubert, R., Abbey, A., Holland, A., Turner, M., Balasini, M., Bignami,

G. F., La Palombara, N., Villa, G., Buttler, W., Gianini, F., Lainé, R., Lumb, D.,
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