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# EQUIVALENT CIRCUIT MODELLING OF BIPOLAR TRANSISTORS 

Monica Dowson

ABSTRACT

Existing equivalent circuit models of bipolar transistors are reviewed together with techniques for the evaluation of suitable values of the model elements. A method enabling the optimisation of the element values of any particular model in order to match the measured $S$ parameters of a device that is to be modelled is described. This method uses a modified Gauss Newton algorithm to minimise an objective function defined as the sum of the squares of the weighted errors between the required $S$ parameters and those of the model.

Details are then given of a new modelling algorithm for the development of accurate equivalent circuit models which was developed from this original optimisation method. The new modelling algorithm requires some $S$ parameter measurements of the device to be modelled over an appropriate range of frequencies, together with a potentially suitable model. The initial model elements are optimised and then, if necessary, suitable topological changes, involving the addition or deletion of both elements and nodes, are made until a model having the required accuracy or complexity is obtained.

A number of examples are given of small-signal equivalent circuit models of bipolar transistors developed using the algorithm. These particular transistors were operating at frequencies up to 1 GHz . A further example is given of the use of the modelling algorithm in the development of a bias dependent small-signal model of two similar bipolar transistors operating at frequencies up to 2 GHz . Additional $S$ parameter data for the same two transistors is also used to demonstrate that the algorithm can be used successfully for the development of non-linear models.
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## CHAPTER 1

INTRODUCTION

Since the invention of the transistor in 1948 , models have been sought which simulate the behaviour of the device. The work undertaken by the author and described here, has been concerned entirely with modelling bipolar transistors, the construction and applications of which are discussed in Chapter 2.

Models of a transistor can be either in terms of mathematical relationships or in the form of equivalent circuits. Equivalent circuit models are popular for several reasons: circuit designers tend to feel more at ease with a circuit diagram rather than a set of numbers or mathematical relationships; transistor and integrated circuit designers prefer a model that reflects the construction of the device enabling modifications to the construction to be mapped onto the model; and there are many circuit analysis packages now available that use equivalent circuit models of transistors and other devices to incorporate in larger circuits to be analysed.

The author has been fortunate in receiving data on a number of bipolar transistors from Philips Research Laboratories for which they were interested in obtaining equivalent circuit models. In addition to proving that the electronics industry is interested in the modelling of transistors, this also provided a definite direction for the research. The requirement was for small-signal (implying linear) models for transistors designed to operate at frequencies in ranges between 0.5 MHz and 2 GHz . Maclean ${ }^{1}$ has also expressed an interest in this type of problem.

Although the techniques described here were originally devised for the generation of linear models of bipolar transistors, the techniques involved are equally applicable to other modelling problems. In the final problem here, which was a bias dependent model, the author obtained models for the non-linear operation of a bipolar transistor. Mathews and Ajose ${ }^{2}$ have
used one optimisation technique to model both bipolar and field effect transistors.

### 1.1. Background

In recent years, there has been a great deal of research interest at Leicester in network synthesis and optimisation. Theses on passive network synthesis have been presented by di Mambro ${ }^{3,4}$, Wright ${ }^{5}$, Krzeczkowski ${ }^{6}$, Hegazi ${ }^{7}$ and Savage ${ }^{8}$, whilst Dowson ${ }^{9}$, Henderson ${ }^{10}$ and Dimmer ${ }^{11}$ have presented theses more concerned with the optimisation processes. This expertise has been of direct benefit to the author.

The techniques used for the analysis of passive networks, particularly those developed by di Mambro ${ }^{3,4}$ and di Mambro and Cutteridge ${ }^{12}$, were considered for the author's application as described in Chapter 3; these were, however, only used for a short time until the analysis routine written by the author, also described in Chapter 3, was developed. The technique of coefficient matching which all these earlier network synthesis programs used was not considered suitable for the problems being studied by the author.

In addition to the local experience in the analysis of networks, there was also a considerable knowledge of optimisation techniques available. In particular the technique developed by Henderson ${ }^{10}$, to which the author ${ }^{9}$ also made some contributions, were of great importance. This optimisation technique involved the use of a two-part algorithm and was designed to solve difficult optimisation problems. It was discovered that for the type of problems to be solved by the author one part, the Gauss Newton section, with adaptations to suit the problem type, was an ideal technique. Details of the optimisation problem and the techniques used are given in Chapter 4.

### 1.2. Aims of the Research

As already mentioned, some data was provided by Philips Research Laboratories on some devices for which they were interested in obtaining equivalent circuit models. The data was provided in three stages.

The first set of data ${ }^{13}$ was for a lateral $p-n-p$ transistor. This was an integrated circuit transistor and was described" as "a notoriously difficult device to model" and "one of current interest to us [Philips Research Laboratories]". In addition to the data, a first stage model of the device was provided. The requirement by Philips Research Laboratories was that a more accurate model of the device be developed.

This requirement, as discussed in Section 2.5 , is quite common. Frequently, standard models of devices do not give adequate correlation with the measured characteristics of the devices. Thus, the aim of this research was to develop techniques whereby models of devices could be verified, and if necessary, improved models be produced. These improved models could be produced merely by optimising the element values of the original models. If this is still not adequate then it becomes necessary to optimise the topology of the models together with the element values until the required accuracy or complexity is obtained.

These aims necessitated the development of analysis and optimisation techniques which were then combined together to form an overall modelling strategy. The development of an improved model for the lateral $p-n-p$ transistor is described in Chapter 5 and the modelling technique devised from this experiment is detailed in Section 5.6.

This new technique was then tested on the second set of data provided by Philips Research Laboratories ${ }^{14}$. This data was for another integrated circuit transistor, this time a vertical $n-p-n$ transistor, with data for each of the common emitter, common base and common collector configurations.

Finally, a set of data ${ }^{15,16}$ was provided for two similar $n-p-n$ tran-
sistors at different bias conditions. Measured data was available at two voltages and at six different currents for the first type and at two voltages and at seven different currents for the second type. Slatter ${ }^{17}$ had published a model for a limited bias range based on physical aspects of these devices. The author's aim was to improve on this model by obtaining more accurate bias dependent models covering a wider bias range using as few bias dependent elements as possible consistent with the use of simple relationships for those elements. This problem is described in detail in Chapter 7.

### 1.3. Achievements

As will be seen later the author has produced a method by which equivalent circuit models of bipolar transistors can be verified against a set of $s$ parameter measurements of the devices and if they are inadequate the element values of the models can be optimised. Then; if necessary, the topology of the model can be modified until the required accuracy or complexity is obtained.

In order to achieve this, the author has produced a computer program to analyse a network in terms of its $s$ parameters and combined this with an optimisation routine together with a new modelling strategy.

Using this technique a number of models have been produced using data supplied by Philips Research Laboratories. The first of these was a model for a lateral $p-n-p$ transistor which operated in the frequency range 0.5 MHz to 10 MHz . The maximum absolute errors in the $s$ parameters of the final model were 0.1 dB in the modulus and $1.2^{\circ}$ in the phase with r.m.s. (root mean square) errors of 0.04 dB and $0.4^{\circ}$. This final model consisted of 6 nodes with 12 elements and included one current source only.

The next device modelled was a vertical $n-p-n$ transistor model which
operated in the frequency range 0.1 GHz to 1 GHz . Separate models were produced for each of the common emitter, common collector and common base configurations. These gave maximun absolute errors of 1.5 dB and $4^{\circ}$ and r.m.s. errors of 0.3 dB and $3^{\circ}$. An attempt was made to produce a single general model applicable for any of the configurations. This became a task of tremendous volume and was only partially successful giving r.m.s. errors of 1.3 dB and $12.9^{\circ}$. Whilst the author believes that this type of task is possible, it requires a large, fast computer with extremely efficient code in order to generate sufficiently accurate models.

Finally, a bias dependent model was produced for two similar bipolar transistors operating at frequencies of 0.1 GHz to 2 GHz . The same model was produced for both transistors and was valid for the linear operation of the devices at voltages of 0.5 V and 3 V and for emitter currents in the range 0.5 mA to 4 mA for the first and 0.5 mA to 8 mA for the second of the two transistors. Simple expressions for the bias dependent elements were developed and good agreement with the measured characteristics of the transistors was achieved. Accurate models were also developed for the non-linear operation of the transistors.

Thus, this modelling technique has been extensively tested and although these tests have been with $s$ parameter data for bipolar transistors, the author is of the opinion that the techniques could be applied to many electronic modelling problems.

### 1.4. Computing Facilities Used.

The majority of the computing work has been done on the CDC Cyber 73 at the University of Leicester and the CDC 7600 at the University of Manchester (UMRCC). These machines are compatible and programs are easily transportable between the two. The main feature of these machines is the word length which is 60 bits. This means that high precision can
be easily obtained. The UMRCC CDC 7600 is approximately 12 times more 'powerful' than the Leicester Cyber 73, thus for larger jobs where the Leicester time limit of 33 minutes of $\mathrm{c} . \mathrm{p} . \mathrm{u}$. time proved an encumbrance, the UMRCC facilities were used. In general, the time problem depends on the amount of $s$ parameter data available and the complexity of the models involved. The p-n-p transistor model described in Chapter 5 was produced on the Cyber 73 but the $n-p-n$ transistor models described in Chapter 6 required the CDC 7600 , whilst the majority of the computing for the bias dependent model in Chapter 7 was done on the Cyber 73.

Graphical output was generally obtained using the Cyber 73 together with the GHOST library of graphical subroutines. The model circuit diagrams were produced on the University of Leicester PDP-11/44 using an interactive circuit layout program written by the author and which used the GINO library. Flow charts were also produced using the PDP-11/44, using the interactive program $\mathrm{FLOW}^{18}$.

All the computer programs were written in FORTRAN IV.

## CHAPTER 2

## MODELLING THE BIPOLAR TRANSISTOR

A special report on the transistor in Electronics ${ }^{19}$ describes the stages leading to the announcement in 1948 by Bardeen, Brattain and Shockley that they had invented the transistor. This first transistor was a point contact device. Shockley then went on to develop the junction transistor. These three inventors were awarded the Nobel Prize in 1956 for their work.

Since the invention of the transistor, models describing their behaviour have been sought. Both circuit and device designers need models that will simulate the performance of the transistor over a wide range of operation. Device designers generally require models which are based on the physical structure of the device in order that the effects of changes in the construction or geometry of the device can be predicted. On the other hand, circuit designers are more concerned with the accuracy of the model and are less interested whether the elements in the model have a physical equivalent in the manufactured device.

Equivalent circuit models of transistors can be used in conjunction with computer aided design techniques to assist in the design and analysis of discrete or integrated circuits without the time and expense of manufacturing the circuits. Getreu ${ }^{20}$ lists a number of such uses of models, from performing analyses of waveforms and frequency responses of circuits to predicting the performance of an integrated circuit at high frequencies without the parasitics a breadboard would introduce.

This chapter starts with a brief description of the bipolar transistor and its applications. Then some of the popular models are described beginning with the classical hybrid pi model and going on to more complicated models such as the Ebers Moll model and its variants.

### 2.1. The Bipolar Transistor

A bipolar transistor consists of an emitter, base and collector and may be either an $n-p-n$ or $p-n-p$ type. Block diagrams of both types are given in Figure 2.1 together with their circuit symbols. Navon ${ }^{21}$ defines the modes of operation of the bipolar transistor as follows.

1. Active mode - the emitter junction is forward biased and the collector reverse biased.
2. Saturated mode - both the emitter and collector junctions are forward biased.
3. Cutoff mode - both the emitter and collector junctions are reverse biased.
4. Inverse mode - the collector junction is forward biased and the emitter is reverse biased.

In the active mode the transistor may be used as an amplifier. A schematic of the active region biasing arrangements for an $n-p-n$ transistor in common base configuration is given in Figure 2.2. Figure 2.3 shows an amplifier circuit described in Reference (22) where the biasing is achieved by using a single battery together with the voltage divider network consisting of resistors $R_{3}$ and $R_{4}$. In the diagram $R_{1}$ is the source resistance and $R_{2}$ is the load resistance.

Navon ${ }^{2 l}$ states that in a linear amplifier circuit such as this, the signal transmission can be quite fast, of the order of $10^{-9}$ seconds, and this rapid response can be used to achieve signal amplification at frequencies up to several gigahertz. In addition to the common base configuration, common emitter and common collector amplifiers can also be used. The common emitter amplifier is probably the most used in practice because, as stated in Reference (22), it is


Figure 2.1. The Structure and Circuit Symbols for Bipolar Transistors



Figure 2.3. A Simple Common Base Amplifier




Figure 2.4. An N-P-N Transistor Used in Switching Mode
the only configuration to provide current, voltage and power gain.
In the saturated and cutoff modes the bipolar transistor can be used as a switch. When used in switching mode, the transistor is normally connected in common emitter mode as in the simple switch shown in Figure 2.4. The two parts of the switch are the emitter and collector terminals and a small signal, $V_{i n}$, applied to the base terminal can cause the normally non-conducting transistor to convert to the conducting state thus producing a voltage $V_{\text {out }}$ across the load $R_{L}$. Navon ${ }^{2 l}$ states that in this configuration the current gain, defined as the ratio of the collector current increase to the base current which causes this increase, can be higher than 50.

If the transistor was symmetrically designed then the operation of the transistor in the inverse mode would be identical with the active mode but with the collector and emitter interchanged. However, in practice the emitter is more heavily doped and the collector cross-sectional area is greater than that of the emitter. Thus the $\mathrm{p}-\mathrm{n}-\mathrm{p}$ transistor should be more accurately described as a $p^{+}-n-p$ type.

A more accurate diagram of the construction of a planar n-p-n transistor than that given in Figure 2.1 is now shown in Figure 2.5. This diagram will aid the identification of some of the physical elements in the models described in the following sections of this chapter and is also relevant to the modelling of the integrated circuit transistors described in later chapters.

A full description of the theory and manufacturing processes involved in the construction of these devices is given by Hamilton and Howard ${ }^{23}$. Briefly, an integrated circuit $n-p-n$ transistor such as that shown in Figure 2.5, is built up layer by layer on a p-type substrate. The $\mathrm{n}^{+}$buried layer serves to reduce the series collector resistance of the transistor. The n-type collector is grown by means of epitaxial growth and is part of the same single crystal structure as the substrate. The $\mathrm{p}^{+}$channels


Figure 2.5 Construction of an Integrated Circuit N-P-N Transistor
isolate the device from the rest of the integrated circuit. The p-type base and n-type emitter are formed by a diffusion process and this is followed by metalisation of the contacts.

### 2.2. Hybrid Pi Model

The hybrid pi model is the most popular linear model of a bipolar transistor. Its appeal lies in its simplicity, its accuracy over a wide frequency range and the ease of parameter determination.

### 2.2.1. Basic Hybrid Pi Model

The basic seven element, common emitter hybrid pi model is described by Chua and Lin $^{24}$ and Brown ${ }^{25,26}$ and is shown here in Figure 2.6. By comparing the model with Figure 2.5 which showed the construction of a transistor, it is possible to see the relevance of most of the elements.


Figure 2.6 Common Emitter Hybrid Pi Transistor Model

Of particular interest is $r_{b b t}$, which Chua and Lin ${ }^{24}$ term the base spreading resistance, stating that this is practically constant for a given transistor and is typically between $5 \Omega$ and $100 \Omega . \quad$ Gray and Searle ${ }^{27}$ describe how this element is inserted to allow for the transverse voltage drops in the base region caused by the drift of base region majority carriers flowing into the active region between the emitter and collector. The inclusion of capacitors $C_{b \prime e}$ and $C_{b \prime c}$ to account for the space charge layer capacitances is also described by Gray and Searle ${ }^{27}$.

Brown ${ }^{26}$ describes how measurements of the $y$ parameters (shortcircuit admittance parameters) can be used together with other selected measurements to determine the values of the elements in the model for any particular case.

It is generally agreed that the basic hybrid pi model is a good linear model for frequencies up to a few megahertz.

### 2.2.2. Modified Hybrid $\mathrm{Pi}_{\mathrm{i}}$ Model

As the frequency increases, the agreement between the basic hybrid pi model and the performance of the transistor deteriorates.

Brayden ${ }^{28}$ describes a modified hybrid pi model in which the collector-base depletion capacitance is split, taking part of it to $b$ instead of $\mathrm{b}^{\prime}$. A phase shift term is also included in the mutual conductance $g_{m}$ and, as at higher frequencies $r_{b} c$ and $r_{c e}$ are swamped by the capacitance around them, these are eliminated from the model. It is also generally agreed that interlead and case capacitances are also significant. The new element $C_{b e}$ inserted by Brayden ${ }^{28}$ will thus also include some interlead capacitance. Gray and Searle ${ }^{27}$ state that while the interlead capacitances in an integrated circuit component are smaller than for the same component in discrete form, the junction


Figure 2.7 Modified Hybrid Pi Model
capacitances must still be accounted for.
The above thus leads to the modified hybrid pi model shown in Figure 2.7 which Brown ${ }^{25,26}$ states should be accurate at frequencies higher than 300 MHz , especially if some emitter lead inductance is also included.

As with the basic hybrid pi model, Brown ${ }^{26}$ also describes the measurements which must be made to determine the element values for this model.

### 2.3. Ebers Moll Model

The Ebers Moll model is probably the most popular non-linear model for bipolar transistors. This model was first published by Ebers and Mo11 ${ }^{27}$ in 1954 and there have been numerous variations on this original model published since then. This model is included here because, even though the work in this thesis was concerned mainly with small-signal linear models, the final problem involved a transistor which entered the non-linear region. Also, the non-linear modelling problem and the Ebers Moll model are too important to be ignored. Here the notation used by Getreu ${ }^{20}$ is used to differentiate between the stages in the development of the models.

### 2.3.1. Basic Ebers Moll Model - EM1

A diagram of the basic Ebers Moll model, is given in Figure 2.8. The basic model is a d.c. model that describes the behaviour of the transistor in all modes of its operation. The model is described by its reference currents $I_{F}$ and $I_{R}$, the currents through the diodes. Getreu ${ }^{20}$ describes this model as follows.


Figure 2.8 Basic Ebers Moll Model - EMI

The diodes represent the base-emitter and base-collector junctions of the transistor. $\quad I_{F}$ is the current that would flow across the base-emitter junction for a given base-emitter voltage $V_{b e}$, if the collector region were replaced by an ohmic contact without disturbing the base. Ies is the saturation current of this junction. Thus, for a given value of $V_{b e}$

$$
\begin{equation*}
I_{F}=I_{e s}\left(e^{\frac{q V_{b e}}{k T}}-1\right) \tag{2.1}
\end{equation*}
$$

where $\quad q=$ electron charge
$\mathrm{k}=$ Boltzmann's constant
$T=$ Absolute temperature

Similarly, if the emitter were replaced by an ohmic contact without disturbing the base and $I_{c s}$ is the saturation current of the collectorbase junction

$$
\begin{equation*}
I_{R}=I_{c s}\left(\frac{q V_{b c}}{e^{k T}}-1\right) \tag{2.2}
\end{equation*}
$$

Coupling between the junctions of the transistor is provided by the base region and is modelled by the two current dependent current sources. Thus

$$
\begin{equation*}
I_{c}=\alpha_{F} I_{F}-I_{R} \tag{2.3}
\end{equation*}
$$

where $\alpha_{F}$ is the large signal forward current gain of a common base transistor and is related to the large signal forward current gain ( $\beta_{F}$ ) of a common emitter transistor by the expression

$$
\begin{equation*}
\beta_{F}=\frac{\alpha_{F}}{1-\alpha_{F}} . \tag{2.4}
\end{equation*}
$$

Similarly the base terminal current can be written

$$
\begin{equation*}
I_{b}=\left(1-\alpha_{F}\right) I_{F}+\left(1-\alpha_{R}\right) I_{R} \tag{2.5}
\end{equation*}
$$

where $\alpha_{R}$ is the large signal reverse current gain of a common base transistor and similarly to equation (2.4)

$$
\begin{equation*}
\beta_{R}=\frac{\alpha_{R}}{1-\alpha_{R}} \tag{2.6}
\end{equation*}
$$

The derivation of these equations is given by Ebers and Moll ${ }^{29}$. Getreu ${ }^{20}$ shows how the linearised version of this model for operation in the forward active region reduces to the d.c. portion of the smallsignal hybrid pi model.

### 2.3.2. Extended Ebers Moll Model - EM2

The EMl model is a basic d.c. model of a bipolar transistor. The next stage in the development of the model is to take into account the charge storage effects and to improve the d.c. representation.

In the EM2 model described fully by Getreu ${ }^{20}$ and shown here in Figure 2.9 , the basic EMI model has been transformed. Expressions for the currents $I_{1}, I_{2}$ and $I_{3}$ are derived by Getreu. Around this EM1 model a number of elements have been added. The three resistors $r_{b b}, r_{c c}$, , and $r_{e e}$, are added to improve the d.c. characterisation. These resistors represent the ohmic resistance of the active region of the transistor to its base, collector and emitter respectively. The charge storage effects are modelled by (i) two junction capacitors, $C_{J c}$ and $C_{J e}$, which model the incremental fixed charges stored in the transistor's space-charge layers for incremental changes in the associated junction voltages, (ii) two diffusion capacitors, $C_{D C}$ and $C_{D e}$, which model the charge associated with the mobile carriers in the transistor, and (iii) the substrate capacitor, $C_{\text {sub }}$, which is important in integrated circuit transistors.


Figure 2.9 Ebers Moll Model - EM2

As with the EM1 model, Getreu ${ }^{20}$ demonstrates that this model reduces to the linear hybrid pi model in the forward active region.

### 2.4. Other Non-Linear Models

In addition to the Ebers Moll models described in Section 2.3, Getreu ${ }^{20}$ goes on to describe a further refinement of the Ebers Moll model which he calls the EM3 model. This model includes a further two diodes and a junction capacitor and models the base-width modulation and variation of current gain $\beta$ with current and voltage, and some temperature effects.

Another model described by Getreu ${ }^{20}$ is the Gummel Poon model which he states is almost entirely concerned with improvements to the d.c. characteristics of the EM3 model but is still basically equivalent to the EM3 model.

Other popular models include the Linvill ${ }^{30}$ lumped model which, while adhering closely to the physics of the device, introduces the new network parameters of storance, diffusance and combinance, and the Beaufoy Sparkes ${ }^{31}$ model which is favoured by $\mathrm{Brown}^{26}$. He describes this model as lying between the Ebers Moll and Linvill models with only two new network elements namely storance and charge controlled current generators.

Hamilton et al. 32 in their comparison of models conclude that the Ebers Moll, Linvill and Beaufoy Sparkes models are all similar in their degree of approximation and give similar results for transient problems.

There are many variations on the models described here, Ruch ${ }^{33}$ gives a list of references concerned with high-injection effects and Agajanian ${ }^{34}$ presents a total of 486 references in his bibliography on semiconductor device modelling although not all of these are concerned with bipolar transistors.

### 2.5. Choice of Models

For each of the models described in this chapter, at least one set of measurements enabling the evaluation of the element values is published. For example, Orlik ${ }^{35}$ describes a set of electrical measurements that can be made to determine the parameter values of a Gummel Poon model while Roulston ${ }^{36}$ describes how the parameters of a similar model may be determined directly from fabrication data. Another method of determining the element values for any particular model is to optimise the values of the elements to give the best fit to a set of measured data. Probably the first description of this method was by Bassett ${ }^{37}$.

It is obvious from the discussion in Section 2.4 that there is not a universally accepted single model for the bipolar transistor. A number of physical effects have been incorporated into models with varying degrees of complexity but while Getreu ${ }^{20}$ states that the simplest existing model adequate for the analysis to be undertaken should be used, Ruch ${ }^{33}$ suggests that time and effort spent on modelling even a complex model has definite advantages, in particular that it saves the wasted time and expense of evaluating many models or of using unsuitable models.

The author feels that model verification is an important aspect of modelling, an opinion confirmed by Ruch ${ }^{33}$, and one which is often overlooked. Similarly, there is virtually no guidance as to what action should be taken if the model chosen is inadequate.

Thus, the author's aim was to present here a method by which models could be verified and if necessary, better models could be evolved to the complexity and accuracy required. It was also hoped that by so doing, the knowledge of the further effects that must be incorporated in order to produce acceptable models could be extended.

The work by Bassett ${ }^{37}$ on optimising the element values of models indicated a method by which models could be verified. The optimisation techniques developed by the author to achieve the aims stated are described in the later chapters of this thesis.

## CHAPTER 3

TRANSISTOR PARAMETER MEASUREMENTS AND ANALYSIS OF MODELS

In order to obtain element values of models of transistors and to check their validity, a set of measurements characterising the transistor to be modelled must be available. It was mentioned in the previous chapter that there are prescribed measurements that may be made to enable the calculation of element values for specific models.

Similarly, the validation and optimisation of a model require that functions that can be measured for the transistor can also be calculated for the model in order to make the necessary comparisons. Suitable measurements are the short-circuit admittance, or $y$, parameters and the scattering, or $s$, parameters. These parameters are described later in this chapter and are related to each other by a set of equations also given later. The $y$ parameters of a network can be obtained by nodal analysis as shown in Section 3.1 .1.

Earlier work on network synthesis at Leicester has used coefficient matching techniques to generate passive networks. In these cases the network to be synthesized was represented by network polynomials such as those given by Lucal ${ }^{38}$, investigated by Hegazi ${ }^{7}$ and Savage ${ }^{8}$ and shown in equations (3.1).

$$
\begin{align*}
& y_{11}=\frac{36 p^{4}+2058 p^{3}+6552 p^{2}+4638 p+36}{36 p^{3}+216 p^{2}+396 p+216} \\
& -y_{12}=\frac{36 p^{4}+36 p^{3}+72 p^{2}+36 p+36}{36 p^{3}+216 p^{2}+396 p+216}  \tag{3.1}\\
& y_{22}=\frac{36^{4}+533 p^{3}+1572 p^{2}+1183 p+36}{36 p^{3}+216 p^{2}+396 p+216}
\end{align*}
$$

where $y_{11}, y_{12}$ and $y_{22}$ are the short circuit admittance parameters and $p$ is the complex frequency variable.

Cutteridge and di Mambro ${ }^{12}$ developed a method to calculate the coefficients of $p$ for a passive two-port network using the nodal admittance matrix thus enabling network synthesis by coefficient matching to be performed. In addition to his work with passive networks, di Mambro ${ }^{39}$ later developed an analysis routine to calculate the network polynomial coefficients for networks containing active elements.

As it would be possible to convert measured $s$ or $y$ parameters in the frequency domain into complex rational functions, for example in a similar manner to that suggested by Enden and Groenendaal ${ }^{40}$, it would therefore be possible to perform coefficient matching on a transistor model.

Coefficient matching techniques for network synthesis were first suggested by Calahan ${ }^{41}$ and this approach has been favoured for many years. Savage ${ }^{8}$ states that the advantages of this method include good convergence properties since the coefficients and derivatives are multi-linear functions of the network elements with the consequent easy and accurate formulation of the derivatives. Also, using coefficient matching the minimum size of the network required to effectively synthesize the functions is well defined and, as stated by Savage, it is clearly apparent when a realization has been achieved.

However, there is the disadvantage that the formulation of the rational functions in $p$, known as the approximation stage, is bound to introduce errors before any matching is even begun. It would also be necessary to decide somehow on the orders of the polynomials in $p$. One way would be to choose orders giving less than a specified error at the approximation stage.

This seems to be over-complicated and error-prone, thus the author rejected coefficient matching as a suitable technique for this application, choosing direct matching of the measured parameters in the frequency domain. This is not without precedent: Bassett ${ }^{37}$, one of the first to use optimisation methods for transistor modelling, chose to match the $y$ parameters
directly and most others have followed this example.

### 3.1. Y Parameters

The $y$ parameters, or short-circuit admittance parameters, are a means of describing a two-port network as a 'black box' network, i.e. one whose interior is inaccessible. They are defined in terms of the port small-signal voltages and currents, which are shown in Figure 3.1, and are the complex functions $y_{11}, y_{12}, y_{21}$ and $y_{22}$ where

$$
\begin{align*}
& I_{1}=y_{11} V_{1}+y_{12} V_{2}  \tag{3.2}\\
& I_{2}=y_{21} V_{1}+y_{22} V_{2}
\end{align*}
$$

at any particular bias point and frequency.
By examination of equations (3.2) it can be seen that the parameters may be defined and measured by short-circuiting the input or output port and taking the relevant admittance, thus

$$
\begin{align*}
& y_{11}=\frac{I_{1}}{V_{1}} \text { when } V_{2}=0 \\
& y_{12}=\frac{I_{1}}{V_{2}} \text { when } V_{1}=0  \tag{3.3}\\
& y_{21}=\frac{I_{2}}{V_{1}} \text { when } V_{2}=0 \\
& y_{22}=\frac{I_{2}}{V_{2}} \text { when } V_{1}=0
\end{align*}
$$

hence their description as the short-circuit admittance parameters.


### 3.1.1. Nodal Analysis

Nodal analysis is a method by which the $y$ parameters of a two-port network can be calculated.

Consider an m-terminal passive network where, conventionally, nodes 1 and 2 are the input and output nodes respectively, and denote, say, node m as a reference node. Spence ${ }^{42}$ describes how applying Kirchhoff's Current Law to each node in turn we can obtain the equations which in matrix form give

$$
\begin{equation*}
\underline{I}=\left[Y_{\text {ind }}\right] \underline{V} \tag{3.4}
\end{equation*}
$$

where $Y_{\text {ind }}$ is the indefinite admittance matrix
I is the vector of currents entering each node from external sources and $\underline{V}$ is the vector of voltages at each node with reference to node $m$.

For a two-port network, since the internal nodes are inaccessible, there cannot be any current injected into these internal nodes from external sources, thus only $I_{1}$ and $I_{2}$ are non-zero.

Spence also shows how $Y_{i n d}$, the indefinite admittance matrix, may be formed by inspection of the network. Thus, each diagonal element $Y_{i i}$ ( $i=1, m$ ) is formed by the sum of the admittances incident at node $i$ and each off-diagonal element $\quad Y_{i j} \quad(i=1, m ; j=1, m ; i \neq j)$ is formed by the negative of the sum of all the admittances connected directly between nodes
$i$ and $j$, where in general terms the admittance $Y$ between any two nodes is given by

$$
\begin{equation*}
Y=p C+G+\frac{1}{p L} \tag{3.5}
\end{equation*}
$$

where $p$ is the complex frequency variable
C is the capacitance in Farads between the two nodes
G is the conductance in Siemens between the two nodes
and $L$ is the inductance in Henrys between the two nodes.

It can be seen that for a passive network the indefinite admittance matrix will always be symmetric.

This analysis can now be extended to include a voltage controlled current source having mutual conductance $g_{m}$. Again referring to Spence, ${ }^{4}$, the terms in the indefinite admittance matrix due to the controlled source can be formed by inspection. If the controlling voltage is between nodes $k$ and $\ell$ (voltage high at $k$ ) and the controlled current flows from node $i$ into node $j$ then the additional terms in $Y_{\text {ind }}$ are

$$
\begin{align*}
& +g_{m} \text { to element } Y_{i k} \text { of } Y_{\text {ind }} \\
& -g_{m} \text { to element } Y_{i \ell} \text { of } Y_{i n d}  \tag{3.6}\\
& -g_{m} \text { to element } Y_{j k} \text { of } Y_{i n d} \\
& +g_{m} \text { to element } Y_{j \ell} \text { of } Y_{i n d}
\end{align*}
$$

If a time constant $\tau$ is also required, as in the model referred to in Section 2.2.2, then the terms become $\pm g_{m} e^{p \tau}$. Thus we are able to form the indefinite admittance matrix of an active network.

The $n x n$ nodal admittance matrix, where $n=m-1$, is obtained by deletion of the $m$ th row and column of $Y_{\text {ind }}$ where node $m$ is the reference node and is usually the earth node. At any particular value of p , the nodal admittance matrix may be reduced using pivotal condensation as described by Aitken ${ }^{43}$ to obtain the $y$ parameters as defined in equations (3.2). This procedure is described in detail in Section 3.1.3. An alternative approach developed by di Mambro ${ }^{4}$ and Cutteridge and di Mambro ${ }^{12}$ making use of the network polynomials is described in Section 3.1.2.

### 3.1.2. Generation of the Network Polynomial Coefficients from the Nodal

## Admittance Matrix

As described in the previous section, for a two-port network containing a total of $n^{+1}$ nodes, in which nodes 1 and 2 are the input and output respectively, plus the earth node which is designated the reference node, the nodal equations may be written

$$
\begin{equation*}
\sum_{j=1}^{n} Y_{i j} V_{j}=I_{i} \quad, \quad i=1, n \tag{3.7}
\end{equation*}
$$

where $[Y]$ is the $n \times n$ nodal admittance matrix and $I_{i}=0, i=3, n$. Cutteridge and di Mambro ${ }^{12}$ describe how the $y$ parameters can be written

$$
\begin{align*}
& y_{11}=\frac{\Delta_{22}}{\Delta_{1122}} \\
& y_{12}=\frac{\Delta_{21}}{\Delta_{1122}}  \tag{3.8}\\
& y_{21}=\frac{\Delta_{12}}{\Delta_{1122}} \\
& y_{22}=\frac{\Delta_{11}}{\Delta_{1122}}
\end{align*}
$$

where $\Delta$ is defined as the determinant of [Y]
and $\Delta_{i j}$ and $\Delta_{i i j j}$ are the unsigned minors of $\Delta$.
They then describe how, for a purely resistive network, the $y$ parameters can be obtained using Gaussian elimination and state that since $\Delta_{1122}$ is given by the product of the diagonal elements produced in rows 3 to $n$ inclusive, $\Delta_{11}, \Delta_{12}, \Delta_{21}$ and $\Delta_{22}$ can be obtained with only slightly more work than the calculation of $\Delta_{1122}$ alone.

Extending the analyses to networks containing reactive elements, it can be seen that all the determinants involved are polynomials in the complex frequency variable, $p$, and if inductances are present these include a division by some power of $p$. Cutteridge and di Mambro state the upper
limits of the powers of $p$ in the numerator and denominator for RC, RL and RLC networks. In their method any inverse powers of $p$ are removed by multiplying through by $p$ as appropriate. Then, if $m$ is the highest order of the polynomials produced, $m+1$ values are assigned to $p$, say $p_{i}, i=0, m$, giving

$$
\left[\begin{array}{llllllll}
1 & p_{0} & p_{0}^{2} & - & - & - & - & p_{0}^{m}  \tag{3.9}\\
1 & p_{1} & p_{1}^{2} & - & - & - & - & p_{1}^{m} \\
1 & & & & & & \\
1 & & & & & & \\
1 & & & & & & \\
1 & & & & & & \\
1 & p_{m} & p_{m}^{2} & - & - & - & - & p_{m}^{m}
\end{array}\right]\left[\begin{array}{l}
a_{0} \\
a_{1} \\
1 \\
1 \\
1 \\
1 \\
a_{m}
\end{array}\right]=\left[\begin{array}{c}
\Delta\left(p_{0}\right) \\
\Delta\left(p_{1}\right) \\
1 \\
1 \\
\Delta\left(p_{m}\right)
\end{array}\right]
$$

where $\Delta(p)$ is the value of a cofactor evaluated at a particular value of $p$ and $a_{i}, i=0, m$, are the coefficients of the corresponding polynomial. The $(m+1) x(m+1)$ matrix on the left hand side of equation (3.9) is the Vandermonde matrix and this Cutteridge and di Mambro invert using an algorithm given by Traub ${ }^{44}$ thus enabling calculation of the polynomial coefficients.

Cutteridge and di Mambro ${ }^{12,45}$ also describe how the partial derivatives of the polynomial coefficients with respect to the network elements may be efficiently computed.
di Mambro ${ }^{4}$ further developed this technique to allow for the presence of active elements without a time constant. A later, development, version of a computer program written by di Mambro ${ }^{39}$ which allowed voltage controlled current sources with time constants was received by the author. Time constants, $\tau$, introduce exponential terms $\pm e^{p \tau}$ into the nodal admittance matrix. di Mambro overcame this problem by approximating these terms using
the first two terms of the series

$$
\begin{equation*}
e^{x}=1+\frac{x}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!} \ldots \tag{3.10}
\end{equation*}
$$

thus replacing $e^{p \tau}$ by $1+p \tau$.

The author used this version of di Mambro's program in the early stages of research, calculating the $y$ parameters at any particular frequency from the network polynomials. Unfortunately, this being a development version there were some errors present, one of these occurring when inductors were included. However, even on correcting this fault, the method was still not satisfactory. In particular, the approximation $1+p \tau$ for the terms involving time constants was considered too inaccurate. Also, it was felt that a more direct method using pivotal condensation, as described in the next section, would be more suitable.

The results obtained using di Mambro's method and the method described in the next section are compared in Section 3.1.4.

### 3.1.3. Calculation of the $y$ Parameters using Pivotal Condensation

If all the values of the elements present in a network are inserted into the nodal admittance matrix together with the value of the complex frequency $p$ at which the $y$ parameters are required, then the Gaussian elimination procedure described in the previous section can be performed in a systematic procedure known as pivotal condensation which is described by Aitken ${ }^{43}$.

In pivotal condensation, since the currents $I_{3}$ to $I_{n+1}$ of the $n+$ node two-port 'black box' are zero, the $n \times n$ nodal admittance matrix [Y] is reduced to an $(n-1) x(n-1)$ matrix using the formula


$$
Y_{i j}^{\prime}=Y_{i j}-\frac{Y_{n j} \cdot Y_{i n}}{Y_{n n}} \quad \begin{align*}
& i=1, n-1,  \tag{3.11}\\
& j=1, n-1
\end{align*}
$$

where $\quad\left[Y^{\prime}\right]$ is the new matrix of size $(n-1) x(n-1)$.

This procedure can then be repeated on [ $\mathrm{Y}^{\prime}$ ] and so on until a $2 \times 2$ matrix is obtained thus giving the $y$ parameters.

The flow chart in Figure 3.2 gives the computational procedure for the calculation of the $y$ parameters from the nodal admittance matrix using this technique.

In the FORTRAN subroutine written by the author, since the $y$ parameters for any particular network would be required at a number of frequencies, it was decided to set up two-dimensional arrays $G, L$ and $C$ to contain the contributions of conductance, inductance and capacitance respectively, to the nodal admittance matrix. Then at any given frequency an element in the nodal admittance matrix $[\mathrm{Y}]$ was given by

$$
\begin{equation*}
Y_{i j}=G_{i j}+p C_{i j}+\frac{1}{p L_{i j}} \pm g_{m} e^{p \tau} \tag{3.12}
\end{equation*}
$$

where $g_{m} e^{p \tau}$ was the term due to a current source, which was included as appropriate.

As complex arithmetic is available in FORTRAN on modern computersthere was no difficulty in the complex arithmetic due to $p$ which is given by

$$
\begin{equation*}
p=j 2 \pi f \tag{3.13}
\end{equation*}
$$

where $f=$ frequency in Hertz.

### 3.1.4. Accuracy of Calculations

When calculating the $y$ parameters using pivotal condensation it is possible, just as with Gaussian elimination, to choose the pivotal element in order to preserve the maximum accuracy. However, as pointed out by Spence ${ }^{42}$, the nodal admittance matrix should always have non-zero elements
on the diagonal, unless a node is not connected in which case it should be eliminated anyway, therefore the matrix is generally well-conditioned.

Fairbrother and Basset ${ }^{46}$ also consider the effect of the frequency on the calculation. They observe that, in particular, at very low or high frequencies or at resonant frequencies, some elements in the matrix can become very large compared with other elements in the matrix and that this can lead to inaccuracies of calculation. However, they felt that even this was an infrequent occurrence and took no special precautions.

In the subroutine written by di Mambro ${ }^{39}$, because of the in-built method of setting up the frequency components used in the calculation of the network polynomial coefficients, it was found that the calculations were grossly inaccurate in the MHz frequency range required by the author. To overcome this it was necessary to scale the values by multiplying the frequency values by $10^{-9}$ and the reactive component and time constant values by $10^{9}$.

Bearing in mind the above points the author decided first of all, that in order to preserve the maximum accuracy in the pivotal condensation, that section should be performed in double precision arithmetic. Remembering that the computers in use had a 60 bit word length this, it was felt, should provide adequate protection. Additionally, it was decided to apply the factors of $10^{9}$ and $10^{-9}$ in the same way as was necessary with di Mambro's method, partly for reasons of consistency but also to avoid the presence of both very large and very small values in the arithmetic.

Checks were then made using the circuit shown in Figure 3.3 at frequencies of $0.5 \mathrm{MHz}, 10 \mathrm{MHz}$ and 100 MHz and with time constants $\tau$ on the current generator of $0,-0.01 \mathrm{~ns}$ and $+0.01 \mathrm{~ns} .^{+}$This circuit, which appeared to be prone to loss of accuracy, was analysed manually to obtain as accurate

[^0]

Node 1 - Input
Node 2 - Output
Node 0 - Ground

$$
\begin{aligned}
& \mathrm{L}_{1}=\mathrm{L}(1-4)=4.15 \mathrm{E}+00 \mathrm{nH} \\
& \mathrm{~L}_{2}=\mathrm{L}(2-6)=2.38 \mathrm{E}+01 \mathrm{nH} \\
& \mathrm{~L}_{3}=\mathrm{L}(3-0)=5.71 \mathrm{E}+00 \mathrm{nH} \\
& \mathrm{C}_{1}=\mathrm{C}(4-5)=3.16 \mathrm{E}-02 \mathrm{nF} \\
& \mathrm{C}_{2}=\mathrm{C}(5-3)=8.89 \mathrm{E}-02 \mathrm{nF} \\
& \mathrm{G}_{1}=\mathrm{G}(4-5)=2.85 \mathrm{E}-02 \mathrm{~S} \\
& \mathrm{G}_{2}=\mathrm{G}(5-3)=5.96 \mathrm{E}-03 \mathrm{~S} \\
& \mathrm{~g}_{1}=\mathrm{g}(6-3)=6.84 \mathrm{E}-01 \mathrm{~S} \\
& \mathrm{~T}=0,-0.01 \mathrm{~ns},+0.01 \mathrm{~ns} \\
& \mathrm{~V} \text { across nodes } 5 \\
& \mathrm{p}=j 2 \pi \mathrm{f} \\
& \mathrm{f}=0.5 \mathrm{MHz}, 10 \mathrm{MHz}, 100 \mathrm{MHz}
\end{aligned}
$$

values of the $y$ parameters as possible. The definite nodal admittance matrix of this circuit, using $\omega=2 \pi f$, is given in equation (3.14).

$$
\left[\begin{array}{cccccc}
\frac{1}{j \omega L_{1}} & 0 & 0 & -\frac{1}{j \omega L_{1}} & 0 & 0  \tag{3.14}\\
0 & \frac{1}{j \omega L_{2}} & 0 & 0 & 0 & -\frac{1}{j \omega L_{2}} \\
0 & 0 & \frac{1}{j \omega L_{3}}+G_{2}+j \omega C_{2}+g_{1} e^{j \omega \tau} & 0 & -\left(G_{2}+j \omega C_{2}+g_{1} e^{j \omega \tau}\right) & 0 \\
-\frac{1}{j \omega L_{1}} & 0 & 0 & \frac{1}{j \omega L_{1}}+G_{1}+j \omega C_{1} & -G_{1}-j \omega C_{1} & 0 \\
0 & 0 & -G_{2}-j \omega C_{2} & -G_{1}-j \omega C_{1} & j \omega\left(C_{1}+C_{2}\right)+G_{1} G_{2} & 0 \\
0 & -\frac{1}{j \omega L_{2}} & -g_{1} e^{j \omega \tau} & 0 & & \\
0 & & 0 & g_{1} e^{j \omega \tau} & \frac{1}{j \omega L_{2}}
\end{array}\right]
$$

Using the notation of Section 3.1.2 and cancelling terms where appropriate we get

$$
\begin{aligned}
\Delta_{11}= & 0 \\
\Delta_{12}= & \frac{C_{1} R}{\omega^{2} L_{1} L_{2} L_{3}}+\frac{G_{1} I}{\omega^{3} L_{1} L_{2} L_{3}}+j\left\{-\frac{G_{1} R}{\omega^{3} L_{1} L_{2} L_{3}}+\frac{C_{1} I}{\omega^{2} L_{1} L_{2} L_{3}}\right\} \\
\Delta_{21}= & 0 \\
\Delta_{22}= & -\frac{\left(G_{1} C_{2}+G_{2} C_{1}\right)}{\omega^{2} L_{1} L_{2} L_{3}}-j\left\{\frac{C_{1} C_{2}}{\omega L_{1} L_{2} L_{3}}-\frac{G_{1} G_{2}}{\omega^{3} L_{1} L_{2} L_{3}}\right\} \\
\Delta_{1 \pm 22}= & -\frac{L_{3} G_{1}\left(G_{2}+R\right)+C_{1}+C_{2}+G_{1} G_{2} L_{1}-\omega^{2}\left(L_{1}+L_{3}\right) C_{1} C_{2}}{\omega^{2} L_{1} L_{2} L_{3}}+\frac{C_{1} I}{\omega L_{1} L_{2}} \\
& +j\left\{\frac{\frac{\left(G_{1}+G_{2}\right)}{\omega^{2} L_{1} L_{2}}-\left(G_{1} C_{2}+C_{1}\left(G_{2}+R\right)\right)+\frac{\left(C_{2} G_{1}+C_{1} G_{2}\right)}{\omega L_{3}}}{\omega L_{2}}-\frac{G_{1} I}{\omega^{2} L_{1} L_{2}}\right\} \\
\text { where } \quad R= & \text { Real part of } g_{1} e^{j \omega \tau} \\
I= & \text { Imaginary part of } g_{1} e^{j \omega \tau} \\
\omega= & 2 \pi f
\end{aligned}
$$

and $f=$ frequency.

Thus the $y$ parameters of this circuit are given by

$$
\begin{align*}
& y_{11}=\frac{\Delta_{22}}{\Delta_{1122}} \\
& y_{12}=-\frac{\Delta_{21}}{\Delta_{1122}}=0  \tag{3.16}\\
& y_{21}=-\frac{\Delta_{12}}{\Delta_{1122}} \\
& y_{22}=\frac{\Delta_{11}}{\Delta_{1122}}=0
\end{align*}
$$

The values of $y_{11}$ and $y_{21}$ were evaluated from these expressions using double precision accuracy on the Cyber 73 at the required values of $f$ and $\tau$. The results to 14 significant figures are given in Table 3.1. Comparisons were then made between the values obtained using the variations on the two methods of analysis described. The number of significant figures that corresponded with those in Table 3.1 are given in Table 3.2. Starting with a value of $\tau=0$ only, the methods compared were:

P - di Mambro's method
P9 - as in $P$ but with factors of $10^{9}$ and $10^{-9}$ applied to frequencies, reactive component values and time constants as appropriate

M - pivotal condensation using double precision arithmetic
M9 - as in $M$ but with factors applied as in P9
M9S - as in M9 but using single precision arithmetic.

| $\tau$ ns | Frequency Mliz | $\mathrm{Y}_{11}\left(\times 10^{+3}\right)$ | $\mathrm{y}_{21}\left(\times 10^{+1}\right)$ |
| :---: | :---: | :---: | :---: |
| 0 | $\begin{array}{r} 0.5 \\ 10.0 \\ 100.0 \end{array}$ | $\begin{array}{r} 4.9283017247867+j 0.14328266924797 \\ 5.7866154724525+j 0.25448883448201 \\ 13.014283365634+j 4.4134390099870 \end{array}$ | $\begin{aligned} & 5.6561340451695-\text { j } 0.10073439776783 \\ & 4.9938834648201-j 1.7618422669097 \\ & 0.70223789723946-\mathrm{j} 1.5185771544468 \end{aligned}$ |
| - 0.01 | $\begin{array}{r} 0.5 \\ 10.0 \\ 100.0 \end{array}$ | $\begin{gathered} 4.9283001544095+\mathrm{j} 0.14328265159357 \\ 5.7858636997144+\mathrm{j} 2.5448319403397 \\ 12.978650202236+\mathrm{j} 4.4509017282193 \end{gathered}$ | $\begin{aligned} & 5.6561290769242-\text { j } 0.10091202616116 \\ & 4,9922841139509-j 1.7645829386237 \\ & 0.69678813251413-\mathrm{j} 1.5181879061931 \end{aligned}$ |
| + 0.01 | $\begin{array}{r} 0.5 \\ 10.0 \\ 100.0 \end{array}$ | $\begin{gathered} 4.9283032951644+j 0.14328268695170 \\ 5.7873673832388+j 2.5449451747643 \\ 13.050008474251+j 4.3758376821048 \end{gathered}$ | $\begin{aligned} & 5.6561390078396-\mathrm{j} 0.10055676910543 \\ & 4.9954816704218-\mathrm{j} 1.7591001008490 \\ & 0.70770470993690-\mathrm{j} 1.5189706828740 \end{aligned}$ |

Table 3.1 Values of $y$ parameters to 14 significant figures

| $\tau \mathrm{ns}$ | Method | 0.5 MHz |  |  |  | 10 MHz |  |  |  | 100 MHz |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{y}_{11}$ |  | $y_{21}$ |  | $\mathrm{y}_{11}$ |  | $\mathrm{y}_{21}$ |  | $y_{11}$ |  | $y_{21}$ |  |
|  |  | R | I | R | I | R | I | R | I | R | I | R | I |
| 0 | P9 | 13 | 14 | 13 | 14 | 14 | 14 | 14 | 14 | 14 | 14 | 14 | 14 |
|  | M | 14 | 11 | 14 | 14 | 14 | 12 | 14 | 14 | 14 | 14 | 13 | 14 |
|  | M9 | 14 | 11 | 14 | 14 | 14 | 12 | 14 | 14 | 14 | 14 | 14 | 14 |
|  | M9S | 13 | 9 | 13 | 14 | 13 | 11 | 13 | 14 | 14 | 13 | 13 | 14 |
| - 0.01 | P9 | 13 |  | 9 | 10 | 8 | 7 | 7 | 7 | 6 | 4 | 5 | 5 |
|  | M9 | 14 | 10 | 14 | 14 | 14 | 11 | 14 | 14 | 14 | 13 | 14 | 14 |
| $+0.01$ | P9 | 13 | 10 | 9 | 10 | 8 | 7 | 7 | 7 | 5 | 4 | 5 | 5 |
|  | M9 | 14 | 11 | 14 | 14 | 14 | 11 | 14 | 14 | 14 | 13 | 14 | 14 |

Table 3.2 Number of Correct Significant Figures in Computed Values

The results using method $P$ are not shown in Table 3.2 because the errors were so large that none of the values corresponded even to one significant figure and many values were an order of magnitude in error.

As can be seen from Table 3.2, with $\tau=0$ method $P 9$ was the most accurate closely followed by methods M9 and M. Whilst the $10^{9}$ factors had a major effect on method $P$, there was only a very slight improvement when they were applied to method M. However, the differences between the single and double length arithmetic versions of methods M9 and M9S were more marked although M9S might still be considered accurate enough for most purposes.

Taking the two most accurate methods, P9 and M9, for further comparisons with time constants $\tau$ of -0.01 ns and +0.01 ns , it can be seen from Table 3.2 that at 0.5 MHz method P9 has lost some accuracy and that, as might be expected, this loss of accuracy rises as the frequency increases so that by a frequency of 100 MHz the results are becoming unacceptable. Meanwhile, method M9 has suffered negligible loss of accuracy and is unaffected by the magnitude of the frequency. Thus, although method P9
is slightly more accurate when no time constants are applied to any current generators, method M9 is significantly superior when time constants are applied.

In all cases the computed values for $y_{12}$ and $y_{22}$ had absolute errors of less than $10^{-20}$.

### 3.1.5. Further Considerations on the Choice of Algorithm

In addition to the accuracy of calculations, when choosing a computer algorithm, consideration should also be given to the speed of calculation and the storage space required by the algorithm.

For the given analyses, method M9 took $90 \%$ of the computation time taken by method P9, while M9S took $50 \%$ of the time taken by M9.

The storage space required by M9 was $70 \%$ of that required by P9, while M9S required 80\% of that required by M9.

Thus, method M9, in addition to being more suitable from accuracy considerations, was also better than P9 in terms of speed and storage space. If the accuracy of method M9S is considered sufficient then the obvious savings in calculation time and storage space make it the best choice. Taking a cautious approach the author elected to use method M9.

### 3.2. S Parameters

In Section 3.1 it was described how the $y$ parameters of a two-port network could be measured by short-circuiting the input and output ports in turn and measuring the appropriate admittances. However, at frequencies above 100 MHz it becomes increasingly difficult to measure the $y$ parameters because of the difficulty in obtaining good short circuits and because short circuits often cause oscillation.

The $s$, or scattering, parameters are similar to the $y$ parameters in
that they describe the inputs and outputs of a two-port black box, but have the advantage that they are easily measured up to the GHz frequency range. Weinert ${ }^{47}$ describes how the $s$ parameters are defined in terms of the incident and reflected parameters $\left(a_{1}, b_{1}\right)$ and ( $\left.a_{2}, b_{2}\right)$ which are shown in Figure 3.4 and are defined in equations (3.17).

$$
\begin{align*}
& a_{1}=\frac{1}{2}\left(\frac{V_{1}}{\sqrt{z}}+\sqrt{z} I_{0} I_{1}\right) \\
& b_{1}=\frac{1}{2}\left(\frac{V_{1}}{\sqrt{z}}-\sqrt{z}_{0} I_{1}\right)  \tag{3.17}\\
& a_{2}=\frac{1}{2}\left(\frac{V_{2}}{\sqrt{z}_{0}}+\sqrt{z} I_{0}\right) \\
& b_{2}=\frac{1}{2} \cdot\left(\frac{V_{2}}{\sqrt{z}_{0}}-\sqrt{z}_{0} I_{2}\right)
\end{align*}
$$

The $s$ parameters are then given by

$$
\begin{align*}
& b_{1}=s_{11} a_{1}+s_{12} a_{2} \\
& b_{2}=s_{21} a_{1}+s_{22} a_{2} . \tag{3.18}
\end{align*}
$$



### 3.2.1. Measurement of the $s$ Parameters

Just as the $y$ parameters can be defined and measured by shortcircuiting the input or output port and taking the appropriate admittance measurement, so the $s$ parameters may be defined and measured by setting the incident parameters $a_{1}$ or $a_{2}$ to zero and taking the appropriate ratio. Therefore we can express the $S$ parameters as:

$$
\begin{align*}
& s_{11}=\frac{b_{1}}{a_{1}} \text { when } a_{2}=0 \\
& s_{12}=\frac{b_{1}}{a_{2}} \text { when } a_{1}=0 \\
& s_{21}=\frac{b_{2}}{a_{1}} \text { when } a_{2}=0  \tag{3.19}\\
& s_{22}=\frac{b_{2}}{a_{2}} \text { when } a_{1}=0
\end{align*}
$$

The $s$ parameters can therefore be expressed as ratios of the reflected and incident voltages at the input and output ports when one port is matched.

In the introduction of reference (48) it is explained how the matching of the input or output port necessary to set $a_{1}$ or $a_{2}$ respectively to zero may be achieved by using $50 \Omega$ transmission lines to connect the device under test and then terminating the transmission line in its characteristic impedance, $Z_{o}$ in Figure 3.4. A measurement jig is described by Hewlett Packard ${ }^{49}$, incorporating the $50 \Omega$ transmission lines and $50 \Omega$ loads in such a way that the device under test is easily reversed thereby enabling the measurement of the reverse parameters $s_{22}$ and $s_{12}$ in the same set-up as the forward parameters $s_{11}$ and $s_{21}$. The jig is used in conjunction with a Hewlett Packard 8405A vector voltmeter which is used to measure the required voltages and phase angles.

Thus the $s$ parameters may be easily measured over a range of frequencies for any particular device.

### 3.2.2. Calculation of the $s$ Parameters

The $s$ parameters of a model may be obtained by first calculating the $y$ parameters of the model using one of the methods described earlier in this chapter and then applying the conversion formulae given in reference (49) and reproduced as equations (3.20) below.

$$
\begin{align*}
& s_{11}=\frac{\left(1-y_{11}\right)\left(1+y_{22}\right)+y_{12} y_{21}}{d_{y}} \\
& s_{12}=-\frac{2 y_{12}}{d_{y}} \\
& s_{21}=-\frac{2 y_{21}}{d_{y}}  \tag{3.20}\\
& s_{22}=\frac{\left(1+y_{11}\right)\left(1-y_{22}\right)+y_{12 y_{21}}}{d_{y}}
\end{align*}
$$

where $d_{y}=\left(1+y_{11}\right)\left(1+y_{22}\right)-y_{12} y_{21}$
For conversion from the $s$ parameters to the $y$ parameters equations (3.21) may be used.

$$
\begin{align*}
& \dot{y}_{11}=\frac{\left(1-s_{11}\right)\left(1+s_{22}\right)+s_{12} s_{21}}{d_{s}} \\
& y_{12}=-\frac{2 s_{12}}{d_{3}}  \tag{3.21}\\
& y_{21}=-\frac{2 s_{21}}{d_{s}} \\
& y_{22}=\frac{\left(1+s_{11}\right)\left(1-s_{22}\right)+s_{12} s_{21}}{d_{8}}
\end{align*}
$$

where $d_{s}=\left(1+s_{11}\right)\left(1+s_{22}\right)-s_{12} s_{21}$
The $y$ parameters given in equations (3.20) and (3.21) are all normalised to $Z_{o}$, therefore if $y_{i j}^{\prime}$ is one of the actual parameters, conversion is performed using

$$
\begin{equation*}
y_{i j}^{\prime}=\frac{y_{i j}}{z_{0}}, i=1,2 ; . j=1,2 . \tag{3.22}
\end{equation*}
$$

## CHAPTER 4

NUMERICAL OPTIMISATION

Numerical optimisation is a widely studied subject area with a vast range of applications, not just in electronics modelling but encompassing modelling, design and manufacturing problems in many disciplines. At its most basic, optimisation can be described as a means by which the best value of some variable may be obtained. The definition of 'best' depends on the application but usually some error function is defined which indicates the difference between the ideal value of a parameter which is dependent on one or more variables and the value of that parameter currently available. The optimisation problem thus becomes one of minimising the error function. In most problems there are a number of criteria, therefore the sum of squares function

$$
\begin{equation*}
F(\underline{x})=\sum_{i=1}^{m}\left(f_{i}(\underline{x})\right)^{2} \tag{4.1}
\end{equation*}
$$

where $f_{i}(\underline{x}), i=1, m$, are the individual error functions dependent on a vector of variables $\underline{x}$, is often used as a single overall error indicator. The sum of squares function is also useful in the solution of nonlinear simultaneous equations. If the equations are

$$
\begin{equation*}
f_{i}(\underline{x})=0, i=1, m \tag{4.2}
\end{equation*}
$$

then it can be seen that a zero minimum of the sum of squares function would give a solution of the equations.

There are numerous other formulations that are suitable for an overall error function. Another popular one is the minimax function which takes the value

$$
\begin{equation*}
F(\underline{x})=\max \left|f_{i}(\underline{x})\right| \quad, \quad i=1, m \tag{4.3}
\end{equation*}
$$

where $f_{i}(\underline{x}), i=1, m$ are individual error functions. The general term for the single function to be minimised is the objective function.

The optimum value of all sum of squares problems as defined in equation (4.1) is when $F(\underline{x})=0$, although a zero minimum may not necessarily exist. If any set of values of $\underline{x}$ is found such that $F(\underline{x})=0$ then a global minimum has been found since $F(\underline{x})$ cannot be negative for real values of the individual error functions $f_{i}(\underline{x})$. However, whether or not a zero minimum of $F(\underline{x})$ exists, the global minimum is defined to be at the vector of values $\underline{x}^{*}$ where

$$
\begin{equation*}
F\left(\underline{x}^{*}\right) \leqslant F(\underline{x}) \tag{4.4}
\end{equation*}
$$

for all other values of $\underline{x}$.
In any particular region $R$ there might be a non-zero minimum at $x^{\prime}$ where

$$
F\left(\underline{x}^{\prime}\right) \leqslant F(\underline{x})
$$

for all values of $\underline{x}$ within $R$ but where

$$
\begin{equation*}
F\left(\underline{x}^{*}\right)<F\left(\underline{x}^{\prime}\right) . \tag{4.5}
\end{equation*}
$$

The vector $\underline{x}^{\prime}$ in this case is termed a local minimum.
Global optimisation is a very difficult and time consuming operation, not least because of the uncertainty of knowing whether the lowest minimum found so far is the lowest minimum overall. Dixon, Gomulka and Szegö ${ }^{50}$ in their survey of global optimisation methods observe that the situation With regard to solving global optimisation problems is very poor. The most popular methods are random methods, including multistart methods where local minimisation is performed many times from different randomly-selected starting points, and those based on Branin's trajectory method, reviewed by Dixon et al. ${ }^{50}$. At Leicester University, Price ${ }^{51,52}$ has worked on global optimisation techniques with some success.

The distinction should also be made between constrained and unconstrained optimisation. Unconstrained optimisation is when the solution values may occur at any values between $-\infty$ and $+\infty$. In many real optimisation problems, however, there are restrictions on the acceptable solution
values and so constraints must be imposed. In practice many constrained optimisation problems can be treated as unconstrained by the application of transformations to the variables such as those described by Box ${ }^{53}$. One of the simplest transformations, which is used in the author's work as described later, is to work in the domain of the logarithms of the variables, thus constraining the variables to take positive values only. Also, Lootsma ${ }^{54}$ has reviewed a number of methods whereby more complex constraints can be imposed by suitable definition of the objective function to which unconstrained optimisation methods may then be applied.

It can be seen, therefore, that most design problems are in fact constrained local minimisation problems.

In the case of the modelling of a bipolar transistor in terms of the standard elements of resistance, capacitance and inductance together with voltage controlled current sources, the global minimum could be likened to the approximation to $\cos x$ by the series

$$
\begin{equation*}
\cos x=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\ldots \quad(x<\infty) . \tag{4.6}
\end{equation*}
$$

A reasonable approximation to $\cos x$ requires at least the first $n$ terms of the series, where $n$ is given by

$$
\begin{equation*}
x^{m}<m! \tag{4.7}
\end{equation*}
$$

where $m=2(n-1)$.
Thereafter each further term improves the accuracy of the approximation but it could be argued that only an infinite number of terms will give the true value.

Similarly, in a model of a bipolar transistor, some elements, for example a voltage controlled current source, are necessary to obtain any reasonable model whilst the inclusion of other elements is desirable in order to obtain higher accuracy, but it would require an infinite number of elements to get a true match. Therefore, in this context a good model should contain
only those elements that have a majoreffect,together with those that make a significant contribution to the accuracy of the model. Thus, if a model is built up element by element, as each new significant element is added to the model a new local minimum is found.

The modelling strategy developed by the author is dealt with in Chapter 5. The remainder of this chapter is concerned firstly with optimisation methods that have been used in similar applications to those of the author and secondly with the optimisation method actually used by the author.
4.1. Available Methods

Numerical methods of optimisation can be divided into three main categories.
(i) Methods using function values only.
(ii) Methods using derivatives.
(iii) Methods designed for minimising sum of squares functions.

Brief details of some of the algorithms in each category follow, together with an indication of applications where they have been found useful.

### 4.1.1. Algorithms Using Function Values Only

In this first category are random and pattern searches. Random methods were discussed briefly at the beginning of this chapter. Pattern searches are more systematic. A simple pattern search was used by Knudsen ${ }^{55}$ to determine model parameters for MOS transistor models. The attractions of this method are its simplicity and its suitability for small computers. The disadvantage, as noted by Knudsen, is its tendency to get trapped in narrow, curved valleys in the function. The simplex method of Nelder and Mead ${ }^{56}$, also studied by Price ${ }^{57}$ assisted by the author ${ }^{58}$, forms a regular polyhedron (or simplex) in $n$-dimensional space. On examination of the
function values at the vertices of the simplex, it is then expanded, contracted or reflected about a vertex, the process being repeated until a suitable minimum is located. A simplex algorithm was used by Mathews and Ajose ${ }^{2}$ to obtain optimum values of elements in particular models of microwave FETs and bipolar transistors by matching $s$ parameter data of the devices. Durbin, Montaron and Heydemann ${ }^{59}$ used a combination of simple pattern and random searches together with a simplex algorithm in the d.c. optimisation of electrical circuits, although they noted that their method was limited due to the large computing time required. The global search algorithm of Price 51,52 combines a random search with a simplex technique by initially evaluating the objective function at N random points thereafter selecting each new point to be evaluated using a randomly selected simplex of points from the $N$ best points currently available. This algorithm was used by the author ${ }^{60}$ to obtain suitable starting values for a trial model of a $p-n-p$ transistor as described in the next chapter.

### 4.1.2. Algorithms Using Derivatives

The classic optimisation methods are those of steepest descent and Newton Raphson which use first and second derivatives respectively.

In the method of steepest descent, the gradient vector $g$ of the objective function is used as a search direction, hence from any position given by the vector $\underline{x}^{k}$ with associated gradient vector $g^{k}$, an improved position $\underline{x}^{k+1}$ should be obtained, using $k$ to indicate the iteration, by

$$
\begin{equation*}
\underline{x}^{k+1}=\underline{x}^{k}-\lambda^{k} \underline{g}^{k} \tag{4.8}
\end{equation*}
$$

where $\lambda^{k}$ is chosen by linear search to minimise the objective function. It is generally agreed that this method has bad convergence properties, however, a variation on the method was used by Agnew ${ }^{61}$ who, for the optimisation of filter circuits, used only active residuals at any particular stage to generate the smallest step length necessary to produce a specified
"reasonable" reduction in a minimax error function. Mention should also be made here of the gradient descent method of Cutteridge ${ }^{62}$ (with later improvements by Henderson ${ }^{10}$ and Dowson ${ }^{9}$ ), which included the Hessian matrix of second partial derivatives to generate a "curve of steepest descent", which was used at the initial stage in a two-part algorithm for the solution of, amongst other applications, a particularly difficult problem encountered in producing a d.c. Ebers Moll model of a bipolar transistor.

Algorithms using conjugate gradients are more popular and effective methods using first derivatives. The most well-known of these is by Fletcher and Reeves ${ }^{63}$. In this method, using the superscripts $k$ to denote the iteration number and $T$ to denote the transpose of a vector, the sequence of points in the iterative scheme is given by

$$
\begin{align*}
& \underline{x}^{k+1}=\underline{x}^{k}-\lambda^{k} \underline{y}^{k+1} \\
& \underline{y}^{k+1}=\underline{g}^{k}-\beta^{k} \underline{y}^{k} \tag{4.9}
\end{align*}
$$

where $\lambda^{k}$ is the linear search parameter minimising the objective function $\underline{g}^{k}$ is the gradient vector
$\underline{\underline{y}}^{k}$ is the vector of conjugate directions
and $\beta^{k}$ is given by

$$
\begin{align*}
& \beta^{k}=0 \quad \text { for } k=0,(n+1), 2(n+1) \\
& \beta^{k}=\frac{\left(\underline{g}^{k}\right)^{T}\left(\underline{g}^{k}\right)}{\left(\underline{g}^{k-1}\right)^{T}\left(\underline{g}^{k-1}\right)} \quad \text { otherwise. } \tag{4.10}
\end{align*}
$$

On a quadratic function this method locates the minimum in at most $n$ iterations, where $n$ is the number of variables in $\underline{x}$. The method was used by both Krzeczkowski ${ }^{6}$ and Savage ${ }^{8}$ for the initial stages in the synthesis of lumped linear three-terminal networks.

The Newton Raphson method is based on the Taylor series expansion

$$
\begin{equation*}
F(\underline{x}+\underline{\delta})=F(\underline{x})+\underline{\delta}^{T} \underline{g}+\ldots \tag{4.11}
\end{equation*}
$$

where $g$ is the gradient vector of $F$.

Ignoring higher order terms, differentiating and equating the first derivatives to zero, i.e. the equation for a minimum of $F$, gives

$$
\begin{equation*}
0=\underline{g}+\mathrm{H} \underline{\delta} \tag{4.12}
\end{equation*}
$$

where $H$ is the Hessian matrix of second partial derivatives of $F$. It is usual, as with the steepest descent algorithm, to include a linear search along the direction given by $\underline{\delta}$, thus the Newton Raphson iteration becomes

$$
\begin{equation*}
\underline{x}^{k+1}=\underline{x}^{k}-\lambda^{k}\left(H^{k}\right)^{-1} \underline{g}^{k} \tag{4.13}
\end{equation*}
$$

where $\lambda^{k}$ is chosen to minimise the objective function. The Newton Raphson algorithm thus requires the evaluation of the Hessian matrix at each iteration. Variable metric algorithms are a class of algorithms which attempt to approximate equation (4.13) using the first derivatives only. Among these algorithms are those of Davidon ${ }^{64}$ and the later, very successful algorithm by Fletcher and Powell ${ }^{65}$. Variable metric algorithms may be classified as quasi-Newton if they satisfy the criteria that $S^{\circ}$, the initial approximation to the inverse Hessian matrix, is positive definite and that

$$
\begin{equation*}
s^{\mathrm{k}+1} \underline{\delta}^{\mathrm{k}}=\underline{h}^{\mathrm{k}} \tag{4.14}
\end{equation*}
$$

where $\underline{\delta}^{k}=\underline{x}^{k+1}-\underline{x}^{k}$

$$
\underline{\mathrm{h}}^{\mathrm{k}}=\underline{\mathrm{g}}^{\mathrm{k}+1}-\underline{\mathrm{g}}^{\mathrm{k}},
$$

thus giving the Newton Raphson iteration for a quadratic function. A variable metric algorithm was used by Lanca and Nichols ${ }^{66}$ for the design of networks to time-domain specifications and the method of Fletcher and Powell was used by Orlik ${ }^{35}$ to obtain some of the element values in Gummel Poon models of integrated circuit transistors.

### 4.1.3. Algorithms Designed for Minimising Sum of Squares Functions

When minimising sum of squares functions

$$
\begin{equation*}
F(\underline{x})=\sum_{i=1}^{m}\left(f_{i}(\underline{x})\right)^{2} \tag{4.15}
\end{equation*}
$$

where $f_{i}(\underline{x}), i=1, m$, are the component functions dependent on the vector of $n$ variables $x$, then, in addition to the values of the objective function and its derivatives, there are also available the values of the component functions and their derivatives.

If we say that we are attempting to obtain

$$
\begin{equation*}
f_{i}(\underline{x})=0, i=1, m \tag{4.16}
\end{equation*}
$$

then taking the Taylor series expansion of each component function gives

$$
\begin{equation*}
f_{i}(\underline{x}+\underline{\delta})=f_{i}(\underline{x})+\sum_{j=1}^{n} \frac{\partial f_{i}(\underline{x})}{\partial x_{j}} \delta_{j}+\ldots, i=1, m \tag{4.17}
\end{equation*}
$$

which, ignoring higher order terms, gives

$$
\begin{equation*}
\underline{f}(\underline{x}+\underline{\delta})=\underline{f}(\underline{x})+J \underline{\delta} \tag{4.18}
\end{equation*}
$$

where $J$ is the Jacobian matrix of first derivatives. Equating this to zero as required from equation (4.16) we get

$$
\begin{equation*}
0=\underline{f}(\underline{x})+J \underline{\delta} . \tag{4.19}
\end{equation*}
$$

If $m=n$ and $J$ is non-singular then

$$
\begin{equation*}
\underline{\delta}=-J^{-1} \underline{f}(\underline{x}) . \tag{4.20}
\end{equation*}
$$

If $m>n$ then we can use

$$
\begin{equation*}
\underline{\delta}=-\left(J^{T} J\right)^{-1} J^{T} \underline{f}(\underline{x}) \tag{4.21}
\end{equation*}
$$

Dimmer ${ }^{11}$ describes how equation (4.21) is derived by finding the least squares solution of equation (4.19).

Thus, introducing a linear search parameter $\lambda$ we get the Gauss Newton iteration

$$
\begin{equation*}
\underline{x}^{k+1}=\underline{x}^{k}-\lambda^{k}\left(\left(J^{k}\right)^{T} J^{k}\right)^{-1}\left(J^{k}\right)^{T} \underline{f}\left(\underline{x}^{k}\right) \tag{4.22}
\end{equation*}
$$

Dimmer ${ }^{11}$ shows that provided a point at which $\left(J^{k}\right)^{T} \underline{f}\left(\underline{x}^{k}\right)=0$ has not been reached and $\left(J^{k}\right)^{T} J^{k}$ is non-singular, then there will be a value of $\lambda>0$ which will reduce the objective function. Dimmer also emphasises the differences between the Gauss Newton and Newton Raphson methods and notes a superiority of performance by the Gauss Newton method over the Newton Raphson method on sum of squares problems.

The Gauss Newton method has been used extensively at Leicester University on optimisation problems arising from the synthesis of electrical networks.

Most other methods designed for minimising sum of squares functions are based on the Gauss Newton method and are concerned either with avoiding singularity of the matrix to be inverted as with the Levenberg ${ }^{67}$ Marquardt ${ }^{68}$ method or with the use of approximations for the Jacobian matrix thus requiring the calculation of the component function values only as in the method by Broyden ${ }^{69}$.

### 4.2. Some Details of the Optimisation Algorithm Chosen

It can be seen from section 4.1 that just as no single model of the bipolar transistor has found universal favour, so no single optimisation algorithm has become the standard even for applications of a similar nature.

It was mentioned in section 4.1.1 that the author used the global search of Price to obtain the starting values for one of the trial problems; however it was the author's intention to, initially, use the two-part algorithm of Cutteridge and Henderson ${ }^{62,10}$ for the major part of the model optimisation. At this early stage the reason for this choice was largely
because of familiarity with the algorithm together with first-hand observation of its efficacy.

The two parts of this algorithm consisted of a gradient descent section, mentioned in section 4.1 .2 , and a modified Gauss Newton section. The author soon discovered that the gradient descent section was not in fact needed in her particular application since the Gauss Newton section proved quite adequate for the optimisation involved. Furthermore, benefits of this second section from the modelling point of view also became apparent. Therefore, this Gauss Newton algorithm was the major optimisation method used by the author and included several modifications due to Henderson ${ }^{10}$.

One of the modifications was to limit the change in any value $X_{i}$ in one iteration to some predetermined limit. This was achieved in the linear search used to choose the value of $\lambda^{k}$. The linear search included a preliminary search using trial values of $\lambda^{k}$ calculated from the Fibonacci series $\lambda_{0}^{k}, 2 \lambda_{0}^{k}, 3 \lambda_{0}^{k}, 5 \lambda_{0}^{k} \ldots$ where $\lambda_{0}^{k}$ was a given starting value. The aim of this preliminary search was to attempt to bracket a minimum. Should this not be achieved, the preliminary search continued until the preset maximum change in value was reached in each variable.

If a bracket was obtained in the preliminary search then the minimum was located more accurately using a quadratic interpolation algorithm which was safeguarded against the occurrence of non-unimodal functions and against slowness of convergence onto the minimum through taking new points for evaluation too close to the current three points used in the quadratic interpolation.

Henderson also categorised the possible terminations of the algorithm. The first of these, which was not really relevant in the author's application, concerned conditions when it was not advisable to attempt using the algorithm. The second concerned successful termination which was based on the absolute values of the correction terms $\underline{\delta}$ calculated by Gauss Newton. The third category described criteria for failure due to the $\mathrm{J}^{\mathrm{T}} \mathrm{J}$ matrix being or
almost being singular. The fourth and final category predicted ultimate failure of the algorithm. There were three criteria in this category: (i) if the number of iterations exceeded a certain number, (ii) if $\delta_{\max }^{\mathrm{k}}$ > $100 \delta_{\max }^{0}$, where $\delta_{\max }^{\mathrm{k}}=\max |\underline{\delta}|$ at iteration $k$, and (iii) if $\delta_{\max }^{k}>\delta_{\max }^{\mathrm{k}-1}$ on 10 successive iterations with the increase $\left(\delta_{\max }^{k}-\delta_{\max }^{k-1}\right)$ larger at each successive iteration, i.e. the rate of increase accelerating.

The author, like Dimmer ${ }^{11}$, is of the opinion that termination prediction, especially of ultimate failure, is an important aspect of any optimisation algorithm. When the optimisation problem is one of developing models it is most important that unsuccessful models be detected and discarded as early as possible. We thus have a further justification for the author's use of this algorithm.

## CHAPTER 5

DEVELOPMENT OF THE MODELLING ALGORITHM

Philips Research Laboratories (PRL) who provided data for the author specified certain conditions for their models. One of these was that the $s$ parameters be fitted directly. The reasons given for this request were that (i) these were the quantities actually measured, and (ii) operation on the equivalent sets of $y$ parameters obtained applying the standard transformation formulae would alter the weightings of the fit. PRL also provided models which they thought would provide a suitable starting point for a model optimisation exercise.

Thus, this chapter first describes how the component parts of the three previous chapters were combined together to form a single method designed, initially, to calculate the optimum element values for any particular model to fit the $s$ parameter measurements of any particular device subject to the conditions set by PRL. Details are then given of the possible ways in which models may be improved and of the methods chosen by the author.

At each stage examples are given of the results obtained for the first model developed for PRL, that of a lateral p-n-p transistor. The results of this exercise were published jointly by Cutteridge and Dowson ${ }^{60}$. It should be noted that although the major criteria for the final modelling algorithm were developed during this first exercise, the process of refining and confirming the techniques continued throughout the period of research and some suggestions for further improvements are included in Chapter 8.

### 5.1. Details of the First Modelling Exercise

The first set of data provided by PRL was for a lateral p-n-p transistor connected in common emitter configuration and consisted of the set of $s$ parameter measurements given in Table 5.1. The data in its original form is included in Appendix 1.

| $Z_{0}=50 \mathrm{hm}$ | $S_{11}$ |  | $S_{12}$ |  | $\mathrm{S}_{21}$ |  | $\mathrm{S}_{22}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Frequency } \\ : \mathbb{H z} \end{gathered}$ | Modulus dB | Phase degrees | Modulus dB | Phase degrees | Modulus dB | Phase degrees | Modulus dB | Phase degrees |
| 0.5 | -0.10 | -1.40 | --- | * | -12,50 | 178.10 | 0.00 | -0.20 |
| 2.0 | -0.20 | -5,40 | -64.70 | 88.70 | -12.50 | 169.90 | 0.00 | -0.30 |
| 5.0 | -0.40 | -11.20 | -57.20 | 84.00 | -12.80 | 155.00 | 0.00 | -0.50 |
| 10.0 | -1.20 | -19.40 | -52.00 | 76.30 | -14.00 | 132.90 | 0.00 | -0.90 |
| A measurement of $s_{12}$ at 0.5 MHz was not available |  |  |  |  |  |  |  |  |

Table 5.1 Measured $s$ Parameters of a Lateral $\mathrm{P}-\mathrm{N}-\mathrm{P}$. Transistor

It can be seen that the measurements for each of the $s$ parameters are in terms of modulus in $d B$ and phase in degrees and are given at four frequencies in the range 0.5 MHz to 10 MHz except for $\mathrm{s}_{12}$ for which a measurement at 0.5 MHz was not available. The accuracies of these measurements were given as "about $\pm 0.5 \mathrm{~dB}$ " for the modulus and "phase angles near $0^{\circ}$ are certain to $\pm 0.5^{\circ}$, and near $180^{\circ}$ to about $\pm 2^{\circ} \prime$.

In addition to these measurements, PRL provided a simple model which they suggested would be a good starting point for the derivation of a model. This model, which is shown in Figure 5.1 , consisted of four nodes (including the node 0$)$ and five elements of which two elements were voltage controlled current sources. It was suggested that these generators should take specific values with zero time constants. These values are given in the diagram. It was felt that this model was too basic and so a further three elements were added by the author. The global search technique of Price ${ }^{51,52}$ was then used to minimise the single overall error function described in Section 5.2.1. in order to obtain suitable starting values for the unknown element values. This model, which is shown in Figure 5.2 , was then used as the initial trial model for the lateral $p-n-p$ transistor.


Node 1 - Base
Node 2 - Collector
Node 0 - Substrate and Emitter

Figure 5.1 Simple Model of Lateral $\mathrm{P}-\mathrm{N}-\mathrm{P}$ Transistor


Node 1 - Buse
Node 2 - Collector
Node 0 - Substrate and Emitter

### 5.2. Construction of an Algorithm to Optimise Model Element Values

Given a set of measured $s$ parameters as shown in Table 5.1 and a trial model as shown in Figure 5.2, the first requirement by the optimisation algorithm was for an error function to be constructed to give an indication of how good the model was. Since the author had chosen the Gauss Newton algorithm described in Section 4.2, the first partial derivatives of the objective function were also required. The element values of the model were obviously the variables, but it was necessary to decide whether any constraints should be applied to these. Finally, it has already been stated that, in the author's view, an acceptable first stage model would be obtained when a local minimum had been found by the optimisation algorithm. Therefore, the exit criteria of the Gauss Newton algorithm are also discussed.

### 5.2.1. Construction of the Error Function

Techniques for the calculation of the $s$ parameters of a model were discussed in Chapter 3. The method first used by the author, and used for the examples given in this chapter, was to calculate the $y$ parameters using the method of diMambro described in Section 3.1.2. and to then use the conversion formulae given in Section 3.2.2. to obtain the $s$ parameters. The calculation of the $y$ parameters was later done by the method of pivotal condensation as described in Section 3.1.3, and all the examples in the following chapters used that method.

PRL had requested that the $s$ parameters be fitted directly and it was decided that individual error functions should be calculated at each of the given frequency values for each of the $s$ parameters. There was a choice of whether the individual error functions should be in terms of the real and imaginary parts of the $s$ parameters or whether the modulus and phase should be matched. One advantage seen in favour of matching the former was that by weighting equally the errors in the real and imaginary
parts of the $s$ parameters the problems of choosing the appropriate weights for errors in the modulus in decibels and in the phase in degrees could be avoided. However, it was felt that it would be preferable to consider the errors in terms of decibels and degrees and that by allowing the weightings on these to be stated individually for the different frequencies and for each of the $s$ parameters it would give an engineer the opportunity to emphasise the most important region of operation of the model in question. The weightings chosen by the author, based on discussions with PRL, were such that an error of 1 dB in the modulus was equivalent to a $10^{\circ}$ error in the phase. It was felt that absolute errors were more appropriate than relative errors, particularly in the case of the phase errors where the paradox exists that a small absolute error in a phase angle close to $0^{\circ}$ gives a large relative error while a similar absolute error in a phase angle close to $360^{\circ}$ gives a totally different relative error. A slightly different problem occurs for the modulus when it is stated in decibels. Since the decibel is basically a logarithmic unit, a large negative value means that there is negligible gain and many engineers would feel that an error of 1 dB in a modulus of -5 dB was less significant than an error of 1 dB in 5 dB . In view of the stated errors in the measurements by PRL, it was decided that the weighted absolute errors would be suitable for both types of individual error functions.

The overall error function to be minimised was then made up of the sum of the squares of the weighted individual errors in the modulus and phase of each of the $s$ parameters at each of the frequencies for which measurements were given.

In the early stages, for ease of programming, values of -77.40 dB and $89.60^{\circ}$ were given for the modulus and phase of $s_{12}$ at 0.5 MHz , these values being chosen by eye from plots of $s_{12}$ against frequency. Thus the initial problem was one of minimising a sum of squares function made up of 32 individual functions in 8 unknowns (the elements in Figure 5.2.).

### 5.2.2. Generation of the Jacobian Matrix

When analytic first derivatives are not available as was the case here, then numerical estimates of the Jacobian matrix can be used. The author first experimented using central differences so that to evaluate $\partial f_{i}(\underline{x}) / \partial x_{j}$ a displacement vector $\delta \underline{x}$ is defined such that $\delta x_{k}=d . x_{j} k=j$ and $\delta x_{k}=0, k \neq j$, where $d$ is some small value, then

$$
\begin{equation*}
\frac{\partial f_{i}(\underline{x})}{\partial x_{j}} \simeq \frac{f_{i}(\underline{x}+\partial \underline{x})-f_{i}(\underline{x}-\partial \underline{x})}{2 \delta x_{j}} \tag{5.1}
\end{equation*}
$$

By progressively reducing the value of $d$ and recalculating using equation (5.1), the accuracy of the value of $\partial f_{i}(\underline{x}) / \partial x_{j}$ can be checked. To do this during an optimisation run produces prohibitive computing times. However, some results were obtained which proved that the value of $\delta X_{j}$ recommended by Henderson ${ }^{10}$ gave sufficient accuracy. This value was given by

$$
\begin{equation*}
2 \delta x_{j}=10^{-7}\left(1+\left|x_{j}\right|\right) \tag{5.2}
\end{equation*}
$$

which was based on the reasoning of $\operatorname{Gill}$ and Murray ${ }^{70}$, who suggest a fixed small value governed by the word length of the computer in use, assuming $\left|x_{j}\right|$ to be of the order unity, but which also allowed for the possibility of large values of $\left|x_{j}\right|$.

One further point raised by this choice is that the minimum value of $2 . \delta x_{j}$ will be $10^{-7}$. Since in many models of bipolar transistors there will be elements which have values smaller than this as seen in the example in Figure 5.2, this provides a further reason for the use of the factors applied to the element and frequency values described in Chapter 3.

The use of central differences requires two function evaluations for each element of the Jacobian matrix. The number of function evaluations can be reduced if forward differences are used since the current function values should already be available, Although the use of forward differences reduces the accuracy of the estimates of the Jacobian matrix, Brown and

Dennis ${ }^{71}$ found them to be adequate in methods for sum of squares function minimisation,

### 5.2.3. Application of Constraints

Although it is not strictly necessary for model elements to only take physically feasible values, most engineers find models more acceptable if they can visualise the component elements. An interesting exception was one of the initial models provided by PRL, who were most insistent that model elements should have some physical significance, which included a nega-tive-valued capacitor. It therefore seemed reasonable to the author that model elements of capacitance, resistance and inductance should be constrained to take positive values only.

With regard to voltage controlled current sources represented by $g V e^{j \omega \tau}$ where $V$ is the controlling voltage and $\tau$ is the time constant, then a negative value of $g$. would merely indicate that the current was flowing in the opposite direction to that with a positive value. However, it could generally be assumed that the model is sufficiently correct that the value of $g$ could be restricted to positive values only. The time constant $\tau$ would normally be expected to take a small negative value indicating a time delay. However it was found that there were many instances where a small positive value was the optimum value for a particular stage in the development of a model. The author decided to allow the time constant to take both negative and positive values since it could be that a positive value at any particular stage merely compensated for elements which were not yet present in the model. Certainly there were cases where a positive time constant at an early stage became negative as the model development progressed. So that the same constraints could be applied to all the variables, it was decided that the value to be optimised should be $(1+\tau)$ ns. Since the value of $\tau$ should never be more negative than -1 ns then $(1+\tau)$ should always be positive.

Thus, since all the variables were constrained to take positive values only, a logarithmic transformation could be applied. Although other transformations, such as a square transformation, could be applied in this situation, the logarithmic transformation has been used with some success at Leicester University and Krzeczkowski ${ }^{6}$ found that the natural scaling exhibited by the use of this transformation aided the convergence of his optimisation algorithms.

### 5.2.4. Exit Criteria

In Section 4.2 some details were given of the various termination modes of the Gauss Newton algorithm categorised by Henderson. Obviously the one aimed for was the successful termination characterised by all the individual corrections $\underline{\delta}$ to the element values becoming negligible. If this occurred then one could say that the elements were all necessary as part of the present model and that the optimum element values.had been obtained for that particular model. The successful termination criterion was set at when $\left|\delta_{i}\right|<10^{-8}, i=1, n$, where $\delta$ is the vector of corrections in the logarithmic domain.

If one of the failure termination modes occurred then it could be that the model was not suitable and that it should be modified. It would then become necessary to study the model, the element values and the reasons for failure of the optimisation algorithm in order to determine what action should be taken.
5.3. Example of Results

Applying the algorithm described in Section 5.2 to the model shown in Figure 5.2, the algorithm failed to converge. The reason for failure was that there were too many successive increases in the rate of increase of the maximum modulus correction. This failure mode, which we will refer to
as failure mode 1, was in fact the most common mode encountered in all the examples. At this stage, failure mode 1 had to occur on 10 successive iterations before the optimisation algorithm terminated and in this example the maximum modulus correction was being applied to element $G_{1-3}$, the conductor between nodes 1 and 3. At termination this element had reduced in value from $6.12 \times 10^{-10} \mathrm{~S}$ to $9.91 \times 10^{-11} \mathrm{~S}$ while the correction term in the logarithmic domain had changed from $-8.01 \times 10^{4}$ to $-4.95 \times 10^{5}$. Meanwhile, all the other element values were virtually unchanged. Taking this progression to its limit, because of the logarithmic transformation this would make $G_{1-3}$ zero, i.e. open-circuit. The author therefore removed that element from the model and restarted the optimisation algorithm. Again the algorithm failed in failure mode 1. This time the element causing the failure was $C_{3-0}$ which was increasing in value. It was decided that this element should also be removed open-circuit. On restarting the algorithm, one of the current generators, both of which had been allowed to vary, caused a further failure mode 1. The value of $g_{0-3}$ was tending to zero. As there were two generators in the model it was felt that removing one of them would not make the model invalid. However, there was still the question of whether the generator should be connected with the current flowing in the opposite direction. On attempting to optimise the element values with the generator reversed, its value still tended to zero, therefore it too was removed from the model. On applying the optimisation algorithm to this model, convergence was obtained.

The new model is shown in Figure 5.3. It can be seen that the optimised values of the remaining elements are quite similar to their original values, the largest change of about $20 \%$ being in $\mathrm{C}_{2-3}$. At this stage the overall error function had been reduced from 384.2 to 114.9. The individual errors are shown later in Table 5.2 and it can be seen that the maximum absolute errors have been reduced from 0.55 dB to 0.43 dB in the modulus and from $11.02^{\circ}$ to $6.52^{\circ}$ in the phase.
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## Figure 5.3 First Model at a Local Minimum

The question of why a model containing fewer elements should be better than one with more elements could be asked. The author's explanation of this would be that firstly, a model containing more elements would only be better than one with fewer elements if the extra elements were of the right types and values and in the correct positions, and secondly, the original element values in this example had been optimised and two of the elements had optimum values of zero, while a third had an optimum value of infinity.

### 5.4. Improvement of Models

Having found a model which gave a minimum value of the objective function, it then became necessary to consider how the model could be improved. It would not be expected that the removal of any elements from a model giving a local minimum of the objective function would make an improvement, therefore the addition of elements must be the only course of
action. There are many strategies that could be employed for the addition of elements, some of these will be considered now.

If we assume that we want the model to be as simple as possible then we should avoid adding extra nodes. Therefore we should first of all concentrate on adding elements within the existing structure. Other restrictions migF.t be that although we could attempt to replace any current generator that has been removed, we should not insert any additional generators, and that we should not insert inductors other than at the terminals since the most likely physical reason for the presence of inductance would be lead inductance.

It might be that the engineer would like there to be present only those elements for which some physical explanation for their presence could be given. Certainly, this is a popular strategy and one which Nabawi and Nicols ${ }^{72}$ refer to as "intuitive modelling". However, it is possible that the engineer's preconceived concepts of a suitable topology for a model could preclude the development of anather acceptable and more accurate model. This factor contributed to the failure by Hegazi ${ }^{7}$ to discover the six node realisation to the set of equations by Lucal given in Chapter 3, which was later found by Savage ${ }^{8}$.

For the first modelling exercise, the author used an intuitive approach and experimented by attempting to add one element at a time to the model at an arbitrary value based on the values of elements of the same type already present. Each attempt involved restarting the optimisation algorithm and checking the result. If the algorithm converged and the overall error function was reduced, then the new element was left in the model and another new element was tried. If the algorithm failed to converge it was generally because failure mode 1 occurred. Usually, this was caused by the corrections to the new element value. If this was the case or if one of the other failure modes occurred it was assumed that the new element would not make a suitable addition. There was one case, which can
be seen in the example in the next section, where failure mode 1 was caused by one of the existing elements in the model. In this case the new element was left in and the element causing the failure was removed and the optimisation algorithm then terminated successfully,

The entire sequence of successful additions to the first model are described in the next section.

### 5.5. Example of Results

After failing to replace singly each of the elements removed from the initial model, it was decided to attempt to add elements of conductance and capacitance between nodes 1 and 0 and nodes 2 and 0 . These were all successful apart from the conductor between nodes 2 and 0 . The order in which they were added is shown in Figure 5.4. It can be seen that the values of the existing elements changed by only a relatively small amount between each addition. The new elements of capacitance and conductance were inserted at values of 1 pF and $10^{-4} \mathrm{~S}$ respectively prior to optimisation. These values too, were reasonably close to the optimum values calculated and the Gauss Newton algorithm took between 11 and 13 iterations to converge onto the local minima. The value of the overall error function $F$ is given at each stage and it can be seen that it was reduced from 114.9 to 56.50 by the addition of these three new elements. It should be pointed out that the function being minimised at this stage included the individual errors calculated against the extrapolated values for $S_{12}$ at 0.5 MHz . The function values quoted do not include these individual errors as the weightings were later adjusted to exclude them from the objective function.

Next, it was decided to attempt to insert inductors at each of the external nodes. The two successful attempts are shown in Figure 5.5. The first of these was originally inserted at a value of 4 nH and was optimised
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Note: The values given here were loter found to be in error the to $a$ foult in the anolysis routine in use at the tame
to a value of 12.7 nH , The second was inserted at a value of 50 nH and was optimised to 352 nH . In each case, the existing elements changed by factors of up to about two, but when the second inductor was added the first inductor changed by a factor of over five, However, both of these cases converged within 11 iterations of the Gauss Newton algorithm. The overall error function had now been reduced to 22.45 . At this point, the error in diMambro's analysis routine, referred to earlier, was detected. After correction of the error the second model in Figure 5.5 was re-optimised and in addition to changes in the element values, the value of the overall error function for this model was reduced to 12.27 .

Then several different additions were attempted including $G_{1-3}$, $C_{3-4}, G_{2-4}$ (where, for example, $G_{1-3}$ signifies an element of conductance between nodes 1 and 3 ) but each of these failed. On attempting to add $C_{1-4}$ the failure mode 1 was due to the corrections to element $C_{5-4}$. $C_{5-4}$ was therefore removed and on convergence the overall error function had been reduced to 9.70. This model is shown in Figure 5.6 and it might have been considered that sufficient improvements had been made. However, one last attempt was made to replace the current generator that had been removed from the initial model. This last attempt was successful although the current was flowing in the opposite direction to that in the initial model. The values of many of the elements also changed quite considerably as can be seen from Figure 5.6. However, convergence of the Gauss Newton algorithm was achieved without difficulty and the overall error function was reduced to 6.13 .

The individual errors of this model are shown in Table 5.2 and most of these are considerably smaller than the stated measurement errors.
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$\mathrm{L}(4-0)=8.58 \mathrm{E}+01 \mathrm{nH}$
$L(5-1)=5.89 E+82 n H$
$C(1-4)=2.80 E-82 n F$
$F=6.13 E+00$
No. of nodes $=6$
No. of elements $=11$



Table 5.2 Errors in the S Parameters of Models of a Lateral P-N-P Transistor

### 5.6. Description of the Final Modelling Algorithm

Having developed a model in a trial and error manner it was felt that a more automatic algorithm could be developed. The Gauss Newton algorithm gave, it was felt, a very reliable indication of whether any particular model was suitable or not, but it was extremely time consuming to do one batch computer run for each possible stage in the development of a model. Unfortunately, the program was too large and slow to permit on-line execution.

The author's modelling algorithm was required to continuously attempt model improvements, rejecting those that were unsuitable and retaining the successful ones. In addition it was felt that the attempted improvements should cover as many possible placements as was practicable. As the computer program would have to be run in batch mode, user interaction would not be possible. However, it was felt that each intermediate stage should be stored so that it was possible for the user to choose a model from any particular stage, and perhaps modify it, before manually restarting the modelling process. This way, the model development would not be inhibited by the user's prejudices, although the user could still exercise some control over the
process. New criteria were introduced to indicate more quickly whether a model would be suitable or not and techniques for the addition of elements and nodes to a model were also developed. Some details of the final modelling algorithm were published by the author ${ }^{73}$ in 1981.

The final modelling algorithm can be divided into three separate stages. The first stage consists of taking the initial model and attempting to find a local minimum of the objective function, if necessary removing elements from the model until a minimum is obtained. The second stage involves the addition of new elements within the existing number of nodes. since we assume that we want as few nodes as possible. The third stage is for the addition of a new node. Stages two and three can be repeated alternately until the required accuracy or complexity is obtained. These three stages will now be described in more detail.
5.6.1. Stage 1-Obtaining the First Local Minimum

In attempting to find the first local minimum, the Gauss Newton algorithm is applied to the initial model. The criterion for successful termination is identical to that described in Chapter 4.

The criteria for failure are more stringent than those described in Chapter 4, in particular, the two most common reasons for failure are detected sooner. Failure mode 1 is now deemed to be fatal if the rate of increase in the maximum modulus correction has increased on 5 successive iterations and the mode we could now call failure mode 2 , is deemed fatal if the number of iterations by the Gauss Newton algorithm exceeds 50 without obtaining convergence.

Whichever failure mode occurs the next step is to examine the vector of corrections $\delta$ (which is in the logarithmic domain) to determine which elements it might be best to remove from the model. Throughout all the earlier experimentation it was found that removal of the elements having the
maximum modulus corrections aided convergence. Thus the basic aim is to remove from the model the element giving the maximum modulus correction and to then restart the Gauss Newton algorithm, generally continuing from the element values current at the time of the failure.

If the element being removed is a resistor and its corresponding correction is positive (or similarly a conductor having a negative correction) then it is assumed that the element is tending to an open-circuit and so the element is removed open-circuit. Conversely, the removal of a resistor having, a negative correction (or conductor having a positive correction) is achieved by a short-circuit. This latter case necessitates the removal of a node and involves the removal of any other elements which are connected in parallel with the offending element.

The situation with regard to the removal of elements of inductance and capacitance is not so straightforward. It was decided that, as any inductor would. normally occur only at one of the external nodes, elements of this type should always be removed as a short-circuit. Again this necessitates the deletion of a node although it is less likely that there will be other elements in parallel with an inductor than with a resistor. It was also decided that, in order to reduce the possibility of premature collapse of a model, elements of capacitance should be removed open-circuit provided that at least one other element is in parallel with it. If there is no other element in parallel with a capacitor, that is being removed then it is replaced by a resistor. The initial value of this resistor was set quite arbitrarily at $1 \mathrm{~K} \Omega$. The setting of the initial values of new elements is discussed in more detail in Section 5.6.2.

There are a number of cases when short-circuiting an element is deemed to have failed. These are
(i) if any of the external nodes are connected together
(ii) if any current generator is short-circuited
(iii) if the controlling voltage of any current generator is short-circuited.

Furthermore, it was decided that it would not be permitted for a current generator to be removed automatically since the presence of current generators is normally critical to a model, particularly as most models contain only one current generator. It was felt that if there was a situation where removal of a current generator was the only remaining option, then it should be done manually.

The method described above for the removal of elements is summarised in the flow chart in Figure 5.7.

The overall scheme for Stage 1 is shown in Figure 5.8. Although the basic scheme is to remove only the element causing the maximum modulus correction and to then restart the Gauss Newton algorithm, it was found that when there were a number of elements causing large modulus corrections, the removal of several elements at one time could save on the number of failure/ removal cycles. The criterion devised for multiple element removal was that all those elements whose modulus correction $\left|\delta_{i}\right|>10^{j+2}$, where $j$ is the average of the positive powers of 10 of all the corrections $\underline{\delta}$ (in the logarithmic domain), should be removed. If none of the corrections satisfy this criterion then only the element having the maximum modulus correction is removed.

If, following the removal scheme already described, none of the prescribed elements are successfully removed, then an attempt is made to remove the element having the second highest modulus correction. If this is successful then the remaining elements are given their values at the time of entry to Stage 1 and the process restarted, otherwise Stage 1 is abandoned. If this should happen then the best course of action is for the user to first check the initial model for errors and to then try a different model, perhaps based on the initial model but containing some additional elements.


Figure 5.7 Scheme for Removal of Elements


Figure 5.8 Scheme for Stage 1

### 5.6.2. Stage 2-Element Addition

Having obtained a model giving a local minimum of the objective function, $F_{\min }$, the second stage may now be entered. The aim of this stage is to add extra elements into the model without increasing the number of nodes. The author decided that only elements of capacitance and resistance should be added at this stage. Elements of inductance are expected to occur only at the external modes and are unlikely to be successfully inserted in parallel with another element even at an external node. Therefore, it was decided that inductors should only be added with a new node at Stage 3. The author also felt that users were likely to have strong ideas about the number of voltage controlled current sources that should be present in a model, and their positions. This factor, coupled with the problems of choosing suitable positions and controlling voltages of current sources to be inserted, led to the decision that they should not be added automatically. The user always has the ability to modify a model at any particular stage and then restart the modelling process.

The problems associated with intuitive modelling have already been discussed. The author felt that in Stage 2, all possible placements of elements of capacitance and resistance should be attempted. Cutteridge ${ }^{74}$ had developed expressions for the optimum values for the placement of virtual elements which were applicable to network synthesis using coefficient matching techniques and which had been utilised by Krzeczkowski ${ }^{6}$. Savage ${ }^{8}$ however, eventually rejected the use of this technique in favour of one based on the Gauss Newton corrections of virtual elements. The author independently developed a similar scheme for the addition of elements to a mode1. This scheme is shown in Figure 5.9.

In this scheme, taking each type of new element in turn, attempts are systematically made to insert the new element between each pair of nodes where an element of that type does not already exist. If the addition


Figure 5.9 Scheme for Stage 2
is successful, the criteria for which will be given later, then the element remains in place, otherwise the model retains its former topology. These placements are attempted repeatedly until neither a capacitor nor a resistor has been added in one complete cycle. The reason for these repeated attempts.is that it was found that even if a particular element has failed to be added at one stage, it might be successful at a later stage when the model topology has changed slightly. Indeed, in Section 5.7 there is an example where an element was deleted from a model at one stage and then re-inserted later.

An alternative strategy might have been to evaluate each of the possible placements and to only add the best of these, followed by further cycles of evaluation and addition of the best until no more elements could be added. However, the author felt that this latter option would be more laborious and that the same final topology would be obtained in most cases.

Obviously, with so many possible placements being attempted, the efficiency of the algorithm to detect the success or failure of each addition is paramount. It was observed that, when a new element was inserted into an existing model, the moduli of the Gauss Newton corrections to be applied to the existing elements were usually much smaller than the modulus of the correction to be applied to the new element. This fact was capatilized upon by the scheme devised for element addition summarised in Figure 5.10.

Thus, when attempting to add a new element, first the Gauss Newton corrections are calculated. If the new element does not give rise to the maximum modulus correction, then the Gauss Newton algorithm proceeds normally. However, if the maximum modulus correction does apply to the new element, then this correction, up to a maximum absolute value of ten in the logarithmic domain, is applied directly to the new element. The


Figure 5.10 Scheme for Attempted Element Additions at Stage 2

Gauss Newton corrections are then re-calculated. If the new element is no longer the one generating the maximum modulus correction then the Gauss Newton algorithm is continued normally. Similarly, if the modulus correction to the new element is smaller than before, or if the correction is of the opposite sign, then again the Gauss Newton algorithm is allowed to proceed. If, however, the new correction is of the same sign and its absolute value is greater than before, then it is assumed that the new element is tending to a value of either zero or infinity. If the new element is a resistor and it is tending to zero, then the removal of the node that this suggests is permitted and the Gauss Newton algorithm is then applied to the reduced model. Otherwise, it is assumed that the new element is unsuitable for addition into the model. By applying the Gauss Newton correction to the new element in this way, the author is attempting both to detect failure of element addition more quickly, and to aid more rapid convergence of the Gauss Newton algorithm by ensuring that the starting value of the new element is reasonable.

It has been found that the Gauss Newton algorithm is very reliable even when the starting values of new elements are quite inaccurate. Thus, with this additional aid to rapid convergence, the values at which new elements of capacitance and resistance are added, were chosen quite arbitrarily. It was felt that the new elements should be of such values that they would not have too great an effect on the existing model. Therefore, the initial value chosen for new elements of capacitance was 1 pF and of resistance was $1 \mathrm{~K} \Omega$. Alternative choices could have been based on the actual values of each type of element already present in the model at the time of the addition, but it was felt that this would not offer any improvement.

Those cases where the Gauss Newton algorithm is allowed to proceed now continue in a similar manner to Stage 1 except that in certain cases
the element addition is deemed to have failed before convergence of the Gauss Newton algorithm onto a local minimum has been obtained. These cases are:
(i) if failure of the Gauss Newton algorithm is due to the new element and it is not a resistor tending to short circuit a pair of nodes
(ii) if further element removals are indicated when two or more elements have already been removed and the current value of the objective function $F$ is still greater than the value for the currently accepted model, $\mathrm{F}_{\min }$.

If the Gauss Newton algorithm converges at a new local minimum, the new model is only accepted if the value of the objective function is $4 \%$ lower than $F_{\min }$, the value for the currently accepted model. This is to ensure that the model contains only those elements that make a significant contribution to the model accuracy and to avoid adding an excessive number of elements to the model.

Thus, Stage 2 ends when no further successful additions are possible. If the model is still not accurate enough then the next step is to attempt to add elements in such a way that a new node is generated.

### 5.6.3. Stage 3 - Node Addition

Savage ${ }^{8}$ in his work on network synthesis discussed a number of methods by which nodes could be introduced into an existing network. Among these methods are to:
(i) split an existing element to form a new node to which attempted element additions should be made
(ii) duplicate an existing T-network
(iii) perform a delta-wye transformation
(iv) substitute a T -network in place of a negative virtual element.

Savage found that the most effective technique was the last of these, where if a potential element addition indicated that the element should take a negative value then a T-network, based on that element type and its corresponding proposed negative value, should be inserted in its place. However, the author felt that each of these methods which, apart from (iii), caused the generation of at least two extra elements, ignored the most likely method for the improvement of a model.

If we assume that the current model is basically correct then, rather than disturb the internal structure of the model, new nodes should be developed at the external nodes. This way, the addition of a new node can be achieved by the addition of only one new element as in the examples in Figure 5.5. If internal nodes are to be added then a method which again involves the addition of only one new element, is to insert a new element, of a different type, in series with one of the existing elements. Thus, the author's method of node addition, which is shown in Figure 5.11, is based on the addition of only one element. Since we assume that the number of nodes in a model should be kept to a minimum, this involves the evaluation of each possible placement in order to select the best new node and element. The restrictions on the placements of new elements can be seen in Figure 5.11 and include the following.

1. Expansion at an external node is only permitted if there is not an inductor already at that external node. Then the addition of elements of inductance, resistance or capacitance is permitted.


Figure 5.11
2. An element of resistance or conductance may have an inductor added in series with it only if by so doing the inductor will be connected to an external node which does not already have an inductor connected.
3. Elements of resistance or conductance may have a capacitor added in series.
4. Elements of inductance may have an element of resistance or capacitance added in series at the non-external node.
5. An element of capacitance may have a resistor added in series.
6. A voltage controlled current source may not have any element added in series.

Further clarification of the way in which some of these elements are added is given below.

1. The addition of a particular element is not attempted if there is already an element of that type in series in that branch of the model.
2. The new elements are only added on one side of any particular element, usually on the side having the highest node number.
3. When an element is connected at a node at which a controlling voltage of a current generator is taken, then the controlling voltage is taken across the new element also.

Thus, although most topologies are possible with repeated entries to
Stages 2 and 3 , some could take an inordinate time to develop.
The method used to determine whether a node addition is successful is shown in Figure 5.12. As with the element addition at Stage 2 , it is


Figure 5.12 Scheme for Attempted Node Addition at Stage 3
based on the Gauss Newton algorithm. The initial values for new elements of resistance and capacitance were set at $100 \Omega$ and 0.1 pF respectively, one order of magnitude smaller than at Stage 2. The initial value for elements of inductance was set at 10 nH .

It was found more difficult to reduce the computational effort at this stage and the only early prediction of failure is if the absolute correction (in the logarithmic domain) to either of the elements connected to the new node, calculated by Gauss Newton, exceeds 1000. Otherwise, the Gauss Newton algorithm is entered normally. If the algorithm fails to converge then, provided the failure to converge was not due to either of the elements connected to the new node, the appropriate element is removed and the Gauss Newton algorithm restarted. If it fails to converge again then the addition is deemed to have failed. If the Gauss Newton algorithm finds a new local minimum that is lower than $\mathrm{F}_{\text {min }}$, the best minimum obtained before entry to Stage 3, then the addition is said to be successful.

Each successful node addition is saved for future reference by the user and the best of these is then used as the new model. Although the user may decide at which stage the model should be accepted, the author's recommendation is that it should be after completion of Stage 2 , in order that the maximum benefit be gained from any particular number of nodes. It might be suggested that to save time, rather than re-entering Stage 2, further element additions should be attempted only in the vicinity of the new node. However, the author has found that the addition of a new node can affect the whole model and that, therefore, it is better if all permitted element additions are attempted using Stage 2 again.

As a final check on the modelling algorithm described in the previous section, after the models described in Chapters 6 and 7 had been developed, the first modelling exercise, to model a lateral p-n-p transistor, was repeated but this time using the final version of the modelling algorithm instead of the trial and error method used to produce the models in Figures 5.3 to 5.6. In addition, the $s$ parameters of the models were calculated by the analysis routine using pivotal condensation written by the author, in place of di Mambro's routine.

From the initial model shown in Figure 5.2, the algorithm proceeded to remove elements $G_{1-3}$ and $C_{3-0}$ and then stopped with an indication that $g_{0-3}$ should also be removed. On removing this element manually and restarting the algorithm, it then went on to obtain the model shown in Figure 5.3. Continuing from there into Stage 2, the algorithm added the elements $C_{1-0}, C_{2-0}$ and $R_{1-0^{\circ}} \quad$ This model was thus the same as the last model in Figure 5.4 even though the element addition was in a different order to that given in Figure 5.4. Owing to the differences in the analysis routines, the element values and the overall error function value were slightly different and the new value of the overall error function, $F$, was 50.97 compared with 56.50. The algorithm then entered Stage 3 and the new element and node added was $L_{4-0^{\circ}}$. Thus the algorithm had produced the same model as the first model shown in Figure 5.5. The values of the elements were, here, quite different from those given in Figure 5.5 due to the errors in the analysis routine and the value of $F$, which had not been recalculated in the earlier trials, was found to be 13.50 .

From this point, the model developed differently from the model.in Figure. 5.5 in which case the next step was to add an inductor at node:l, thus immediately generating an additional node. Although at the time it was thought that this made a significant improvement, it can now be seen


Delete G(1-3), $C(2-\theta), g(\theta-3)$
Add $C(i-8), C(2-8), R(1-8)$
Add new node with $L(4-0)$
$0 \quad \underset{e}{s}$
b

$F=3.84 E+22$
No. of nodes $=4$
No. of elements $=8$
$9(2-3)=2.53 E-033$
( $T=0$ ).
(U across nodes !)
$9(0-3)=2.07 E \cdot 0 ' s$
( $T=0$ )
( 4 across nodes $\frac{1}{3}$ )
$G(1-3)=6.12 E-10$ S
$C(1-3)=8.68 E-82 \mathrm{nF}$
$G(2-3)=5.22 E-05 \mathrm{~S}$
$C(2-3)=5.06 E-04 \mathrm{nF}$
$G(D-3)=6.77 E-D 3 S$
$C(0-3)=3.71 E-06 \mathrm{nF}$

2-3)
Add $\mathrm{C}(2-0)$
Add new node wath $C(B-3)$
$b$

c $F=7.36 E+00$
No. of nodes $=6$
No. of elements $=11$
$C(1-3)=1.15 E-81 \mathrm{nF}$
$G(2-5)=8.28 E-06 \mathrm{~S}$
$g(2-3)=8.14 E-03 s$
9 ( $T=a$ )
( 4 across mades i)
$G(4-3)=3.42 E-83 \mathrm{~S}$
$C(1-4)=2.96 E-82 n F-$
$C(2-4)=1.67 E-24 \mathrm{nF}$
$R(1-4)=8.28 E+23 \mathrm{ohm}$
$1-(D-4)=4.15 E+02 \mathrm{nH}$
$\mathrm{C}(\mathrm{i}-\mathrm{L})=3.34 \mathrm{E} \cdot 04 \mathrm{nF}$
$C(2-0)=2.21 E-23 \mathrm{nF}$
$\mathrm{C}(5-3)=3.20 E-03 \mathrm{nF}$

Add $C(2-3)$, Delete $C(1-2)$
idd $R(4-5)$
Node 1-Base
Nade 2 - Caliector
Nade g - Substrate and Emitter
that the change in the value of $F$ was actually from 13.50 to 12.27.
In the final modelling algorithm, after one successful node addition, Stage 2 is re-entered. In this section the algorithm added two new elements $C_{1-2}$ and $C_{2-0}$, deleting $C_{2-3}$ while adding $C_{1-2}$, to obtain a value of $F=12.26$. On re-entry to Stage 3, the addition of an inductor at the input node only gave a very small reduction in the value of $F$ and the new node selected by the algorithm was formed by the addition of an element of capacitance in series with $G_{2-3}$, and gave a value of $F=7.36$. This sequence is shown in Figure 5.13 together with the additions made in the final entry to Stage 2. These additions were to add $C_{2-3}$ while deleting $C_{1-2}$, followed by the addition of $R_{4-5}$. It is interesting that elements $C_{1-2}$ and $C_{2-3}$ appear to be mutually exclusive. However, the addition of $C_{2-3}$ at this late stage after its earlier deletion serves to confirm the point made in Section 5.6 .2 that attempted element additions should be repeated at each stage of a model's development.


```
Node 1 - Base
Node 2 - Collector
Niode a - Substrate and Emitter
```

Figure 5.14 Final Model of the Lateral P-N-P Transistor

This 'final model, shown in Figure 5.14, had a value of $\mathrm{F}=5.77$, giving r.m.s. errors of 0.04 dB and $0.4^{\circ}$ and consisted of 6 nodes and 12 elements which included only one voltage controlled current generator. The values of the $s$ parameters, and the errors are given in Table 5.3.

|  | FrequencyMHz | Modulus (dB) |  |  | Phase (degrees) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Measured | Model | Error | Measured | Mode 1 | Error |
| $S_{11}$ | 0.5 | -0.10 | -0.11 | 0.01 | -1.40 | -1.14 | -0.26 |
|  | 2.0 | -0.20 | -0.16 | -0.04 | -5.40 | -4.52 | -0.88 |
|  | 5.0 | -0.40 | -0.43 | 0.03 | -11.20 | -10.89 | -0.31 |
|  | 10.0 | -1.20 | -1.20 | 0.00 | -19.40 | -19.75 | 0.35 |
| $\mathrm{S}_{12}$ | 0.5 | * | -76.89 | 0.00 | * | 99.54 | 0.00 |
|  | 2.0 | -64.70 | -64.77 | 0.07 | 88.70 | 89.10 | -0.40 |
|  | 5.0 | -57.20 | -57.12 | -0.08 | 84.00 | 82.76 | 1.24 |
|  | 10.0 | -52.00 | -52.01 | 0.01 | 76.30 | 76.85 | -0.55 |
| $\mathrm{S}_{21}$ | 0.5 | -12.50 | -12.44 | -0.06 | 178.10 | 178.28 | -0.18 |
|  | 2.0 | -12.50 | -12.50 | -0.00 | 169.90 | 169.81 | 0.09 |
|  | 5.0 | -12.80 | -12.88 | 0.08 | 155.00 | 154.72 | 0.28 |
|  | 10.0 | -14.00 | -13.97 | -0.03 | 132.90 | 133.11 | -0.21 |
| $S_{22}$ | 0.5 | 0.00 | -0.01 | 0.01 | -0.20 | -0.02 | -0.18 |
|  | 2.0 | 0.00 | -0.01 | 0.01 | -0.30 | -0.19 | -0.11 |
|  | 5.0 | 0.00 | -0.01 | 0.01 | -0.50 | -0.49 | -0.01 |
|  | 10.0 | 0.00 | -0.01 | 0.01 | -0.90 | -0.97 | 0.07 |
| * A measurement of $\mathrm{s}_{12}$ at 0.5 MHz was not available |  |  |  |  |  |  |  |

Table 5.3 s Parameters of Lateral P-N-P Transistor and Final Model

Although the value of $F$ is smaller for this model than for the final intuitive model in Figure 5.6, these values being 5.77 and 6.13 respectively, the maximum absolute errors for this model are 0.08 dB and $1.24^{\circ}$ compared with 0.13 dB and $1.03^{\circ}$. Thus the errors are again comparable with the errors in the measurements.

In the author's opinion both of these models are equally valid and she would suggest that the original model proposed by PRL contained two voltage controlled current generators in an attempt to model the substrate interaction of a lateral $\mathrm{p}-\mathrm{n}-\mathrm{p}$ transistor in the manner suggested by Callahan ${ }^{75}$.

However, Callahan's model was for the lateral p-n-p transistor operating in
the saturated region and therefore, probably not applicable to the set of data provided by PRL. This could explain why the second current generator in the final intuitive model is reversed. By adding a supplementary current generator to a model needing only one, a model of much greater complexity, and potential effectiveness, is produced. The author would suggest that although the model in Figure 5.14 has one element more than that in Figure 5.6 , it is actually the more simple of the two models. The time taken to produce this final model was approximately 50 min utes of c.p.u. time on the Leicester University CDC Cyber 73. However, the point should be made that the author's intention was to produce an effective method for the development of models and that the computing time was not considered to be of prime importance. In Chapter 8, some suggestions are made for means of reducing the computing time, but with the present trend of faster computers constantly being developed, in the author's opinion the main priority should be the development of an algorithm that produces results • regardless of the time taken. There is little point in developing a fast algorithm if it neglects to produce a good madel.

## CHAPTER 6

## MODELLING A VERTICAL $\mathrm{N}-\mathrm{P}-\mathrm{N}$ TRANSISTOR

The second set of data provided by PRL was for a vertical $n-p-n$ transistor. Like the lateral p-n-p transistor this is a component of an integrated circuit and the term 'vertical' refers to the way in which the transistor is produced in the integrated circuit. The data provided is reproduced in Appendix 1, together with an example of the data's original form.

It can be seen that the data consists of $s$ parameter measurements at 12 frequencies between 0.1 GHz and 1.0 GHz for each of the common emitter, common base and common collector configurations. The original modulus measurements were simply the magnitude and were converted to decibels on input to the computer program. Similarly, the measurements of the phase angles in degrees were discontinuous in an erratic manner, for example, the original phase readings for $s_{11}$ in the common base configuration (included in Appendix 1) between the frequencies of 0.6 GHz and 0.9 GHz are $355.3^{\circ},-11.7^{\circ},-17.6^{\circ}$ and $336.1^{\circ}$ on consecutive readings. Therefore, although the data was read in to the computer program exactly as it was given, the phase angles were immediately converted to values between $-180^{\circ}$ and $+180^{\circ}$. As the calculated phase angles of the models were produced in the same range, this made the calculation of the errors easier although the algorithm still had to check for cases where, for example, the measured phase angle was $-178^{\circ}$ and the calculated phase angle was $+176^{\circ}$. In this case the correct absolute error is $6^{\circ}$ and not $354^{\circ}$, thus the maximum absolute error possible in a phase angle is $180^{\circ}$. In the graphs that are shown later, the phase angles are made continuous over the frequency range, therefore the absolute values of the phase angles exceed $180^{\circ}$ in some cases.

PRL also provided a general model which they had developed. This


Node 1 - Base
Node 2 - Emitter
Node 3 - Collector
Node 0 - Ground
Figure 6.1 General Model of Vertical N-P-N Transistor Produced by Philips Research Laboratories
model is shown in Figure 6.1. In this diagram, node 1 is the base, node 2 is the emitter, node 3 is the collector and node 0 is ground. Thus, to obtain any particular configuration, the appropriate node has to be connected to node 0. This model was primarily a low frequency model and its $s$ parameters give good agreement with the measurements at frequencies in the range 0.1 GHz to 0.3 GHz . However, at higher frequencies the errors become very large as can be seen in the graphs shown later. In each of these graphs, the black graph refers to this original model and is used for comparison purposes.

One interesting point about this model is that, although PRL stated a strong preference for the presence of physically realistic elements only in models produced for them, this model contains a negativevalued capacitor $C_{3-6}$.

This modelling problem was approached by attempting to model each configuration separately and to produce a single general model. The aim in each case was to improve the frequency range of the model without too great an increase in the numbers of nodes and elements in the model. Each of the parameters at every frequency was weighted equally, with a 1 dB error in the modulus having the same weighting as a $10^{\circ}$ error in the phase.

The first individual models attempted were for the common emitter and common collector configurations. In each case the initial model was taken as the PRL general model with the appropriate terminal connected to ground. Of these two models, the common collector model produced a good result very quickly and with relatively few changes in the topology of the model. In the common emitter case, one node and several elements were deleted in Stage 1. The author therefore decided to try using the final common collector model, connected appropriately, as another initial model for the common emitter case. This model developed more rapidly to give another satisfactory result, which was included in the author's paper ${ }^{73}$ describing the modelling algorithm. Following this,
the common base case was also attempted using the final common collector model as the basis for the initial model.

In attempting to develop a single general model for all three configurations, the major problem was one of size. In spite of this, two models were produced. The first of these used the PRL model as the initial model and this attempt was terminated when the model had reached such a level of complexity that firstly, it was considered that a more complex model would be inappropriate, and secondly, problems of computing time were being caused by the amount of calculation required. The second general model that was produced used as the initial model, a combination of those elements of the first individual models that were common to two or more of those models. The model developed from this contained one node more than the first model, but had fewer elements, and its overall error function value and maximum individual errors were smaller.

Full details of the development of these models together with graphs showing the accuracy of the results are given in the following sections of this chapter. In the graphs, in order to aid comparison of the errors, the vertical scales for each graph of modulus and of phase cover the same absolute ranges and the ranges of the modulus and phase are in the same ratio as the weighting factors applied to these.

Each of the models developed still bears some resemblance to the PRL model. The major feature of each of the new models is that there are more interconnections between the internal nodes. This would probably be expected since the PRL model was based on the primary theoretical aspects of the device being modelled. The new models improve on this approximation by including elements that model less significant characteristics of the device.

### 6.1. Common Collector Configuration

The initial model for the common collector configuration derived from the PRL general model in Figure 6.1 is the first model shown in Figure 6.2. Since the author's algorithm constrained the element values to take positive values only, the negative-valued capacitor, $\mathrm{C}_{4-7}$, was given a value of 0.1 pF instead of -0.8 pF . This change in value actually reduced the overall error function, $F$, from $5.84 \mathrm{E}+04$ to $5.54 \mathrm{E}+04$. The r.m.s. errors given by the value of $\mathrm{F}=5.54 \mathrm{E}+04$ were 2.4 dB and $24^{\circ}$. The maximum absolute errors were 3.6 dB and $85^{\circ}$, these occurring at the highest frequency.

After Stage 1, the model had been reduced from 7 nodes and 15 elements to 7 nodes and 12 elements. The new value of $F$ was $1.12 \mathrm{E}+03$, already a significant reduction. This is the second model shown in Figure 6.2.

In Stage 2, there were several additions and deletions of elements and the details of these are given in Figure 6.2. The model obtained in Stage 2 was sufficiently accurate that Stage 3 was not entered. The final model thus obtained, the last model shown in Figure 6.2, consisted of 7 nodes and 15 elements and the value of $F$ had been reduced in Stage 2 by a further factor of ten to $1.61 \mathrm{E}+02$. The r.m.s. errors of this final model were 0.13 dB and $1.3^{\circ}$ and the maximum absolute errors were 0.32 dB and $1.74^{\circ}$. This model is extremely accurate and it could be that many people would find the simpler model obtained at the end of Stage 1 quite acceptable.

The graphs in Figures 6.3a and 6.3b show the $s$ parameters of the final model in blue. As has already been mentioned, the scales of the $Y$ axes of all the graphs in this chapter have been standardised to aid comparison of the errors. Thus the modulus scales cover a total range of 30 dB and the phase scales cover a total range of $300^{\circ}$. The black points
e


Delete $R(4-6), R(4-0)$
Replace $C(1-\theta)$ by $R(1-0)$
Delete C(2-0)
e


Add C(1-4)
Replace C(1-2) by $R(1-2)$
Add C( $i-6$ )
Add $C(2-3)$, Deiete $R(1-2)$
Pdd $C(2-0)$
Add $R(1-6)$, Delete $C(1-6), C(2-3)$
Add $R(3-8)$, Delete $R(1-8)$
Add $C(5-6)$
Add $C(5-8)$, Delete $C(4-8)$
e

$F=5.54 E+04$
No. of nodes $=7$
Na. of elements $=15$
$R(3-6)=1.125+02 \mathrm{ohm}$ $R(4-6)=2.58 E+83 \mathrm{onm}$ $R(4-8)=9.43 \mathrm{E}+04 \mathrm{ohm}$ $R(4-5)=4.99 \mathrm{E}+00 \mathrm{ohm}$ $L(i-3)=4.70 \mathrm{E}+90 \mathrm{nH}$ $L(S-2)=4.10 E+00 \mathrm{nH}$ $C(1-b)=5.08 E-05 \mathrm{nF}$ $C(3-8)=1.68 \mathrm{E}-04 \mathrm{nF}$ $C(3-4)=1.74 E-83 n \mathrm{n}$ C $(4-6)=1.09 E-02$ nF $C(6-0)=8.20 E-85 \mathrm{nF}$
$C(4-0)=1.20 E-05 \mathrm{nF}$ $C(4-8)=1.00 E-05 \mathrm{nF}$ $C(2-8)=3.20 E-85 n F$ $C(1-2)=5.80 E-85 \mathrm{nF}$ $9(0-4)=3.00 E-02 S$
$(T=-9.20 E-03$ ns $)$ $\left.\begin{array}{c}(T)=-9.20 E-83 \mathrm{~ns} \\ (\mathrm{U} \text { across nodes } \\ \text { i }\end{array}\right)$
$F=1.12 E+03$
No. of nodes $=$ ?
Na. of elements $=12$
$R(3-6)=8.92 E+01$ ohm $R(4-5)=2.17 E+01$ ohm $L(1-3)=6.52 \mathrm{E}+00 \mathrm{nH}$ $L(5-2)=3.09 E+00 \mathrm{nH}$ $R(1-0)=3.22 E+03$ ohm $C(3-8)=9.49 \mathrm{E}-04 \mathrm{nF}$ $C(3-4)=1.65 E-03 \mathrm{nF}$ $C(4-6)=2.00 E-02 n \mathrm{nF}$ $C(5-0)=4.02 E-04 \mathrm{nF}$ $C(4-8)=1.66 E-83 \mathrm{nF}$ $C(1-2)=6.24 E-04 \mathrm{nF}$ $9(8-4) \times 5.56 E-82$ (T $23.55 E-92$ ns (U across nodes!)
$F=1.61 E+02$
No. of nodes $=7$
No. of elements $=15$
$R(3-6)=2.01 \mathrm{E}+02 \mathrm{ohm}$ $R(4-5)=2.22 E+01 \mathrm{ahm}$ $L(1-3)=1.08 \mathrm{E}+01 \mathrm{nH}$ $L(S-2)=7.70 E+00 n H$ $C(3-0)=1.41 \mathrm{E}-03 \mathrm{nF}$ $C(3-4)=2.12 E-04 \mathrm{nF}$ $C(4-5)=1.94 \mathrm{E}-02 \mathrm{nF}$ $C(6-Q)=1.86 E-04 \mathrm{nF}$ $9(0-4)=5.7!E-825$ ( $T=7.00 E-82 n 5_{5}$ ) ( ${ }^{(1)}$ across nodes ${ }_{4}^{6}$ )
$C(1-4)=2.56 E-03 \mathrm{nF}$
$C(2-8)=8.25 E-04 \mathrm{nF}$
$R(1-6)=1.41 E+02 \mathrm{ohm}$
$R(3-8)=1.48 \mathrm{E}+24 \mathrm{ohm}$ $C(5-6)=8.95 E-04 n F$
$C(5-8)=1.93 E-94 \mathrm{nF}$

[^1]Figure 6.2 Modelling the Common Collector Configuration
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Figure $6.3 \mathrm{a} \quad \underline{S}_{11}$ and $\mathrm{S}_{21}$ in Common Collector Configuration
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Figure 6.3b $\underline{S}_{12} \xrightarrow{\text { and } S_{22}} 2 \underline{\text { in Common Collector Configuration }}$
in Figures 6.3a and 6.3b are the calculated $s$ parameters for the PRL general model connected in common collector configuration (with $\mathrm{C}_{4-7}$ negative). The red points are the measurements and thus show the values aimed for. The graphs show quite clearly the improvement obtained over the entire frequency range and especially at higher frequencies. In many cases the red and blue points are indistinguishable.

The computing time taken to generate this model was approximately 600 c.p.u. seconds on the UMRCC CDC 7600.
6.2. Common Emitter Configuration

Two attempts were made to model the verticaln-p-n transistor in the common emitter configuration. The first of these used an initial model derived from the PRL general model and the second used an initial model based on the final model produced by the author for the common collector configuration.

### 6.2.1. First Attempt

The initial model derived from the PRL general model is the first model shown in Figure 6.4. As in the common collector case, the negativevalued capacitor was given a value of 0.1 pF instead of -0.8 pF . This caused a reduction in the value of $F$ from $8.60 \mathrm{E}+04$ to $7.72 \mathrm{E}+04$. The r.m.s. errors given by this model were 3.0 dB and $30.1^{\circ}$ while the maximum absolute errors were 10.3 dB and $134.4^{\circ}$. As will be seen later, the largest errors occurred at the higher frequencies, those on $s_{12}$ being the most obvious.

After Stage 1, the model had been reduced to 6 nodes and 10 elements giving a value of $F=1.45 E+04$. The model giving this first local minimum is the second model in Figure 6.4. The maximum errors in
b


Delete $L(1-3)$ (deleting node), Combine $C(1-2)$ with $C(3-2)$ Delete $R(2-5), R(5-7), C(2-5), C(1-0), C(2-8)$

$\mathrm{F}=7.72 \mathrm{E}+04$
No. of nodes $=8$
Nc. of elements $=17$
$R(3-4)=1.13 E+02 \mathrm{ahm}$
$R(4-5)=2.50 E+83$ ahm
$R(2-5)=9.43 E+84$ ohm
$R(S-7)=4.99 E+80$ ohm
$\mathrm{R}(6-8)=6.23 \mathrm{E}+28$ ohm
$L(i-3)=4.70 \mathrm{E}+20 \mathrm{nH}$
$L(7-\theta)=4.1 \partial E+\partial \theta \mathrm{nH}$ $C(3-5)=1.74 \mathrm{E}-03 \mathrm{nc}$

$\mathrm{C}(4-2)=8 . \partial \Delta \mathrm{E}-\partial 5 \mathrm{nF}$
$C(2-5)=1.20 \mathrm{E}-25 \mathrm{nf}$
$C(2-6)=1.34 \mathrm{E}-03 \mathrm{nF}$
$C(3-2)=1.60 \mathrm{E} \cdot 84 \mathrm{nF}$
$C(1-2)=5.20 \mathrm{E}-\partial 5 \mathrm{nF}$
$C(1-\theta)=1.23 \mathrm{E}-03 \mathrm{nF}$
$C(2-8)=5.50 \mathrm{E}-04 \mathrm{nF}$
$g(2-5)=3.20 E-\partial 2$ S
( $T=-1.20 \mathrm{E}-02 \mathrm{~ns}$ )
( $U$ across nades $\frac{1}{5}$ )
$F=1.45 E+04$
No. of nodes $=6$
No. of eiements $=10$
$R(1-3)=9.605+010 \mathrm{hm}$ $R(3-4)=3.46 \mathrm{E}+02 \mathrm{ohm}$ $R(5-8)=2.83 E+01 \mathrm{ohm}$ $L(4-8)=7.14 \mathrm{E}+00 \mathrm{nH}$
$\mathrm{C}(1-4)=2.23 E-23 \mathrm{nf}$ $C(3-4)=1.18 \mathrm{E}-02 \mathrm{nF}$ $C(3-2)=4.31 \mathrm{E}-84 \mathrm{nF}$
$C(2-5)=1.90 \mathrm{E}-83 \mathrm{nF}$ $C(1-2)=1.09 \mathrm{~F}-04 \mathrm{nF}$ $9(2-4)=2,61 E-82 S$ ( $T=-1.26 E-\theta 1 \mathrm{~ns}$, ( $U$ acrass nodes ${ }_{3}$ )

```
Nade 1 - Base
Node 2-Collector
Node 0 - Emitter
```

Figure 6.4 Modelling the Common Emitter Configuration (First Attempt)


Figure 6.5 Graphs of $\mathrm{S}_{12}$ for Model in Figure 6.4
the models for this configuration were on $s_{12}$ and the graphs in Figure 6.5 show $s_{12}$ for the second model in Figure 6.4 in blue, together with the measured values in red and the values for the PRL general model connected in the common emitter configuration (with the negative-valued capacitor) in black. It can be seen that while the PRL model gives good agreement with the measurements at low frequencies the model is very poor at high frequencies, but the reduced model gives similar errors over the entire frequency range.

Although it should be feasible to build up a model from this reduced model, this attempt to produce a model for the common emitter configuration was abandoned. At the same time as this first attempt was being made, the second attempt, using an initial model based on the final model developed for the common collector case, was also being made. Thus, it was already known that the second attempt had produced, after Stage 1 , a model with more nodes and elements which gave a considerably lower value of $F$. It was therefore decided that the second attempt showed more promise and should be continued in preference to the first attempt.

### 6.2.2. Second Attempt

The initial model used in the second attempt is shown in Figure 6.6 and it can be seen that this model is identical to the final model produced for the common collector configuration but with nodes 2 and 0 interchanged. This model, in particular, lacked the substrate elements, $C_{3-7}$ and $\mathrm{R}_{7-0}$ in Figure 6.1, that were present in the PRL general model, and gave a value of $F=4.95 E+05$ with correspondingly high absolute values of the individual errors.

However, in Stage 1 only one element was deleted together with one capacitor being replaced by a resistor, resulting in the second model
b


Delete C(3-4)
Replace C(5-6) by R(5-6)
$b$


Add R(1-4), Delete R(5-6)
Add $R(1-5)$, Delete $R(1-4)$
Add $R(1-a)$, Deiete R(i-S)
Add $R(2-4)$, Delete $((6-2)$
Add $R(2-8)$
Add new node wath L(2-7)


Add $R(3 \cdots 5)$

Na. of nodes =?
No. of elements $=15$
$R(3-6)=2.01 E+020 \mathrm{ha}$ $R(4-5)=2.22 \varepsilon+810 \mathrm{ohm}$ $L(1-3)=1,28 \mathrm{E}+01 \mathrm{rH}$ $L(5-8)=7.70 \mathrm{E}+08 \mathrm{nH}$ $\mathrm{C}(3-2)=1.41 \mathrm{E}-83 \mathrm{nF}$ $c(3-4)=2.12 \mathrm{E}-04 \mathrm{nF}$ $\mathrm{c}(4-6)=1.94 \mathrm{E}-82 \mathrm{nF}$ $\mathrm{C}(6-2)=1.86 \mathrm{E}-04 \mathrm{nF}$ $9(2-4) * 5.71 E-035$ ( $T=7.20 \mathrm{E}-82 \mathrm{~ns}$ ) ( 4 across nodes ${ }^{8}$ )
$C(1-4)=2.56 E-83 \mathrm{nF}$
$C(2-0)=8.25 \mathrm{E}-04 \mathrm{nF}$
$R(1-6)=1.41 \mathrm{E}+02 \mathrm{ohm}$
$R(3-2)=1.48 \mathrm{f}+04 \mathrm{ohm}$
$\mathrm{C}(5-6)=8.95 \mathrm{E}-04 \mathrm{nF}$
$\mathrm{C}(5-2)=1.93 E-04 \mathrm{nF}$

## F. $=1.77 E+83$

No. of nodes =?
No. of elements $=14$
$R(3-6)=9.19 E+02 \mathrm{ohm}$ $R(4-5)=2.22 E+010 \mathrm{hm}$ $L(1-3)=1.17 \mathrm{E}+22 \mathrm{nH}$ $L(5-0)=3.33 \mathrm{E}+00 \mathrm{nH}$ $\mathrm{C}(3-2)=2.42 \mathrm{E}-04 \mathrm{nF}$ $C(4-6)=1.73 \mathrm{E}-22 \mathrm{nf}$ $C(6-2)=3.68 \mathrm{E}-05 \mathrm{nF}$ $9(2-4) * 4.3 \mathrm{EE}-02 \mathrm{~S}$ ( 1 a-5. $76 \mathrm{E}-02 \mathrm{~ns}$ ) ( $($ across nades i)
$C(i-4)=3.34 E-03 \mathrm{nF}$
$\mathrm{C}(0-2)=8.90 \mathrm{E}-04 \mathrm{nF}$ $R(1-6)=8.25 \mathrm{E}+01 \mathrm{ohm}$ $R(3-2)=3.63 E+240 \mathrm{na}$ $R(5-6)=1.94 \mathrm{E}+03 \mathrm{ohm}$
$C(5-2)=1.19 \mathrm{E}-03 \mathrm{nF}$

No. of nodes $=9$
No. of elements $=15$
$R(3-6)=1.21 E+03$ ohs $R(4-5)=3.32 E+01 \mathrm{ohm}$ $L(1-3)=1.65 \mathrm{E}+02 \mathrm{nH}$ $L(5-0)=2.37 \mathrm{E}+00 \mathrm{nH}$ $C(3-7)=1.97 \mathrm{E}-84 \mathrm{nF}$ $C(4-6)=2.94 E-02 \mathrm{nF}$ $9(7-4)=7.72 E \cdot 02 \mathrm{~s}$ ( $T=-3.62 \mathrm{E}-02 \mathrm{~ns}$ ) ( 4 across nodes $\mathfrak{i}$ ) $C(1-4)=4.29 E-23 \mathrm{nF}$ $R(i-6)=8 . i \theta E+21 \mathrm{ohm}$ $R(3-7)=1.55 E+35 \mathrm{ohm}$ $\mathrm{C}(5-7)=1.69 \mathrm{~F}-03 \mathrm{nF}$. $\mathrm{R}(1-0)=8.95 \mathrm{E}+02 \mathrm{ohm}$ $R(7-4)=2.90 \mathrm{E}+03 \mathrm{ohm}$ $R(7-0)=1.18 \mathrm{E}+24 \mathrm{ohm}$ $L(2-7)=3.48 E+00 \mathrm{nH}$
shown in Figure 6.6 which had a value of $F=1.77 E+03$.
In Stage 2 a number of additions and deletions were made resulting in a model consisting of 7 nodes and 15 elements giving a value of $F=1.45 E+03$.

On entry to Stage 3 a new node was added by inserting an inductor at node 2 , the collector terminal. This was an interesting development since PRL had stated that they had wanted an inductor at the collector terminal of their model but had been unable to insert one successfully. This new addition gave the last model shown in Figure 6.6 which had a value of $F=9.84 \mathrm{E}+02$.

Re-entry to Stage 2 resulted in one further element addition giving the final model shown in Figure 6.7. This final model consisted of 8 nodes and 16 elements and gave a value of $F=8.81 E+02$. The r.m.s. errors were 0.30 dB and $3.0^{\circ}$ and the maximum absolute errors were 1.56 dB and $4.1^{\circ}$.

$F=8.31 E+02$
No. of nades $=8$
No. of elements $=16$
$R(3-6)=1.63 E+03 \mathrm{ohm}$
$R(4-5)=3.27 E+01$ ohm $L(1-3)=1.39 E+22 \mathrm{nH}$
$L(5-\theta)=2.38 E+00 n H$
$C(3-7)=2.99 E-04 \mathrm{nF}$ $C(4-6)=3.11 \mathrm{E} 02 \mathrm{nF}$
$9(7-4)=8.20 E \cdot 02 \mathrm{~S}$
( $T=-3.06 \mathrm{E} \cdot 02 \mathrm{~ns}$ )
( $U$ across nodes $i$ )
$C(1-4)=4.41 \mathrm{E}-03 \mathrm{nF}$
$R(1-6)=8.18 E+01$ ohm
$R(3-7)=7.15 E+25 \mathrm{ohm}$
$C(5-7)=1.65 E-23 \mathrm{nF}$
$R(i-a)=1.41 E+23 \mathrm{ohm}$
$R(7-4)=3.23 E+23 \mathrm{ohm}$
$R(7-8)=5.98 \mathrm{~F}+23 \mathrm{ohm}$
$!(2-7)=3.53 E+20 \mathrm{nH}$
p $(3-5)=3.32 E+03$ ohm

```
Node 1-Base
Node 2- Collector
Node & - Emittar
```
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Figure $6.8 \mathrm{a} \underline{S}_{11}{\xrightarrow{\text { and }} \mathrm{S}_{21} \text { of Final Model for Common Emitter Configuration }}^{\text {a }}$
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Figure $6.8 \mathrm{~b} \underline{S}_{12}$ and $S_{22}$ of Final Model for Common Emitter Configuration

The absolute error of 1.56 dB occurred on $\mathrm{s}_{21}$ at a frequency of 0.9 GHz where the value of the modulus was -17.52 dB . Thus, although this error appears comparatively large, it might not be considered to be of great significance. The next highest absolute errors in the moduli were 0.9 dB in -11.54 dB and 0.73 dB in -13.23 dB .

The $s$ parameters of this final model are shown in blue in the graphs in Figure 6.8a and 6.8b. It can be seen that they are a considerable improvement over the values given by the PRL general model.

The computing time taken to generate the final model in the second attempt was approximately 1900 c.p.u. seconds on the UMRCC CDC 7600.

### 6.3. Common Base Configuration

The model for the common base configuration based on the PRL general model with the negative-valued capacitor gave a value of $\mathrm{F}=1.67 \mathrm{E}+05$. Changing the value of this capacitor from -0.8 pF to 0.1 pF , changed the value of $F$ to $2.12 \mathrm{E}+05$. Using this model consisting of 8 nodes and 17 elements as an initial model, Stage 1 failed to find a local minimum. The attempt was terminated after indications that either the voltage controlled current generator should be removed or the nodes across which the controlling voltage was taken should be made short-circuit.

In view of the results described in Section 6.2, an initial model based on the author's final model for the common collector configuration was then used. This is the first model shown in Figure 6.9 and consisted of 7 nodes and 15 elements giving a value of $F=8.65 E+05$. As with the initial model used in the second attempt for the common emitter configuration, this initial model lacked the substrate elements that were present in the PRL general model.

In Stage 1, three elements were removed, resulting in the second model shown in Figure 6.9, which gave a value of $\mathrm{F}=3.09 \mathrm{E}+03$.


Delete $R(3-6), C(4-6), C(5-2)$
Replace $C(1-2)$ by $R(1-2)$


Fdd $C(1-3), C(1-\theta)$
Fdd $C(1-3), ~ D(1-0)$
Add $C(2-8), ~ D e l e t e ~ R(1-2), ~ R(4-5)$ (deleting node)

$F=1.88 E+83$
No. of nodes $=6$
No. of elements $=13$
$L(\theta-3)=1.78 E+21 \mathrm{nH}$
$\frac{1}{( }(4-1)=i .31 E+81 \mathrm{nH}$ $C(3 .-2)=7.35 E-04 \mathrm{nF}$ $R(3-4)=1.40 E+03$ ohm
$C(5-2)=8.91 E-0 S \mathrm{nF}$
$9(2-4)=2.51 E-82 S$
(T =-9.27E-03 ns )
( $\cup$ across nodes ${ }_{4}$ )
$C(\theta-4)=1.77 E-03 \mathrm{nF}$
$R(\theta-5)=9.35 E+81$ ohn
$\mathrm{R}(3-2)=1.81 \mathrm{E}+03 \mathrm{ahm}$
$C(4-5)=8.64 E-03 \mathrm{nF}$
$C(1-3)=4.32 E-04 n F$
$C(1-2)=1.8 \mathrm{E}-03 \mathrm{nF}$
$C(2-2)=i .26 E \cdot-23 n \mathrm{nF}$

Add $C(1-2), C(5-0)$
Add $C(1-2) ;$
Add $R(1-4)$, Delete $C(0-4), C(1-2), R(3-4)$
Add C(1-2) , C(4-0)
Add new node with $R(6-2)$

```
Nade : - Emslter
Node 2 - Collector
Node a - Base
```

Figure 6.9 Modelling the Common Base Configuration

In Stage 2, during the addition and deletion of elements, one node was also deleted. The model produced after deletion of this node is the third model in Figure 6.9. This model gave a value of $\mathrm{F}=1.88 \mathrm{E}+03$. Continuing in Stage 2, further elements were added and deleted, $\mathrm{C}_{1-2}$ being added, then removed and then added again, until a model having 6 nodes and 15 elements giving a value of $F=6.92 \mathrm{E}+02$ was produced.

Although sufficient accuracy had already been obtained, an entry into Stage 3 resulted in the addition of a new node which created the substrate elements in a similar form to those in the PRL general model. The value of $F$ was also reduced to $3.63 E+02$. This final model, which is shown in Figure 6.10 gave r.m.s. errors of 0.2 dB and $1.9^{\circ}$. The maximum absolute errors were 0.7 dB and $3.4^{\circ}$.
$F=3.63 E+02$


No. of nodes $=7$ No. of elements $=16$
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Figure $6.11 \mathrm{~b} \quad \underline{S}_{12}{\xrightarrow{\text { and }} \mathrm{S}_{22} \text { in Common Base Configuration }}^{2}$

As can be seen from the graphs in Figures 6.11a and 6.11b, this final model gives excellent agreement with the measured $s$ parameters and is a considerable improvement over the PRL general model.

The computing time taken to generate this model was approximately 1120 c.p.u. seconds on the UMRCC CDC 7600.

### 6.4. General Model

The total computing time taken to generate the three individual models for the different configurations of the vertical n-p-n transistor was approximately 3620 c.p.u. seconds. If all the available data was to be used in an attempt to produce a general model, then it was only to be expected that the analysis of the errors at any particular stage would take at least three times as long as for the individual models. Furthermore, as the number of nodes and elements in a general model would be expected to be greater than for the individual models, this could contribute to a considerable increase in the required computing time. The amount of computation in the analysis of a model increases by the order of the square of the number of nodes for each additional node.

The simplest way to reduce the computing time would be to fit the measured $s$ parameter data at fewer frequencies. However, the author decided to proceed using all the available data.

The initial model used in the first attempt to develop an improved general model was the PRL general model. In the second attempt, the author produced an initial model based on the final models generated for each of the common collector, common emitter and common base configurations.

### 6.4.1. First Attempt

The PRL general model shown in Figure 6.1 gave an overall error function value of $F=3.11 E+05$. The r.m.s. errors were 3.3 dB and
$F=3.11 E+05$
No. of nades $=9$
No. of elements $=20$


F: $1.67 \mathrm{E}+05$
Na. of nodes $=?$
No, of elements a IS
$R(1-4)=1.07 \mathrm{E}+82 \mathrm{chm}$
$G(4-5)=1.38 \mathrm{E}-035$
$R(6-8)=1.85 E+01 \mathrm{ohm}$
$L(5-2)=1.48 E+01 \mathrm{nH}$
$C(1-5)=2.44 \mathrm{~F} \cdot-03 \mathrm{nF}$
$\mathrm{C}(4-5)=7.98 \mathrm{n}$
$C(4-5)=7.98 \mathrm{E}-03 \mathrm{nF}$
$(4-3)=7.45-05 \mathrm{nf}$
$C$
$R(3-5)=1.47 E+85$
0
$C(3-6)=2.43 E-03 n 5$
$C(1-3)=1.5 E-04$
$n F$
$C(1-3)=1.62 E-04 n F$
$C(1-0)=1.03$
$R$
R $(3-0)=3.63 E+03$ oh
$9(3-5)=2.87 \mathrm{E}-82 \mathrm{~S}$
( 1 a $1.75 E-82 \mathrm{~ns}$
( 4 across nades :)


E=6.87E+84
No. of nodes $=8$
No. of elements $=21$

$32.8^{\circ}$. As can be seen from the graphs shown earlier, the model gave a good fit at low frequencies but there were gross errors at higher frequencies.

On using this model as the initial model for the general case, Stage 1 caused the reduction of the model from 9 nodes and 20 elements to 7 nodes and 15 elements. These are the first two models shown in Figure 6.12. The two node deletions were attained by (i) the deletion of the base terminal inductor and (ii) the deletion of the resistor in series with the emitter terminal inductor. The value of $F$ after Stage 1 was $1.67 E+05$. The individual errors now became more evenly distributed although they were still smallest for the common collector configuration.

After one entry each to Stages 2 and 3, during the latter of which the base terminal inductor was re-inserted, and one further entry to Stage 2, the final model shown in Figure 6.12 had been produced. This model consisted of 8 nodes and 21 elements and gave a value of $\mathrm{F}=6.07 \mathrm{E}+04$. The r.m.s. errors of this model were 1.45 dB and $14.5^{\circ}$, but the maximum absolute errors were 1.5 dB and $38^{\circ}$ in the common collector configuration, 6.3 dB and $53^{\circ}$ in the common emitter configuration and 8.0 dB and $59^{\circ}$ in the common base configuration. Thus, although a large improvement had been achieved, the errors were still rather large.

This model had taken approximately 6000 c.p.u. seconds on the UMRCC CDC 7600 to develop. Because of the size of the model each further element addition was now taking an excessive amount of time. It was therefore decided to make another attempt to produce a general model using a different initial model.



Node 1 - Base
Node 2 - Emitler
Nade 3 - Collector
Node 0 - Ground
$c=9.78 F+85$
No. of nodes $: 8$ Na. of elements $=13$
$L(1-4)=3.20 E+01 n H$ $R(4-5) \times 2.20 E+02 \mathrm{om}$ $R(1-5)=8.20 \mathrm{E}+01$ ohm $C(4-3)=7.20 E-04$ nf $R(4-3)=1.00 E+84$ ahm $C(5-6)=2.00 \mathrm{E}-02 \mathrm{nf}$ $9(3-6)=5.20 \mathrm{E}-82 \mathrm{~S}$ (T $\quad$ - $-1.00 \mathrm{E}-82 \mathrm{~ns}$ ) ( 4 across nodes ${ }^{5}$ )
$L(7-2)=5.22 \mathrm{E}+20 \mathrm{nH}$
$C(1-6)=3.20 \mathrm{E}-03 \mathrm{nF}$
$C(5-3)=2.20 \mathrm{E}-04 \mathrm{nF}$
$R(6-7)=3.00 \mathrm{E}+01$ ohm
$C(3-7)=5.08 E-84$ ni
$C(3-2)=1.20 E-95$ n5
$F=3.05 E+05$
No. of nodes $=7$
No. of elements $=9$
$L(1-4)=5.67 E+00 \mathrm{nH}$
$R(4-5)=9.0 i E+01$ ohm
$C(4-3)=2.57 E-04 \mathrm{nF}$
$C(5-6)=1.15 E-02 n f$
$9(3-6)=2.37 E-82 S$
$(T$ a-5.88E-02 ns $)$
( $U$ across nodes
$L(6-2)=5.96 E+00 \mathrm{nH}$
$C(1-6)=2.25 E-03 n F$
$C(3-6)=4.37 E-06 n F$
$R(3-2)=5.75 \mathrm{~F}+03 \mathrm{ohm}$

## c=4.78E+04

No. of nodes $=9$
No. of elements $=18$
$L(1-4)=1.7 S E+01 \mathrm{n}!1$ $C(4-3)=6.64 E .-85 \mathrm{nF}$ $g(3-6)=2.22 E-82 S$ ( $T$ =-1.62E-01 ns ) ( $\cup$ across nodes ${ }^{3}$ )
$L(5-2)=3.29 E+01 n H$
$C(1-6)=3.87 E-83 \mathrm{nF}$ $C(1-8)=1.08 \mathrm{E}-03 \mathrm{nF}$ $C(2-4)=i .21 E-83 n F$ $C(2-\theta)=i . i 2 E-03 n F$ $Q(1-5)=6.5 i E+23 \mathrm{ohm}$ $P(2-4)=2.2 \mathrm{E}+02$ ahm $C(7-3)=2.23 \mathrm{E} \cdot 23 \mathrm{nF}$ $R(5-j)=4.49 \mathrm{C}+84 \mathrm{ahm}$ $?(7-8)=3 . j 2 E+010 \mathrm{hm}$ $R(4-7)=1.33 E+83$ ohm $C(6-7)=8.28 E-84 \mathrm{nF}$ $R(2-3)=2.33 \mathrm{E}+24$ ohm $L(\theta-\theta)=2.17 \mathrm{E}+08 \mathrm{nH}$ $C(1-3)=i .32 E-24 n F$

### 6.4.2. Second Attempt

For the second attempt, the first model shown in Figure 6.13 was used as the initial model. This model was derived by combining those elements of the three individual models developed by the author that appeared in any two models. This model consisted of 8 nodes and 13 elements and gave a value of $\mathrm{F}=9.78 \mathrm{E}+05$. After Stage 1 the model was reduced to 7 nodes and 9 elements giving a value of $F=3.05 E+05$. This simple model, which is the second model in Figure 6.13, gave r.m.s. errors of 3.3 dB and $32.5^{\circ}$ and maximum errors of 11.0 dB and $152^{\circ}$.

After two entries to each of Stages 2 and 3, the final model shown in Figure 6.13 had been obtained. There are two points about this model that provoke comment. The first point is that node 5, at which the controlling voltage of the current generator is taken, can be seen to be merely splitting an element of resistance between nodes 1 and 7. However, this situation was developed by a complicated series of additions and deletions and until a late stage other elements had been connected to node 5. The second point to be made concerns the inductor $L_{0-8}$. This element was added in the second entry to Stage 3 to generate a new node. In common base configuration, there is thus one inductor at each of the emitter, collector and base terminals, but in common emitter and common collector configurations, a rather complicated structure is formed in the region of the ground node. However, the addition of this element and node caused a significant reduction in the objective function from 7.23E +04 immediately prior to their inclusion to $4.78 \mathrm{E}+04$.

This model therefore gives a better overall result than that obtained in the first attempt. The r.m.s. errors of this model are 1.3 dB and $12.9^{\circ}$ and the maximum absolute errors are 4.8 dB and $28.1^{\circ}$ in the common collector configuration, 2.3 dB and $26.2^{\circ}$ in the common emitter configuration and 6.2 dB and $36.5^{\circ}$ in the common base configuration. It
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Figure $6.14 \mathrm{a} \underline{S}_{11}$ and $S_{21}$ for General Model in Common Collector Configuration
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Figure 6.14b
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Figure 6.15a $\underline{S}_{11}$ and $S_{21}$ for General Model in Common Emitter Configuration

* MEASUREMENTS
* PRL MODEL
* NEW MODEL


PHASE DEG $\$ 12$


MOD DB $\$ 22$
$\begin{array}{cccc}10 \\ 5 \\ -10 \\ -15 & \text { FREQ GHZ } \\ -10\end{array}$

PHASE DEG $\$ 22$


Figure $6.15 \mathrm{~b} \underline{S}_{12} \underline{-}^{\text {and }} \mathrm{S}_{22}$ for General Model in Common Emitter Configuration
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Figure 6.16a $\underline{S}_{11}{\underline{\text { and }} \mathrm{S}_{21} \text { for General Model in Common Base Configuration }}^{\text {find }}$
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can be seen that not only are the maximum errors lower than those for the final model obtained in the first attempt but the distribution of the errors is also different. This demonstrates that the model chosen for use as the initial model can have a significant effect on the results and that it can be worthwhile to use more than one initial model if a satisfactory model is not obtained after one attempt.

The $s$ parameters of this general model are shown for each configuration in Figures 6.14, 6.15 and 6.16. As expected, these graphs show that the new general model is not as accurate as the individual models that were developed. The new general model has removed the gross errors that were present in the PRL model at high frequencies but has lost some of the accuracy the PRL model exhibited at low frequencies.

The time taken to develop this general model was 8300 c.p.u. seconds on the UMRCC CDC 7600 and it was decided that no further improvements should be attempted.

### 6.4.3. Suggested Alternative Approaches

With the benefit of hindsight, the author now feels that the approach used to produce the two general models was too ambitious.

Knowing that both the size of the problem and the computing time required would be large, the first priority should have been to ensure that the algorithm operated as efficiently as possible even if this meant that some accuracy was lost. Therefore, in the analysis routine single precision arithmetic could have been used and, as shown in Section 3.1.5, this would have achieved a $50 \%$ reduction in the computing time required for the analysis of the models. Furthermore, as mentioned in Section 5.2.2, the calculation of the approximation to the Jacobian matrix could have employed forward differences rather than central differences, and although this, too, involves a loss of accuracy, it would have halved the
number of function evaluations required in that calculation.
Further savings could also have been made by using less of the s parameter data that was provided. For example, instead of using the measured $s$ parameters at every frequency given, they could have been taken at every alternate frequency given. This certainly might have been a better approach using the initial model used in the second attempt. However, in the first attempt, since the PRL model gave good results at low frequencies, it might have been better to have attempted to improve the model in stages by initially matching the $s$ parameters at low frequencies and gradually increasing the number of frequencies and the maximum frequency at which the $s$ parameters were matched.

CHAPTER 7
A BIAS DEPENDENT MODEL FOR TWO SIMILAR BIPOLAR TRANSISTORS

The third set of data provided by PRL ${ }^{15}$ consisted of the sets of $s$ parameter measurements, given in the appendix, for two similar bipolar transistors in common emitter configuration. These transistors had the reference numbers $1 E 2 M$ and $3 E 2 M$ and were isolated $n-p-n$ transistors made in silicon with implanted arsenic emitters and diffused boron bases. The 1E2M had one emitter stripe and the 3E2M had three emitter stripes.

The data provided consisted of the $s$ parameter measurements for the two devices at 16 frequencies in the range 0.1 GHz to 2 GHz with collector-emitter voltages, $\mathrm{V}_{\text {ce }}$, of 0.5 V and 3 V and with emitter currents, $I_{e}$, in the ranges 0.5 mA to 10 mA for the 1 E 2 M and 0.5 mA to 27 mA for the 3 E 2 M . The graphs in Figure 7.1 showing $\mathrm{f}_{\mathrm{T}}$ and the modulus $f_{T}$
$(G H z)$


of $S_{21}$ at 1 GHz plotted against emitter current for a collector-emitter voltage of 0.5 V , lead to the assumption that the small-signal operating ranges of the transistors up to 1 GHz were 0.5 mA to 2 mA for the $1 E 2 \mathrm{M}$ and 0.6 mA to 8 mA for the 3 E 2 M .

A bias dependent model for these devices had been developed by Slatter ${ }^{16,17}$. This model was designed to represent the small signal behaviour of the transistors up to a frequency of 1 GHz for emitter currents such that $f_{T}$ was still less than its peak value. The model was based on the physical structure of the device and contained a number of bias dependent elements. Some of the values of the model elements were chosen using the construction of the devices as a guide, while others were chosen using optimisation techniques. The relationships for the bias dependent elements were based on theoretical considerations.

The results published by Slatter ${ }^{17}$ for this model show that in general a good fit to the measured $s$ parameters had been obtained for frequencies up to 1 GHz with the bias variation well simulated for emitter currents of up to 2 mA for the $1 E 2 M$ and up to 4 mA for the $3 E 2 M$. Slatter ${ }^{16}$ states that the model for the $3 E 2 M$ fits the measured $s$ parameters more accurately than that for the $1 E 2 M$ and that $s_{11}$ for the $1 E 2 M$ shows larger errors than expected. He also states that the higher frequency limits for the models might be 1 GHz for the $1 E 2 \mathrm{M}$ and 1.6 GHz for the $3 E 2 M$.

The author decided that an interesting experiment would be to apply the modelling algorithm described earlier, to this problem. By producing optimised models for each of the bias conditions, an alternative method of studying the bias dependence of the model elements could be achieved. Some of the results of this experiment were published by the author ${ }^{76}$ in 1981.
7.1 Optimisation of the Model

The author started by producing a model for the 1 E 2 M using the modelling algorithm described earlier and using the same weightings on the individual errors in the modulus and phase as were used when modelling the vertical $n-p-n$ transistor described in the previous chapter. The initial model used is shown in Figure 7.2. This model, which consisted of 8 nodes and 12 elements, and the initial element values shown, were based on the PRL bias dependent model. A new model was produced for the $1 E 2 M$ over the frequency range 0.1 GHz to 2 GHz for $\mathrm{V}_{\mathrm{ce}}=0.5 \mathrm{~V}$ and $I_{e}=4 \mathrm{~mA}$. This model consisted of 6 nodes and 14 elements and gave an overall crror function, $F$, of $5.15 \mathrm{E}+02$. However, this model was at the limit of the linear region of operation of the $1 E 2 M$ and when it was used as the initial model for the same transistor with $V_{c e}=3 \mathrm{~V}$ and $I_{e}=0.5 \mathrm{~mA}$, further changes were made resulting in the less complicated model shown in Figure 7.3. This model consisted of 6 nodes and 9 elements and gave a value of $F=4.35 \mathrm{E}+02$ for the 1 E 2 M with $\mathrm{V}_{\mathrm{ce}}=3 \mathrm{~V}$ and $I_{e}=0.5 \mathrm{~mA}$. The r.m.s. errors of this model were 0.2 dB and $1.8^{\circ}$, and the maximum absolute individual errors were 0.7 dB and $3.8^{\circ}$. The graphs in Figure 7.4 show the $s$ parameters of this model compared with the measured $s$ parameters. The scales of the graphs cover the same absolute ranges as those in the previous chapter. This very accurate model was developed in approximately 2200 c.p.u. seconds on the UMRCC CDC 7600. This time includes the two stages in the development of the model, from the initial model in Figure 7.2, through the first model developed for $V_{c e}=0.5 \mathrm{~V}$, to this final model for $V_{c e}=3 \mathrm{~V}$.

Now, using this latest model as the initial model for the 1E2M with $\mathrm{V}_{\mathrm{ce}}=0.5 \mathrm{~V}$ and $\mathrm{I}_{\mathrm{e}}=0.5 \mathrm{~mA}$, it was found that excellent results were obtained without any further topology changes. Furthermore, it was found that this model, with the element values optimised, also gave good
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Figure 7.2 Initial Model Based on PRL Bias Dependent Model
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Figure 7.3 Final Model for $1 E 2 M$ for $V_{c e}=3 V$ and $I_{e}=0.5 \mathrm{~mA}$
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Figure 7.4a $\mathrm{S}_{11}$ and $\mathrm{S}_{21}$ of Optimised Model for $\mathrm{V}_{\mathrm{ce}}=3 \mathrm{~V}$ and $\mathrm{I}_{\mathrm{e}}=0.5 \mathrm{~mA}$
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Figure 7.4b $S_{12}$ and $S_{22}$ of Optimised Model for $V_{c e}=3 \mathrm{~V}$ and $\mathrm{I}_{\mathrm{e}}=0.5 \mathrm{~mA}$
results for the $3 E 2 M$ with $I_{e}=0.5 \mathrm{~mA}$ and with both of the values of $V_{c e}$. Following this, each of the four new models was used as the initial model for the same transistor and the same value of $V_{c e}$ with the next higher value of $I_{e}$. Excellent results were again obtained without further changes in the topology and in every case the optimisation of the model element values took less than 200 c.p.u. seconds on the Leicester University CDC Cyber 73. Therefore the process was repeated for still higher values of $I_{e}$, until the results indicated that a topology change was necessary to achieve similar accuracy. The values of the objective function for each of the models having the same topology as that shown in Figure 7.3 are given in Table 7.1.

| $I_{e} m A$ | Objective Function, F |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1E2M |  | 3E2M |  |
|  | $\mathrm{V}_{\text {ce }}=0.5 \mathrm{~V}$ | $\mathrm{V}_{\text {ce }}=3 \mathrm{~V}$ | $\mathrm{V}_{\text {ce }}=0.5 \mathrm{~V}$ | $V_{c e}=3 \mathrm{~V}$ |
| 0.5 | $3.33 E+02$ | $4.35 E+02$ | $4.12 \mathrm{E}+02$ | $5.82 \mathrm{E}+02$ |
| 1.0 | $6.62 \mathrm{E}+02$ | $8.94 \mathrm{E}+02$ | $4.04 \mathrm{E}+02$ | $6.96 \mathrm{E}+02$ |
| 2.0 | $6.80 \mathrm{E}+02$ | $1.22 E+03$ | $3.75 \mathrm{E}+02$ | $3.99 \mathrm{E}+02$ |
| 4.0 | $3.80 \mathrm{E}+03$ | $1.65 E+03$ | $3.94 E+02$ | $6.27 E+02$ |
| 8.0 | - | - | $1.46 \mathrm{E}+03$ | $1.11 E+03$ |

Table 7.1. Values of the Objective Function for Optimised Models of the

It was felt that satisfactory accuracy had been obtained at values of $I_{e}$ up to 4 mA for the 1 E 2 M and up to 8 mA for the 3 E 2 M . Although the value of $F=3.80 E+03$ for the $1 E 2 M$ with $V_{c e}=0.5 V$ and $I_{e}=4.0 \mathrm{~mA}$, giving r.m.s. errors of 0.5 dB and $5.4^{\circ}$, was relatively high, it was still considered acceptable since the maximum absolute errors of 1.7 dB and $15.2^{\circ}$ occurred at 2 GHz , the highest frequency, where the moduli of the $s$ parameters ranged from -8.9 dB to -15.28 dB . The effective ranges of $I_{e}$ of
this model for the two types of transistor agree with the suggested smallsignal operating ranges of the devices given earlier. Thus a single accurate model for the small-signal operation of the two similar bipolar transistors covering the frequency range 0.1 GHz to 2.0 GHz had been developed.

Although the modelling process had gone through a number of different stages, this new model was quite similar to the PRL bias dependent model. Looking at the elements in the final model in Figure 7.3 those which have obvious equivalents in the PRL model in Figure 7.2 are $C_{1-2}$, $C_{3-2}$ and $g_{2-5}$. Those having a slightly weaker resemblance to elements in the PRL model are $R_{2-4}, C_{4-5}$ and $R_{5-6}$. The remaining elements: $R_{1-3}$, $R_{1-5}$ and $C_{3-5}$, seem to form a II arrangement where in the PRL model there was a $T$ arrangement. The well-known $T$ - $l$ or star-delta transformation is described by Weinberg 77 and the author suggests that there is the possibility that the $\pi$ arrangement in the final model is a transformation of the $T$ arrangement in the PRL model, with some of the extra elements that would be present by this transformation rendered unnecessary by the optimisation process. Thus, by the $T-\Pi$ transformation, $R_{1 . .3}$ in the new model would be equal to $R_{1-3}+R_{3-4}$ in the PRL model and should also have a series inductor. The $\Pi$ arm between nodes 1 and 5 should consist of a resistor, equal to $R_{1-3}$ in the PRL model, in series with a capacitor, and the $\Pi$ arm between nodes 3 and 5 should consist of a resistor and a capacitor in series. Thus it could be conjectured that in the new model $R_{1-3}$ is equivalent to $R_{1-3}+R_{3-4}$ in the $\operatorname{PRL}$ model, $R_{1-5}$ is equivalent to $R_{1-3}$ in the PRL model and $C_{3-5}$ in the new model is due to $C_{4-6}$ plus some additional capacitance from the $T-\Pi$ transformation.

Having developed the new model, the next step was to examine the variation in the values of the elements in the model with the bias conditions. The results of this exercise are given in the next section. At values of $I_{e}$ greater than 4 mA for the $1 E 2 M$ transistor and

8 mA for the 3E2M, topology changes were indicated. Details of some models developed for these cases are given in Section 7.4.

### 7.2. Examination of the Bias Dependent Elements

Taking each of the model elements in turn, graphs were drawn of the element values against the emitter current. These graphs are shown in Figures 7.5a and 7.5b. In each of these graphs the points are joined by straight lines. The red lines refer to the $1 E 2 M$ transistor and the blue lines to the 3 E 2 M . The solid-colour lines are for $\mathrm{V}_{\text {ce }}=0.5 \mathrm{~V}$ and the dotted-colour lines are for $V_{c e}=3 \mathrm{~V}$. The black dotted lines are the functions that were fitted to these points and will be described later.

These graphs were extremely encouraging as most of the elements showed a distinct pattern of variation with the emitter current and the collector-emitter voltage.

Although the model was different from the PRL bias dependent model, some of the elements in the two models could be compared. The bias relationships in the PRL model involved only $\sqrt{V}_{c e}, V_{c e}$ and $I_{e}$, these being based on theoretical considerations. The author decided to use a curve fitting routine from the NAG library, EO2ADF ${ }^{78}$, to examine the fits obtained to each of the sets of points. First, only the relationships with $I_{e}$ were studied, allowing functions of $\sqrt{I}_{e}, I_{e}, I_{e}^{2}$ and reciprocals thereof. Then the effect of $V_{c e}$ was taken into consideration. The bias dependence of each element is discussed below with reference being made to the model shown in Figure 7.2 for the comparisons with the PRL bias dependent model.
$C_{1-2}$ - This element had a direct equivalent in the PRL model which they suggested was not current dependent, with values of $0.33 / \sqrt{V_{c e}} \mathrm{pF}$ for the $1 E 2 M$ and $0.62 / \sqrt{V}_{c e} \mathrm{pF}$ for the $3 E 2 M$. In the author's model the
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Figure 7.5b Variation of Model Element Values with Emitter Current
value of $C_{1-2}$ appeared to reach a limit where the maximum values obtained in the ranges of $I_{e}$ under consideration were

$$
\begin{array}{llll}
0.47 \mathrm{pF} & \text { for } 1 \mathrm{E} 2 \mathrm{M} \text { at } 0.5 \mathrm{~V} & \text { giving } 0.33 / \sqrt{\mathrm{v}}_{\mathrm{ce}} \mathrm{pF}, \\
0.24 \mathrm{pF} & \text { for } 1 \mathrm{E} 2 \mathrm{M} \text { at } 3 \mathrm{~V} & \text { giving } 0.42 / \sqrt{\mathrm{V}}_{\mathrm{ce}} \mathrm{pF}, \\
& 0.99 \mathrm{pF} \text { for } 3 \mathrm{E} 2 \mathrm{M} \text { at } 0.5 \mathrm{~V} & \text { giving } 0.70 / \sqrt{\mathrm{v}} & \mathrm{ce} \\
\mathrm{pF}
\end{array},
$$

However, the value of $C_{1-2}$ was definitely varying with the value of $I_{e}$ at lower values of $\mathrm{I}_{\mathrm{e}}$. The model was also sufficiently sensitive to the value of $C_{1-2}$ that a $5 \%$ change in the optimum value of $C_{1-2}$ made a significant change in the value of the objective function, F . Thus the functions chosen for $C_{1-2}$ were functions of both $I_{e}$ and $V_{c e}$ as shown in Table 7.2. The black dotted lines on the graphs of $C_{1-2}$ in Figure $7.5 a$ show the function evaluated at the appropriate values of $V_{c e}$ and $I_{e}$.
$g_{2-5}$ - PRL suggested that the value of the current generator should be proportional to $I_{e}$. A further relationship stated by PRL was that $g_{2-5}=\frac{1}{r_{e}}$ where $h_{f e} r_{e}$ was element $R_{4-6}$ in Figure 7.2 and $h_{f e}=50$. It is possible that $R_{4-6}$ in Figure 7.2 could be equivalent to element $\mathrm{R}_{1-5}$ in Figure 7.3. If this were so then $\mathrm{g}_{2-5}$ could be equal to $50 / \mathrm{R}_{1-5}$. Checking the optimised values of $g_{2-5}$ and $R_{1-5}$ led to the conclusion that although this type of relationship was possible, the value of 50 was not quite right. The average values were 44.4 for $1 E 2 M$ and 46.3 for $3 E 2 M$. However, taking these average values with the optimised values of $\mathrm{R}_{1-5}$, the values calculated for $g_{2-5}$ were not sufficiently accurate. Thus the relationship chosen for $g_{2-5}$ was a piecewise linear function dependent only on $I_{e}$. The sudden change in the value of this element for the $3 E 2 M$ at $I_{e}=8 \mathrm{~mA}$ with $\mathrm{V}_{\mathrm{ce}}=0.5 \mathrm{~V}$ was taken as a sign that the device was becoming non-linear. This effect can be seen in several of the model elements and in each case it occurs at the highest value of $I_{e}$ for which an acceptable
value of $F$ had been obtained with $V_{c e}=0.5 \mathrm{~V}$. No attempt was made to model this effect and the fits of the piecewise linear functions chosen can be seen as the black dotted lines on the graphs of $g_{2-5}$ in Figure 7.5a.
$\tau$ - The time constant applied to the current generator in the PRL model was given the independent values of -25 ps for the 1 E 2 M and -26 ps for the 3E2M. It can be seen that the optimised values of $\tau$ in the author's model vary with the emitter current and that the values of $\tau$ for the 1E2M also vary with the collector-emitter voltage. However, as there was no apparent pattern in the variations in the values of $\tau$ and bearing in mind the PRL values for $\tau$, it was decided that constant values should be chosen based on the optimum values at low emitter currents since these were the values when the devices were most certainly in the linear region of operation. The values chosen were therefore - 28 ps for the 1E2M, the emphasis being on the values for the higher voltage, and - 32 ps for the $3 E 2 M$.
$C_{4-5}$ - The function given for the equivalent element in the PRL model was $A / F$ where $A$ took a constant value of $1.12 \mathrm{pF} . \mathrm{V}^{\frac{1}{2}}$ for the $1 E 2 M$ and $1.16 \mathrm{pF} . \mathrm{V}^{\frac{1}{2}}$ for the $3 E 2 \mathrm{M}$ and F was a function of the collector-substrate voltage $V_{c-s u b}$ such that $F=\sqrt{V_{c-s u b}+0.75}$. This element was one where the optimised values changed drastically at high values of emitter current while at lower values the element values were almost constant. Therefore, it was decided that, ignoring the high current effects, an inverse square root function of $\mathrm{V}_{\mathrm{ce}}$ as given in Table 7.2 was appropriate.
$C_{3-5}$ - The optimised values of this element, as with $C_{4-5}$, underwent large changes at higher values of emitter current and again, these effects were not modelled. $\quad C_{3-5}$ could be considered equivalent to element $C_{4-6}$ in the PRL model in Figure 7.2 perhaps with some additional capacitance due to the $T-\Pi$ transformation discussed earlier. $\quad C_{4-6}$ in the PRL model
was dependent on the value of the current generator. Investigating the possibilities of this type of relationship showed that similar smooth curves were obtained for both transistors on plotting the optimised values of $\mathrm{C}_{3-5} / \mathrm{g}_{2-5}$ against emitter current. The function dependent on the value of $g_{2-5}$, given in Table 7.2, was found to give a best fit for this element.
$R_{3-1}$ - This element could be taken as equivalent to $R_{1-3}$ and $R_{3-4}$ in the PRL model in Figure 7.2. These resistors together with $\mathrm{C}_{3-6}$ in Figure 7.2 were used by PRL to model some of the high frequency effects of the transistors and the combined constant values of these two resistors in the PRL model were $66 \Omega$ for the $1 E 2 M$ and $23 \Omega$ for the $3 E 2 M$. In the author's model, $R_{3-1}$ appeared to depend on both $I_{e}$ and $V_{c e}$ as can be seen from the graphs in Figure 7.5b. The maximum values this element attained for the $1 E 2 M$ were $54 \Omega$ with $V_{c e}=0.5 \mathrm{~V}$ and $56 \Omega$ with $V_{c e}=3 V$ and for the $3 E 2 M$ were $22 \Omega$ with $V_{c e}=0.5 \mathrm{~V}$ and $26 \Omega$ with $\mathrm{V}_{c e}=3 \mathrm{~V}$. These values were quite similar to the constant values used in the PRL model. However the sensitivity of the model to the value of $R_{3-1}$ meant that the effect of changing current was significant. Therefore, it was decided that both the current and voltage effects should be included. The effect of increasing voltage appeared to be to increase the value of $\mathrm{R}_{3-1}$ by a constant amount over the entire range of $\mathrm{I}_{\mathrm{e}}$ plotted in Figure 7.5b. The function developed for this element is given in Table 7.2.
$\mathrm{R}_{4-2}$ - The equivalent element in the PRL model was given constant values of $209 \Omega$ for the $1 E 2 M$ and $185 \Omega$ for the $3 E 2 M$. It was felt that constant values were the most appropriate and the values chosen by the author were $189 \Omega$ for the $1 E 2 M$ and $145 \Omega$ for the $3 E 2 M$. It can be seen from the graphs in Figure 7.5 b that these values were based on the optimised values of this element at $\mathrm{I}_{\mathrm{e}}=0.5 \mathrm{~mA}$.
$\mathrm{R}_{1-5}$ - This element has already been mentioned during the discussion of $g_{2-5^{\prime}}$ No relationship between these two elements was discovered. It was also decided that there was no dependence on $V_{c e}$ exhibited by $R_{1-5}$. Functions of $I_{e}$ were therefore fitted to the average element values for the two values of $V_{c e}$ for each transistor. The functions giving the best fit are given in Table 7.2 and are plotted in Figure 7.5b.
$R_{0-5}$ - This element could be equivalent to $R_{0-8}$ in the PRL model in Figure 7.2. PRL gave $R_{0-8}$ constant values of $1.1 \Omega$ for the $1 E 2 M$ and $0.8 \Omega$ for the $3 E 2 M$. These values did not agree with the values of $R_{0-5}$ in the author's model. This element appeared to depend on $I_{e}$ particularly for the $1 E 2 M$ for which the value of $R_{0-5}$ at $I_{e}=0.5 \mathrm{~mA}$ was as high as $18 \Omega$, reducing to $4 \Omega$ at $I_{e}=2 \mathrm{~mA}$. Functions of $I_{e}$ were therefore developed for this element.
$C_{2-3}$ - In the PRL model, the equivalent element, $C_{4-5}$, was defined as a function of the voltage between nodes 5 and 8 in Figure 7.2. This voltage was calculated as $\left(V_{c e}-I_{e} \cdot R_{2-5}\right)$. In the author's model there is no element equivalent to PRL's $R_{2-5}$. However, the optimised values of $\mathrm{C}_{2-3}$ seemed to depend on both $\mathrm{I}_{\mathrm{e}}$ and $\mathrm{V}_{c e}$. Fitting functions to the element values proved difficult because the element values at $V_{c e}=3 \mathrm{~V}$ became zero. The final compromise was to fit a function of $I_{e}$ to the element values for $V_{c e}=0.5 \mathrm{~V}$ first and then to modify this function as necessary for the higher value of $\mathrm{V}_{c e}$. The final complicated function given in Table 7.2 is not entirely satisfactory and the fits obtained using the function are shown in Figure $7.5 b$. It can be seen that the values with $V_{c e}=0.5 \mathrm{~V}$ are considerably more accurate than those with $V_{c e}=3 \mathrm{~V}$. Fortunately, the model was not highly sensitive to these low values of $C_{2-3}$.

| Element | Bias Dependent Value of Element ( $\mathrm{I}_{\mathrm{e}}$ in $\mathrm{mA}, \mathrm{V}_{\mathrm{ce}}$ in V ) | $\begin{aligned} & \text { Constants } \\ & \text { for } \\ & \text { 1E2M } \end{aligned}$ | $\begin{gathered} \text { Constants } \\ \text { for } \\ \text { 3E2M } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{C}_{1-2}$. nF. | $\left[1+\frac{\left(A+\frac{B}{I_{e}}\right)}{\sqrt{V_{c e}}}\right] \cdot 10^{-4}$ | $\begin{aligned} & A=2.84 \\ & B=-1.12 \end{aligned}$ | $\begin{aligned} & A=6.22 \\ & B=-1.81 \end{aligned}$ |
| $\begin{gathered} g_{2-5} \\ s \end{gathered}$ | $\left(A+B \cdot I_{e}\right) \cdot 10^{-2}$ | $\left.\begin{array}{l} A=-1.12 \\ B=7.21 \\ A=3.4 \\ B=3.0 \end{array}\right\} I_{e} \leqslant 1 \mathrm{~mA}$ | $\left.\begin{array}{rl} A & =-0.47 \\ B & =4.64 \\ A & =1.5 \\ B & =3.0 \end{array}\right\} I_{e} \leq 1 \mathrm{~mA}$ |
| $\tau \mathrm{ns}$ | A | $A=-0.028$ | $A=-0.032$ |
| $\mathrm{C}_{4-5}$ nF | $\left(A+\frac{1}{1+\sqrt{V_{c e}}}\right) \cdot 10^{-3}$ | $A=0.54$ | $A=0.34$ |
| $\begin{gathered} \mathrm{C}_{3-5} \\ \mathrm{nF} \end{gathered}$ | $\left(A+\frac{B}{I_{e}}\right) \cdot g_{2-5}$ | $\begin{aligned} & A=0.024 \\ & B=0.018 \end{aligned}$ | $\begin{aligned} & A=0.024 \\ & B=0.055 \end{aligned}$ |
| $\begin{gathered} \mathrm{R}_{3-1} \\ \Omega \end{gathered}$ | $\mathrm{A}-\frac{\mathrm{B}}{1+\mathrm{I}_{\mathrm{e}}}+\mathrm{C} \cdot \mathrm{V}_{\mathrm{ce}}$ | $\begin{aligned} & A=62.9 \\ & B=43.1 \\ & C=1.7 \end{aligned}$ | $\begin{aligned} & A=22.9 \\ & B=17.2 \\ & C=1.2 \end{aligned}$ |
| $\mathrm{R}_{4-2}$ $\Omega$ | A | $A=189$ | $A=145$ |
| $\mathrm{R}_{1-5}$ | $\frac{1}{A+B \cdot I_{e}} \cdot 10^{5}$ | $\begin{aligned} & A=8.385 \\ & B=108.32 \end{aligned}$ | $\begin{aligned} & A=7.371 \\ & B=76.19 \end{aligned}$ |
| $\begin{gathered} \mathrm{R}_{6-5} \\ \Omega \end{gathered}$ | $A+\frac{B}{C}$ | $\begin{aligned} A & =1.0 \\ B & =8.0 \end{aligned}$ | $\begin{aligned} A & =0.1 \\ B & =0.8 \end{aligned}$ |
| $\mathrm{C}_{2-3}$ nF | $\left(\frac{A}{\sqrt{V_{c e}}}+\frac{B}{I_{e} \cdot V_{c e}}\right) 10^{-5}$ | $\begin{aligned} & A=3.27 \\ & B=5.95 \end{aligned}$ | $\begin{aligned} A & =8.2 \\ B & =9.7 \end{aligned}$ |

Table 7.2. Bias Dependent Relationships for the Model in Figure 6.3

### 7.3. Resultant Bias Dependent Model

The effect of the different bias conditions on the values of the model elements was discussed in Section 7.2 and functions were developed for each of the elements. This exercise could be seen as a feasibility study for the determination of the effects of different bias conditions using optimised models of transistors. Although the effects of different emitter currents on the model element values could generally be seen, the number of values of collector-emitter voltage, $V_{c e}$, for which data was provided was too small to give confidence in the proposed functions of $V_{c e}$. However, a bias dependent model had been developed.

It was known that some of the functions would not give the optimised values of certain elements for $V_{c e}=0.5 \mathrm{~V}$ when $I_{e}$ was greater than 2 mA for the $1 E 2 M$ and greater than 4 mA for the $3 E 2 M$. As a check on the effectiveness of the new bias dependent model, graphs were drawn of the calculated and measured values of the modulus of $s_{21}$ at 1 GHz against emitter current. These graphs are shown in Figure 7.6. As expected they show that the model is accurate for values of modulus $s_{21}$ up to its peak value. This appears to be slightly better than the PRL model which, in the paper by Slatter ${ }^{17}$, is shown to lose accuracy for the 3E2M before the peak value of modulus $s_{21}$ is reached. Graphs of the $s$ parameters calculated using the author's bias dependent model, together with the measured $s$ parameters, against frequency are shown in Figures 7.7 and 7.8 for the $1 E 2 M$ and $3 E 2 M$ respectively, at the arbitrary bias values of $V_{c e}=3 \mathrm{~V}$ and $I_{e}=2 \mathrm{~mA}$. Looking at these graphs the author has some doubts about the accuracy of the measurements of $s_{12}$ for the 1E2M. However, the graphs show good agreement between the measured and calculated values of all the $s$ parameters and would appear to offer an improvement on those shown by Slatter ${ }^{17}$, especially as the agreement continues up to a frequency of 2 GHz while Slatter's model was only valid
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Figure 7.6 Modulus $\mathrm{S}_{21}$ at 1 GHz for the Bias Dependent Model
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Figure $7.7 \mathrm{a} \quad \mathrm{S}_{11}$ and $\mathrm{S}_{21}$ for 1 E 2 M for $\mathrm{V}_{\mathrm{ce}}=3 \mathrm{~V}$ and $\mathrm{I}_{\mathrm{e}}=2 \mathrm{~mA}$
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Figure $7.7 \mathrm{~b} \mathrm{~S}_{12}$ and $\mathrm{S}_{22}$ for 1 E 2 M for $\mathrm{V}_{\mathrm{ce}}=3 \mathrm{~V}$ and $\mathrm{I}_{\mathrm{e}}=2 \mathrm{~mA}$
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Figure 7.8a $S_{11}$ and $S_{21}$ for $3 E 2 M$ for $V_{c e}=3 \mathrm{~V}$ and $I_{e}=2 \mathrm{~mA}$
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Figure 7.8b $S_{12}$ and $S_{22}$ for $3 E 2 M$ for $V_{c e}=3 \mathrm{~V}$ and $\mathrm{I}_{\mathrm{e}}=2 \mathrm{~mA}$
up to 1 GHz .
The conclusions drawn from this were that accurate bias dependent models could be developed using the author's modelling algorithm and that it was possible to develop quite simple functions describing the dependence of the model elements on the bias conditions. Although some theoretical indications of likely relationships could be useful, they were not absolutely necessary. Examination of the variation of the model element values at different bias conditions could indicate the possible forms the function could take. Then the use of a curve fitting technique with a number of different functions of the bias variables could assist in the final choice of the most suitable function.

### 7.4. Models for High Emitter Currents

After the bias dependent model for the linear region of operation had been successfully developed, attempts were made to develop models for the transistors at the highest values of emitter current for which data was provided.

For each transistor, using the $s$ parameter data at the highest values of $I_{e}$ given and with both values of $V_{c e}$ given, the initial model used was the appropriate optimised model for $I_{e}=4 \mathrm{~mA}$ or $I_{e}=8 \mathrm{~mA}$ from the earlier work. Applying the modelling algorithm to these four cases produced four different models. However, re-optimising each of these four models for each of the four cases, one of the models proved to be the most effective with $V_{c e}=0.5 \mathrm{~V}$ and $I_{e}=10 \mathrm{~mA}$ and 28 mA for the 1E2M and 3E2M respectively, while another model was the most effective for both transistors with $V_{c e}=3 \mathrm{~V}$ and their respective highest values of $I_{e}$. These models are shown in Figure 7.9. The value of the objective function in each case was less than $4.3 . E+03$ and the maximum absolute individual errors were 1.5 dB and $12^{\circ}$. The models were again effective
b


No. of nodes $=$ ?
No. of elements $=11$
Node 1-Base
Node 2 - Collector Node 0 - Emitter

1E2M 0.5 U 10mR
$F=4.26 E+03$
$9(6-5)=.1 .80 E-015$
( $T=-1.07 E-81 \mathrm{~ns}$ )
(U across nodes ${ }_{5}^{3}$ )
$C(3-5)=6.40 E-82 n F$
$R(3-1)=3.61 E+81 \mathrm{ohm}$ $R(4-6)=1.92 E+01 \mathrm{ohm}$ $L(\theta-5)=1.13 E+\theta 0 n H$ $C(1-4)=1.18 E-03 n F$ $C(3-4)=4.80 \mathrm{E} \cdot 03 \mathrm{nF}$ $C(1-5)=6.96 E-04 \mathrm{nF}$ $C(6-8)=1.30[-03 \mathrm{nF}$ $R(1-5)=1.33 E+02$ ohm $R(2-6)=1.73 E+01$ ohm

3E2M 0.SU 27mA
$F=1.55 E+03$
$9(6-5)=4.97 \mathrm{E}-01 \mathrm{~S}$
( $T=-3.29 E-02 \mathrm{~ns}$ )
( 4 across nades ${ }^{5}$ )
$C(3-5)=1.20 E-01 \mathrm{nF}$
$R(3-1)=.1.36 E+21 \mathrm{ohm}$
$R(4-6)=2.36 \mathrm{E}+00 \mathrm{ohm}$
$!(0-5)=5.10 E \cdot 01 \mathrm{nH}$
$C(1-4)=3.26 E-03 \mathrm{nF}$ $C(3-4)=9.24 \mathrm{~F} \cdot-23 \mathrm{nF}$ $C(1-5)=4.23 E \cdots 23 \mathrm{nF}$ $C(6-0)=1.92 E \cdot 03 \mathrm{nF}$ $R(1-5)=4.62 E+01 \mathrm{ohm}$ $R(2-6)=1 . \mid 5 E+01$ ohm


No. of nodes :- 6
No. of elenents $=12$
Node 1 - Base
Node 2 - Collector
Node a - Emitter

IE2M 3.0U 10mA
$F=i .25 E+23$

3E2M 3.2U 27mA
$F=1.42 E+83$
$9(2-8)=4.54 E-815$ ( $T=-3.21 E-02 n 3$ ( 4 across nodes ${ }^{3}$ )
C $(4-8)=3.16 E-83 \mathrm{nF}$
$C(3.8)=3.97 F-82 \mathrm{nF}$
$R(3-5)=2 . \dot{c} 8 E+210 \mathrm{hm}$
$R(4-2)=2.10 \mathrm{E}+02 \mathrm{ohm}$
$P(5-8)=5.57 E+81 \quad \mathrm{hm}$
$C(5-3)=2.55 E-03 \mathrm{nF}$
$p(S-4)=1.47 E+24$ ohm
$C(2-8)=1.53 E-24 n^{2}$
$-(1-5)=9.2 a \Sigma-81 \mathrm{nH}$
$\bar{c}(1-2)=5.15 E-84 n E$
C(1-3): 9.22E-84 nF

Figure 7.9 Models for High Emitter Currents

* MEASUREMENTS
* NEW MODEL


MOD DE S21 $1 \mathrm{E} 2 \mathrm{M} \quad 3 \mathrm{~V} \quad 10 \mathrm{~mA}$


up to 2 GHz and graphs of modulus $\mathrm{s}_{21}$ against frequency for each case are shown in Figure 7.10.

The author found this result interesting as it seems to confirm the similarity of the two transistors. The effect of the extra emitter stripes in the 3E2M would appear to enable the transistor to operate in a similar manner to the 1 E 2 M at higher emitter currents for the same values of collector-emitter voltages. The fact that there were different models at the two values of collector-emitter voltage demonstrates that there are major effects on changing $V_{c e}$ in this region of operation of the transistors.

## CHAPTER 8

CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK

In Chapter 2, the standard models for bipolar transistors were described together with methods by which the values of the elements in a model of any particular device could be determined. Where the model chosen gives adequate accuracy there are no problems. However, the author felt that there was insufficient guidance on the choice of alternative models and on the determination of their element values.

Chapters 3 and 4 provided some background information relevant to the author's modelling algorithm which was developed for those cases where a suitable model of a particular device was not readily available. Chapter 3 described transistor parameter measurcments and gave details of how models could be analysed in order to compare their performance with a device for which parameter measurements were available. Chapter 4 then described a number of methods of numerical optimisation.

The development of the author's modelling algorithm was described in Chapter 5. The algorithm started as one to optimise the element values of particular models in order to reduce the errors between the $s$ parameter measurements of a transistor and the $s$ parameters of the model. From this, techniques were developed whereby, if necessary, the topology of the model could also be optimised. The development of a model for a lateral p-n-p transistor was used to illustrate the development of the algorithm. Then, after a complete description of the modelling algorithm, details were given of the development of a model for the lateral p-n-p transistor using the final version of the modelling algorithm.

As a further demonstration of the efficacy of the modelling algorithm, in Chapter 6 details were given of the models produced for a vertical $n-p-n$ transistor in each of common base, common emitter and
common collector configurations. The models produced were highly accurate, but attempts to produce a single general model for all three configurations was not so successful. This was mainly because of the size of the problem and the computing time required.

The final example of use of the modelling algorithm was in Chapter 7, which described the development of a bias dependent model of two similar bipolar transistors. The modelling algorithm was first used to develop a suitable model and then to optimise the element values of the model for different bias conditions of the transistors. Using these optimised element values as a guide, suitable expressions for the model elements as functions of the bias conditions were suggested by the author.

The modelling algorithm was developed with the main aim of producing accurate models of particular transistors. The emphasis, therefore, was on the achievement of results rather than on producing a small, fast computer program. The author's view is that computers are ever becoming faster and larger; therefore, although computer programs should be written efficiently, they should not take short-cuts that could cause the failure to find a solution to a particular problem. However, the development of the general model for the vertical $n-p-n$ transistor demonstrated that, with the facilities available to the author, some sacrifices of accuracy might be necessary in order to achieve satisfactory models for some large problems. However, these sacrifices might not have a detrimental effect on the efficacy of the modelling algorithm and tests could be conducted to check the effect of a number of ways in which the modelling algorithm could be made faster. These include
(i) the use of single precision arithmetic in the analysis of the models,
(ii) the use of forward differences in the calculation of the approximation to the Jacobian matrix.

The use of a smaller increment in the calculation of the approximation to the Jacobian matrix could improve the accuracy of this calculation. This could offset the loss of accuracy due to (ii) above, and would not cause any increase in the required computing time.

In Stage 2 of the modelling algorithm, the author decided that each successful addition should remain in the model. One effect of this was that sometimes elements were added and then removed again during the addition of a different element. Cases have been seen where a particular element is added and removed several times. There are two alternative techniques that the author considers would be worth evaluating.

The first of these would be to test each possible addition and to select only the best of these. Then a suitable technique for further additions in Stage 2 could be, either, to attempt to add the remaining successful elements, one at a time, in order of effectiveness, or, to reevaluate all the possible additions, taking only the best again. The former suggestion for further additions might seem to be the most efficient method, but changing a model by the addition of only one element could cause such differences that elements which could be successfully added prior to the change, could no longer be inserted.

A second, alternative technique for Stage 2 could be to evaluate each possible element addition and then to insert all the successful additions together at their optimum values. The model could then be re-optimised in a similar manner to Stage 1 so that any elements that were not necessary could be removed. In this way a number of element additions might be achieved in one operation.

For large problems such as the general model of the vertical $n-p-n$ transistor, even these suggestions might not reduce the required computing
time sufficiently. Therefore, in view of the large amount of data available for that particular problem, as suggested in Chapter 6, it might be feasible to use only part of the available data.

In the development of the bias dependent model described in Chapter 7, the modelling algorithm was used to calculate the optimum element values at each of the different bias conditions. Instead of choosing the constant values in the rather arbitrary manner used by the author it might be possible to use an optimisation technique both to choose which elements should take constant values and to ascertain their optimum values. This would, like the general model of the vertical n-p-n transistor, create a very large scale optimisation problem and it might be necessary to use only a selection of the available $S$ parameter data.

After the constant element values have been ascertained, more accurate functions for the bias dependent elements might be obtained if the models are then re-optimised with the constant element values fixed.

The development of bias dependent models valid beyond the linear region of operation could be possible using the author's modelling algorithm. The author's approach to this problem would be to develop new models for progressively higher values of $I_{e}$ and $V_{c e}$. Hopefully the topology of the models would only change slowly and these changes could, perhaps, be incorporated into the models by the use of mathematical functions which would allow, for example, the gradual reduction of a resistor to zero, after which it would remain as a short-circuit. Alternatively, elements or groups of elements could be made part of the model under certain bias conditions by the use of diodes in much the same way as in the Ebers Moll models described in Chapter 2.

It is the author's opinion that the aims of the research stated in the Introduction have been achieved. A modelling algorithm has been
developed which will optimise model element values and topologies in order to produce accurate models of bipolar transistors using the $s$ parameter measurements of the devices. The effectiveness of this algorithm has been demonstrated by the modelling of several different transistors. Although suggested model topologies were provided for these cases, the author feels that an initial model based on the modified hybrid pi model described in Section 2.2 .2 would be suitable for the modelling of most bipolar transistors. The author has also shown that the modelling algorithm can be used in the development of bias dependent models. A model for the linear region of operation of two similar bipolar transistors using simple functions for the bias dependent elements was developed by the author.

It was hoped that this research might indicate how the standard models of bipolar transistors could be improved especially at high frequencies. Although a number of different accurate models have been described here, the author is of the opinion that a much larger selection of devices must be modelled before any conclusions can be drawn concerning the general applicability of the non-standard elements. However, by the development of the new modelling algorithm, the author has provided a means by which this can now be achieved.

## APPENDIX 1

S PARAMETER DATA PROVIDED BY PHILIPS RESEARCH LABORATORIES
S - Parameter Data - Lateral pnp in Common Emitter at 0.1 mA

| freq MHz | Sinput |  | Sreverse |  | Sforward |  | Soutput |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | dB | degrees | dB | degrees | dB | degrees | dB | degrees |
| 0.5 | - 0.1 | - 1.4 | N.M. | N.M. | - 12.5 | 178.1 | 0.0 | - 0.2 |
| 2.0 | $-0.2$ | - 5.4 | - 64.7 | 88.7 | - 12.5 | 169.9 | 0.0 | $-0.3$ |
| 5.0 | - 0.4 | - 11.2 | - 57.2 | 84.0 | - 12.8 | 155.0 | 0.0 | $-0.5$ |
| 10.0 | - 1.2 | - 19.4 | - 52.0 | 76.3 | - 14.0 | 132.9 | 0.0 | - 0.9 |

N.M. $=$ Not measurable


Author's Note
$Z_{0}=50$ ohms
Frequency in 1 MHz
Original Form of Data for Vertical N-P-N Transistor in Common Base Configuration


| frequency | S11 |  | S12 |  | S21 |  | 522 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{MOD}_{0}^{100}$ | Priase UEG | $\begin{aligned} & \text { KOn } \\ & \text { Dn } \end{aligned}$ | $P!I A S E$ <br> [EL. | $\begin{aligned} & \text { Mob } \\ & \text { Bion } \end{aligned}$ | phase MES | $\begin{aligned} & \text { fund } \\ & \text { uis } \end{aligned}$ | $\begin{aligned} & \text { PHASE } \\ & \text { DEG } \end{aligned}$ |
|  |  |  | -11.97 | ל8. 30 |  | -22.110 | -10.63 | 50 |
| -15 | -1.73 | - 20.70 | - 1109043 | 46.40 | -1.14 | -24.40 | -n.tn | 53.20 |
| $\because 20$ | -2.17 | - 34.30 | -7.09 | 34.30 | -2.18 | - 54.00 | -7.44 | 98.04 |
|  | -2.81 | -39.00 | -6.40 | 29.70 | -3.15 | -36.40 | - -2.44 | 26.90 |
| 9 | -3.30 | -42.00 | -0.38 | 23.30 | -3.84 | -37. ${ }^{-36}$ | -0.n1 | 1.3.30 |
| 0.40 | -4.41 | -4 -5.30 | -5.40 | 2く.0u | - 4.43 | - $3 \mathrm{HC.4U}$ | -6. 0.90 | -7.0u |
| - 50 | -5.20 | $\begin{aligned} & -5 j .10 \\ & -63.20 \end{aligned}$ | -5:044 | -i:0u | -5.45 | -4u0? | -0.30 | -7.50 |
| - 79 | -0.04 | -13.c6 | -4.73 | -10.30 | -0.11 | -430nio | -0.01 | - 51.60 |
| - | -7.14 | $-84.30$ | -4.47 | - 23.50 | -6.43 | -51.10 | -7.us | -44.00 |
| - 90 | -7.58 -8.13 | -40.70 -114.10 | -5.42 -6.45 | - 35.43 .90 | -7.782 | -37.5u -0590 | -7.64 -8.54 | -58.00 |
| 1 | -8 | -114.10 |  |  |  |  |  |  |

s parameteirs of vertical inpn transistor in cummon emitter configuiration

| FREDUEPCY | S11 |  | 512 |  | S21 |  | s2? |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GHZ | $\begin{aligned} & \mathrm{NOO} \\ & \mathrm{OB} \end{aligned}$ | $\begin{aligned} & \text { YHASE } \end{aligned}$ | $\ddot{O B}_{0}$ | $\begin{aligned} & \text { PHASE } \\ & \text { DEG } \end{aligned}$ | $\begin{aligned} & \text { MOD } \\ & \text { UO } \end{aligned}$ | $\begin{aligned} & \text { PWASE } \\ & \text { DEGE } \end{aligned}$ | $\begin{aligned} & 100 \\ & 0 n \end{aligned}$ | $\begin{gathered} \text { PHASE } \\ \text { UEG } \end{gathered}$ |
|  |  | -29.80 | -36.48 | 67.20 | 4.19 | 124.40 | -. 17 | -9.00 |
| 15 | -3.27 | - 50.00 | - 34.42 | 64.40 | 2.35 | 1070 | -.35 | -13.10 |
| -10 | -4.75 | -43.170 | - 33.15 | 61.30 | -6, | 45.30 | -.jo | -10.40 |
| -25 | -5.75 -6.54 | -47.70 -50.90 | -32.04 -31.37 | 59.50 00.50 | - 2.79 | 47.80 77.00 | -0.12 | -19.50 $-22.00 ~$ |
| - 40 | -1.90 | -5n:20 | - 30.40 | bobis | -4.10 | 62:4 4 | - ${ }^{\text {cl }}$ | - 21.10 |
| -50 | -0.14 | -05.80 | -30.75 | 61.40 | -5.88 | 49.50 | -.67 | -35.90 |
| - 00 | -10.37 | -74.70 | - 31.70 | 71.70 | -7.43 | 36.0u | -1.088 | -4.4.40 |
| $\begin{array}{r}.70 \\ -80 \\ \hline 80\end{array}$ | -12.34 | -84.50 | - 3.50 .46 | $12 \mathrm{H}^{\circ}>0$ | 11.54 | 12.90 | -1:72 | -54:90 |
|  | -12.46 | -105.80 | -25.14 | 140.40 | $17: 52$ | 1:uv | -1.24 | -77.00 |
| . 00 | -150く3 | -120.20 | -19.66 | 1buedu | 21.83 | -5.60 | -3.24 | -40.70 |

s PARAMETERS OF VERTICAL INPN TRANSISTOR IN COMMUN BASE CONFIGIJRATION


| UCLTE＝ | IEEMI ER．ITTEF：EMITTEF MITHE E MIGFGM： CL．F．EEMT PAI＝ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FFEC |  |  |  | 12 |  |  |  |  |
| $100.500$ | －ET | －E． | －E5． 54 | EE． 7 | نقـ . | 1EE.E | －． 61 |  |
| 150.000 | －E゙ | －11． | －-6.5 | E®． | 4 | 1F\％ | －．${ }^{-11}$ | －E．E |
| EcGergut | －－－ | －16． | －E－E | \％ | $\therefore 14$ | 15 | －． | －12．tis |
| CEE60 6 | －1．8i | E，E | －-1.50 | \％－8 | 三－EM | 1－8． | －． | －1：9 |
| 56 | －1．-1 | こご・80 | － －$^{\text {¢ }}$ | E－ 6 | ¢ ¢ | $16 \%$ | －1．E¢ | －E． 1 |
| EUE．0EG | －1． $\mathrm{E}_{0}$ | OE． 1 | －1¢0\％ | －600 | ¢． | － | －$-6 \cdot{ }_{-}$ | O－ |
| 760.060 | － | E1E． | －15．57 | 5 | E．j | －E41． | － | －160 |
| Ccabe | －玉． | 311.4 | －15．6゙ | E1．7 | 1．c．6 | －غ゙も口 | －2．${ }^{\text {cos }}$ | Sers |
| 986.806 | － | E6t． | －1c．E | aE．E | 1.6 | 104．3 | －20\％ | 西家 |
|  | －4．17 | S61． | －1c．05 | 4E．E | －-1 | 9E． | －4．0E | －És |
| 1400.605 | －5．Eb | 天\％\％ | －1E． | ※ヲ・シ | －． 11 | E\％ | －- － | －こ． |
| 1680.006 | －5．49 | ごこ． | －1E．EE | －8ご． | －1．50 | －EEく．4 | －5． | O゙5 |
| $1 E C O$ GEM | $-7.01$ | Er9． | －1E．E゙5 | ご，E | －1．82 | Eヒ． | －E．Ė | OLE． |
| 1Gg9．9ぎ | －8． 15 | 263．4 | －1E． 0 | 51.7 | － C .40 | ES． | －6． |  |

EOTH MMEMEF： 1 CTE
SEFiN LEFII Fill IECLfTEI FAIFS U＝UEE I＝IE EFFFFMETEFE IH IIEIEG

WCLTSEFE
165．bitu
155.500

EEC． 01601
EER． cta $4 \mathrm{EG} . \mathrm{BEO}$
Ecce． 640 E 06.060 Fen．ued
 F04． 06
 1ECU．EAT $1+8.9 .060$
16EM．ER
1860． $1=9 \% .3$

## ． 5

| $-.71$ |
| :---: |
| －．91 |
| －1．1E |
| －1．78 |
| －E．ご |
| －E． |
| －E．E． |
| － |
| －5．30 |
| －5． 5 |
| －${ }^{-10}$ |
| －7． |
| －8．E？ |
| －-4 |
| －10．12 |
| 11 |

E11

1EEMII＇EMITTEF：EMITTEF．HIITH \＆MICF．OMIS CLFFEHT MFI＝ 1
－EG．EG E4．E
－EE．4E FT．E

|  |  | ECく |  |
| :---: | :---: | :---: | :---: |
| ． 8 | 1®E， | －．Eict |  |
| M． 5 | 150.1 | ご |  |
| E．E5 | 151．E | －．E゙く |  |
| $\stackrel{5}{\square} 5$ | 141.6 | －1．Eも | － |
| C．79 | 1\％1． | －1． |  |
| －6．9 | 1ごった | － | \％ |
| $\because$－\％ | ージぎ， | －6．E号 |  |
| E．E日 | －EミE．E | －E． |  |
| E．E．E | 102． | －－－－ | － |
| E． E | ¢6． | －4． |  |
| － | －\％ | －5． |  |
| ジ・ジ心 | ES．b | － |  |
| E．er | アモ゚\％ | －-1 |  |
| 1．E1 | －ジァ．こ | －-4 |  |
| ． 71 | ET． 1 | －$\overline{\text { Fei }}$ | 6ios |
| － 8 E | Eども | －E．11 |  |

$S$ parameters of $1 E 2 M$ and $3 E 2 M$ transistors as a function of frequency and bias．

SEFIM LEF：I FPil TEOLRTEI FFIFE
EVTH PICNEAEEF：d：CE


．

| E11 |  |
| :---: | :---: |
| －1． | －E5． |
| －E．EG | －-1 |
| －\％¢ ¢ | － |
| －4．7¢ | －5E． |
| －¢0\％ | E゙G4．5 |
| －- cie | 玉心\％ |
| －5． | E®1．E |
| －\％ | ご它安 |
| －10． 50 | こどうご |
| －11．EEF | EEc．e |
| －1玉．6\％ | 206． |
| －1E．4\％ | E5以． |
| －1ご．Ec | 245 |
| －1\％．6．1 | ござ． |
| －14．Es | 287． |
| －14．48 | ごもく |

    CLFFEIT \(\mathrm{HFH}=\)
    | Eご1 |  | ミご |  |
| :---: | :---: | :---: | :---: |
| 14．ご | 15心．7 | －．E．4 |  |
| 12．5 | 14E． | －1．11 |  |
| 1E．： | 13c． | －1．71 | ， |
| 11.17 | 1 EG .5 | －E．E8 | E |
| 5.54 | 116.7 | － | －G． |
| E．ET | 1¢き， | －4． $0 \cdot 6$ |  |
| －． 63 | －EEで， | －5\％ | EEre |
| E．E1 | －E¢E． 3 | －5． 30 | ごこ．6 |
| 4.69 | \％\％E | －E．es | Fご． |
| 4.11 | Eこ． 1 | －6． 5 | ERG |
| 2.16 | 79.20 | －7．EE | $-48.4$ |
| 1.65 | 7こ． 5 | － 7.6 | －4d |
| E | 6E．E | －7．ES | 315 |
| ． 41 | －غ゙g | －\％．40 | 31き， |
| －． 5 | 59.1 | －8．E3 | ミ11．E |
| 1.71 | 55.4 | －8． 78 | －1． |

EUTh MOUEMSEF 1975
EEFIM LEAI F．Ti IEOLATEI FFIFS


## VOLTE：$=$

1616.614

159． 9 kg
EGC．Gema
sed． 0 nd
cerg．0ers
$56 \mathrm{Ca} . \mathrm{E} 4$
EEG． EEG
7 Cb .0 BH
EGE． 6 Ga
Scer 004
1EES． 16 1eckeral 106E．E0 1emarably 1： 00.00 1GG．gc：
.5

## sil sil

$-5$.
$-11.19$
$-15.57$
-1.66
-14.6
$-10.99$

$-15 \cdot 16$
-17.6
-16.0
$-15.81$
$-15 . ?$

1EÃMI EMITTEF：EMITTER WIITH 2 MICFOMIS
1EÃMI EMITEF：EMITTER WIITH 2 HICFOMIS
1EÃMI EMITTEF：EMITTER MIITH 2 MICFOMIS
－E． 4
－75．
－6．． 9
Es． 1
EEE．
247． 1
E41．
Eอร．
EzB．
Esc．
EEE．
21．6．
$-a s \in 1 z$
－ET．GE +6.4
－ET．E4
－
－65．E：
－E4．is
－E． 16
－ $\mathrm{E} . \mathrm{C}=1$
－ 0.9 .4
－1 3.35
－15．05
-16.95
-10.40
-15.47
$-14.9 \approx$

| 1－Ša |  | ミく2 |  |
| :---: | :---: | :---: | :---: |
| 12.69 | 126.5 |  |  |
| 16.00 | 168.2 | －4．48 | －E2 |
| E．86 | 156 | －5．14 |  |
| 4.76 | 91.0 | －5．80 | － |
| 2．36 | 63．6 | －6．E\％ | －E5 |
| ． 6 | 78．4 | －E．Ė |  |
| \％ | －EE5．T | －6．91 | \％ |
| －c． 16 | －E์g．E | －7．E\％ | ¢ |
| －-0.4 | Er．${ }^{1}$ | －7．7s | Es？ |
| －c． 615 | E®．E | －r．eg | － |
| －5．66 | E．1．E | －8．ev | － |
| －6．19 | 5t． 1 | －E．er | －d．t． |
| －8．10 | $5 \%$ | －8．3\％ | 21． |
| －E．48 | －scic． 3 | －8．es | \％ 0 |
| － 8.65 | $4{ }^{4} \cdot 8$ | －8．75 |  |
| －¢．ET | 45.5 | －11 | －ero |

EGTH HOU．EILEF ！GTE



| リロだだ FFEC： | 511 |  | 1 EIITTEF：EMITTEF WIITH こ MICFPAG） |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 160．EEC | $-10 \cdot 6$ | －90． 7 | －EE．E4 | ES．E | 1¢．ゼ心 | 16E． | －5． | E1． |
| 1 Ec．erg | －12．ES | $-115 . E$ | －غて． | E5．E | 1－5．4 | G4． | －E．0 | 1.3 |
| E66． 68 | －16．天 | E8． | － 6 － | E．E | 5.15 | E\％．E | －E．0．ES | － |
| E6G．060 | －14．48 | ごも．1 | －E¢． 5 | EG．G | 1.75 | 77.7 | －7．14 | － |
| 486.1040 | －14．ET | E19．5 | －E4． | 46.7 | －． | 76.61 | －7．65 |  |
| 5661.614 | －15．E | E1E．E | －玉̇E | 56.6 | －8． | $E \mathrm{E}$ | －7．96 |  |
| EEIE， 160 | －15031 | E16．${ }^{\text {c }}$ | －ci．ec | － 80.8 | －4．EE | 81.5 | －8．15 | 此以家 |
| －06． 06 | －15．14 | 269． | － 21. | EE．E | －5．テご | E心． | －8．E．E |  |
| EACI． 615 | －15． | E63． | － C | EE．E | －-11 | a̧． | －5．14 | Eer．cl |
| CEIG．EGT | －14．$\epsilon_{6}$ | $1 \%$ 因 | －13． 31 | E．E． | －7．${ }^{-1}$ | 45.7 |  | ※1E． |
| 180 Cg 50 E | －14． 5 | 1日6． | －19． | E． 5 | －8．${ }^{\text {c }}$ | 44.5 | 9.67 | －46．E |
| 1E6E．EH15 | $-14.66$ |  | －1E．${ }^{\text {c }}$ | 50：1 | －15． | 2F． |  |  |
|  | －12．75 | CEG． 7 | －17．6E | 5E． 1 | －11．41 | EG．0 | －9．89 | 2 |
| $16 E G \cdot 6 C 110$ | －14．85 | E6日 | $-17.16$ | －8cter | －1E．4E | －Ei． 1 | －16．3̇ | 3 |
| 1606.860 | －12． 6 | 107． | －1E．E0 | 50.6 | －1E．Eを | $30^{6}$ | －10．E5 | $\stackrel{8}{4}$ |
| 1999．959 | －13．6\％ | 19き． | －15．E゙ | 50.0 | －12．09 | $4 \mathrm{E}, \frac{1}{6}$ | － 10.6 | － |

EEFM LEFII FIH IGOLFTEI FAIFS U＝UCE $1=I E$ F FFFPRMETEFS IN IF：IIEC


EEAM LEFT F．T IECLFTEI FAIFS
EGTH 1UMUELEEF 1：TE


|  | 11 |  | ITTEF：EMITTEF：HIITH E MICR（ME） |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FEEC： |  |  |  |  |  |  |  |  |
| 106.5015 | －10． 8.9 | －1ヶ4．ご | －Z̄ |  |  |  |  |  |
| 156．Ek | －11． 61 | E65． |  |  |  | ¢ | $10^{-1}$ |  |
| ctar． | －11．81 |  | －E．き | O6． |  | Eこ． | －16．50 | － |
| EEAE． 1000 | －11．E11 | 1－4．6 | －8．Et | $\bigcirc$ | －E゙。E゙心 | 6.1 .2 | － 10.6 | $E \cdot 1$ |
| 489.8160 | $-11.16$ | 1家它。 | －EEFE | 41.6 | －4．90 | E．1．E | －11．8． | E． |
| 506.5106 | －11．1E | 1\％0． | － $21 . t \in$ | 41.6 | －8．8i | 4E．E | －1E． 617 | Edicol |
| E60．En60 | －11． 86 | 1Eこ． | －69．08 | － 31.1 | －E．Eif | －8E4．6 | －1E．ET |  |
| E60． 616 Eag | -10.96 -11.15 | 1EE． 2 | －E6． 1 | 41.4 | $-181.13$ | EG． | －1E．E3 | E®E． |
| Fab． 060 | －16．E1 | 1EE． 1 | －19．EE | 41. | －11．6こ | C＇E． | －1ぎ．61 | ETE． |
| $10619.00^{\circ}$ | －1i． $\mathrm{E}_{i}$ | 1E4．g | － 19 E1 | 4ぎ． | －12．e． | E4． |  |  |
| 1260.605 | －10． 34 | 186.4 | －1E．E0 | E9．3 | －15．ご相 | E4．${ }^{2}$ | －1玉．19 |  |
| 1486.660 | －10．${ }^{10}$ | 187.8 | －17．-17 | 41． | －16．09 | E¢．8 | －1E．EE |  |
|  | －16． | 187.6 166.1 | －17．57 | $12 \cdot 5$ | －18．0．6 | －EE心家 | －1E．7 |  |
| 1̇GE．Gず | －9．64 | 1E4．E | －16．44 | 4E．8． | －16． | そも．E゙心 | －1E． |  |

# TEXT CUT OFF IN ORIGINAL 

EEFM LEFI F $\because$ II JGLFTEI FFIFE




IEFN LEFI F＇OII IEDLHTEI FHIFE
EGTH PIMEMEEF 1ETE
I．＝lve $1=1 E$ EFFFFiETEFS IH IEOIEC

|  |
| :---: |
| 150.0000 |
| こccresm |
| ECC．Cun |
| CEES．BIES |
|  |
| GEG．EEG |
| 7engectich |
|  |
| Feasio 51001 |
| ： $16 \mathrm{CC.EGO}$ |
| 1200．6cil |
| 1－85． |
| 1－EM．EEM |
| $1 E 60$－ |
|  |

． 5 CUFFEITT $\mathrm{MF}=1$

| $E 11$ |  |
| :---: | :---: |
| －1．68 | － 11.6 |
| －1．ご | －41．2 |
| －1． 5 | －5．6 |
| －E゙． L $^{\text {c }}$ | 2B．$\%$ |
| －E．ET | Erec |
| －8．E | EGE． |
| －3．71 | こらっく |
| －4．15 | ご我 |
| －4． | こせE． |
| －d． E．$^{1}$ | E¢0 |
| － | 20\％ 6 |
| －4．78 | EES． |
| －4．E゙ご | こ1E．5 |
| －4．9 | こ1E． |
| －4．${ }^{5}$ | ごもっだ |

## EEEt：



| Se1 |  | ¢こと |  |
| :---: | :---: | :---: | :---: |
| 11．もご | $1 \in 1.6$ | －． 6 ¢ | －1 |
| 16．7e | 15E．5 | EE |  |
| 16.6 | 10．4．4 | －1．0． |  |
| Э．34 | 121．7 | －1．68 | \％ |
| E． 15 | 120．${ }^{\text {\％}}$ | －安．${ }^{\text {a }}$ | ¢1E． |
| $\cdots$ | 111．6 | －8．is | －16． |
| ¢．¢ | －EEC | －2．44 | cito |
| 5 |  | －5．er | ¢ |
| ¢．c． | $\because$ | －5．960 | ¢¢ |
| E．ici | ¢\％． | －c．ect | 或 |
| E．¢¢ | －4．9 | －¢0， |  |
| 1．te | F＇8 | － | － |
| E | ¢E．1 | －－78 | cers |
| E．e | －E61． | －$\because 6$ | ¢ |
| －1．6E | E心．8 | －8．84 | 2 |
| －1．6 | $44^{\text {c }}$－ 6 | － |  |




EEE：Hに EFITTEF：EI：ITTEF：WIITH E UICFCNIG

| UULS $=$ FFEC 1EC． |
| :---: |
| 1EG． |
| Eeg． |
| CEHE． 18. |
| －Eig．Eil |
| ECOH．ECO |
| EGKOECL |
| －EG．SH0 |
| E6ET． 060 |
| CaC．ECH |
| 10.04 .80 |
| 1206． |
| 14E6．EE |
| 1EEGG宜 |
| 1EEG． |
| 1ニ゙き\％ |

CBFFEIG $\mathrm{FH}=$ E
$1 E$ 150．EMG E E Cb． 160 E64． 116 $\rightarrow \mathrm{BE}$ ． BL H
 EdR． E ． EC0 01016 ER4． 04 1064.815 EEG．ER EEG：Ef， 1EEG．GEIE 1

## ． 5

| 011 |  | 1. |  |
| :---: | :---: | :---: | :---: |
| －1．EE | －71．7 | －EE， | 「ごっ |
| －1．85 | －－4． | －6．1． 1 | E60 |
| －E゙．E¢ | －5． |  | ¢T． |
| －－－ | ごロ．1 | －16． 51 |  |
| －3．43 | EEC．1 | －17．42 | Es．4 |
| －3： | E¢0 | －je．er | E．0． 1 |
| －3．1E | ど灾， | －1E．E0 | E．E |
| －c．-6.1 | Eご心． | －1E．16 | E9． 5 |
| －4．ET | ぐッ． | －18．05 | 2\％．6 |
| －0．6．E | ごご・く | －15．EG | ET．4 |
| －4． 58 | E1E．4 | －15．75 | 27.1 |
| －2． | こ11．7 | －15．74 | E゙っく |
| －4．EE | car． | －15． | ET．00 |
| －4．e． | crest | －15．ご5 | 27．z |
| －¢ ¢ | ExG． 1 | －15．8\％ | E8． 1 |
| －4． $8:$ | 155.6 | －14． 37 | EE． 1 |

〔こと

| －1．81 | ER．E |
| :---: | :---: |
| －1．－ |  |
| － 3.7 |  |
| －4．03 | ¢ |
| ¢．4 | －¢7． |
| －こ | \％ |
| －．こき | 6E9． |
| E．6．E | ES |
| －E．50． | どご吅 |
| $\cdots 11$ | －1 |
| －jes | －6． |
| －$\because 7$ | C－E． |
| 0.78 | EヒE．T |
| － | E＇ビき |
|  |  |

EEFM LEFT FUN IEOLFTEI FHIFS U＝1＇LE I＝IE $\because$ FFFFFIETEFS IN IE：IEEG


```
.E

1EG． 1 EV
 ECO CHEL 450.01015
 E．C． 10 O \(7 \mathrm{Ce} . \mathrm{BEH}\) ECGEDGH SEG．ECG 1EETEDEA 10001.000 1－80． 80 16EG．BGG 1 EEO .0 BH

－E．E11 －EO－E1． －\(\because \in \operatorname{EE} \quad-1\) -4.18 E5こ． －4．© －4．EG EEG．
 －土．E EG4．7－1E．E5 -4.81 E®1．5－ 5 E．17 －－
\(\begin{array}{ll}-4 . E G & 1 \% 4 . \bar{B} \\ -4.0 & 1 甘 1.6\end{array}\)

－4．E1 LEE．4－LE．EE AK． 4

Ec！
1E．EG 14E．

SEC



EGTR TOULUEEF 1ETE
EEFM LEFII FAI：IEOLFTEI FFIF： W＝WCE I＝IE S FFFFiNETEF：iN IE，IEG
\begin{tabular}{|c|}
\hline \[
\begin{aligned}
& \text { UOLTS } E= \\
& \text { FRECE } \\
& 10 .
\end{aligned}
\] \\
\hline 150.6 El \\
\hline Etu．ech \\
\hline Exaram \\
\hline 309． 60 \\
\hline C00．004 \\
\hline EES． 6100 \\
\hline Fert． 140 \\
\hline ecrabemm \\
\hline E40． 50010 \\
\hline 16009.000 \\
\hline 1200000 \\
\hline  \\
\hline 1609． \\
\hline  \\
\hline 159 \\
\hline
\end{tabular}
SEERIS EMITTEF：EMITTEF WIITH E MICFCNE）
\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|c|}{\(E 11\)} \\
\hline －4．9E & こいご1 \\
\hline －4．7\％ & 1¢5． \\
\hline －4．35 & 151．8 \\
\hline －2．74 & 18\％ \\
\hline －4．78 & 1\％しくも \\
\hline －4． 71 & 1：5．6 \\
\hline －4． 8 & 1E゙・を \\
\hline －2．ELS & 18̇． \\
\hline －4．tic & 1EE． \\
\hline －4．48 & 1E1． \\
\hline －4．5こ & 1\％1．6 \\
\hline －4． & 1：\％．7 \\
\hline －-3 & 1E®1． \\
\hline － & 17E．E \\
\hline －4． 18 & 1TE． \\
\hline －4．65 & E®i． \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|}
\hline －rFET & \[
\begin{aligned}
& \text { PH= }= \\
& 1 E
\end{aligned}
\] & \multicolumn{2}{|c|}{Eこ1} \\
\hline ージっご & E®．1 & 12． 11 & ¢E．こ \\
\hline －E゙．\({ }_{\text {－}} 1\) & ご，\％ & E．\(\frac{1}{6}\) & －0．e \\
\hline －ET．EC & ET．た & －0\％ & EE． \\
\hline －¢\％ & \％．5 & E．e7 & \％ \\
\hline －E．Eく & －\％． & ． E ¢ & で家 \\
\hline －E4．6 & \(\therefore 4.5\) & －1．ei & E \\
\hline －\(\%\)－6 & － 11.2 & －－ & \\
\hline －E゙ぎご & 45 & －4．te & E－ \\
\hline －EE． O \(^{\text {O }}\) & 56.3 & －5．\({ }^{\text {E }}\) & 5. \\
\hline －E1．08 & E1． & － & 1 \\
\hline －E．E\％ & ces & －-6 & ， \\
\hline －1\％．-1 & 51.8 & －\(-\frac{\square}{i}\) & 5 \\
\hline －1\％．5 & 55.1 & －16．E゙G & 三 \\
\hline －1E．1E & －E84． & －11．18 & －ה1\％． \\
\hline －17．4．4 & \(54 . E\) & －11．81 & 41.3 \\
\hline －16．7E & 54.5 & －1玉゙，E¢ &  \\
\hline
\end{tabular}
sce
－14．E゙き




\begin{tabular}{|c|}
\hline \[
\begin{gathered}
1 . C L T E= \\
\text { FFE } \\
1 E 6.5016
\end{gathered}
\] \\
\hline 156．006 \\
\hline EEG． 0 Hi \\
\hline 3 CHO .00 \\
\hline  \\
\hline \(5 \mathrm{EG.0}\) D日 \\
\hline EEG．EGM \\
\hline －E0， 615 \\
\hline E64． 01615 \\
\hline 560． 6 \\
\hline 1600．015 \\
\hline 12E60．6EIT \\
\hline 14ELS． ECH \\
\hline 166以． \\
\hline 1EEGE．EGH \\
\hline 13geng \\
\hline
\end{tabular}
．\({ }^{5}\)

\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|c|}{\(\therefore 11\)} \\
\hline －4． 11 & 1\％¢ \\
\hline －4．67 & 1ES．E \\
\hline －4．61 & 1\％6．4 \\
\hline －－ & 1：4．4 \\
\hline －4．E4 & 185.1 \\
\hline － 3.9 & 10こ． \\
\hline －3． & 181． \\
\hline － & 181． 8 \\
\hline －4．6：1 & 180． \\
\hline －3．\({ }^{\text {E }}\) & 17¢． \\
\hline －3． 96 & EG\％．\({ }_{\text {c }}\) \\
\hline －3．7\％ & 17S．E \\
\hline －8．78 & 17E．E \\
\hline －E．71 & 17E．E \\
\hline －6． 55 & 176．9 \\
\hline －8．49 & 56．E．g \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline & － & E®1 \\
\hline －玉う．E． & E4．E & －5 \\
\hline  & E®． & E．E． \\
\hline －67．E． & 25.6 & E．EG \\
\hline －E゙くせく， & \(55^{\circ}\) & －．© \\
\hline －Eち．Eも & 41.9 & －3．61 \\
\hline －E゙の日も & \(4{ }^{\text {cte }}\) & －4．60 \\
\hline －E．E．7 & －311．7 & －i．i4－ \\
\hline －ど．\(-\frac{1}{\text { a }}\) & 49.0 & －モ．ごく \\
\hline －EE．45 & \(5 \mathrm{CH.E}\) & －G．7E \\
\hline －E1．EE & 51.7 & －16．84 \\
\hline －玉1．E5 & EE．E & －11．01 \\
\hline －ç．aく & E．E． & －1E． \\
\hline －15．3世 & EEF & －1¢．EG \\
\hline －1E． \(\mathrm{c}_{1}\) & －504．E & －15．45 \\
\hline －17．95 & E5．E & －15．74 \\
\hline －17．E゙ & \(E \in\) & －1E－1 \\
\hline
\end{tabular}
\[
3
\]

宛
E

EEFIT LEAII FJH IERLRTEI FFIIFS



EEITH HOMEMEF 19 SE
EEFI LEFII FAI IGULGTEI FAIFS U＝V＇VE I＝IE \(G\) FFFFIETEFS IN IE：DEG
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline VOLTE＝ FFEG & \multicolumn{2}{|r|}{S11} & \multicolumn{6}{|c|}{EMITTER HIUTH a MICFO（IS）} \\
\hline 106.51609 & －． 59 & －6． 3 & －3¢． 016 & E1． & 11.03 & 16.9 .5 & Sçe & \\
\hline 150．Wek & －．-1 & －1E． 4 & － 5 E．45 & E\％． & 1 C .65 & 16.4 & －06 & －50 \\
\hline E0a． 080 & －． \(\mathrm{E}_{1}\) & －1E．E & －E0．E6 & EE．T & 18．74 & 159.5 & & \\
\hline E06． 0801 & －1．E1 & －E4． E & －ET．EE & 77.8 & 1E．ET & 151．E1 & －． 4 ¢ & \\
\hline 406.606 & －1． & －E®． 1 & －E゙E．E\％ & 75.9 & ¢． 81 & 14 c ．\({ }^{\text {c }}\) & －．ea & －1－6 \\
\hline 568.61815 & －1． 61 & Eご． & － 2.35 & 73.6 & 9.35 & 1̇E．e & －1．19 & 3 \\
\hline E80． 0100 & －E゙．こ巨 & 31．E． & －Er＇．E15 & －291．E & E．ES & －ESE． 7 & －1．E．4 & 3\％．6 \\
\hline 760． 5160 & －E．2こ & 213.9 & －ご．EE & \(65 .-\) & \＆． 55 & －237．2 & －E．cie &  \\
\hline EEELE． 6100 & －3．75 & 568.6 & －cticc & ES．\({ }^{\text {E }}\) & 6.43 & －c43．2 & －E．Eも &  \\
\hline GEIG．EICR & －4．89 & Ens． 6 & －1 & EG．E & 7.21 & 110.4 & －2．E®S & － \\
\hline 18ECl．Slers & －5． 17 & ごき¢ \(\epsilon\) & \(-19.37\) & E0． 1 & E． 31 & \(10 \% 0\) & －E．ゔ家 &  \\
\hline 120¢ \({ }^{\circ} \mathrm{CLH}\) & －5． 55 & －6．9．3 & \(-1 E . E 8\) & 53.0 & 5.36 & 98.2 & －3．81 & －20． \\
\hline 1480．ECug & －E．84 & ごES． & －16．E：E & E3． 6 & 4.44 & G\％． 6 & － & \\
\hline 1EEEI．EEG & － & ごEほ． & －17．\({ }^{1}\) & －E¢7． & 2．33 & －ç3． & －4． & ジム． \\
\hline 16ati．Eld & －E．4C！ & Eric． 3 & －1E．EE & 51.3 & E．89 & ＊1．1 & － & \％ども \\
\hline 19\％9．99\％ & －9．6 & 271．4 & －16．ES & E0．4 & C．E5 & 76．6 & －5．E8 & －És \\
\hline
\end{tabular}
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EGTH NOLEMEEF．1STE
EEFM LEFII FOH IECILFTEI FRIFE U－WCE \(I=I E\) E FFFFMETEFE IH IHisIEG

VOLTS：\(=\)

\section*{FF．EC：}
186.0610
1561.6194

369.6190

4 86. ． 104
501.96

EEG． CiCh
7en． 0 E4
860.614

400．0619 12189.640 1206e． 1480.040 \(1065 . c \mid a n\) 1EGG．Gum 199も． 95

シ
S11
\begin{tabular}{|c|c|}
\hline & －1E． 1 \\
\hline & \\
\hline & －3． 3 \\
\hline 3.92 & \\
\hline 4. & \\
\hline 5.54 & \\
\hline －6． 78 & cer \\
\hline －7．e & \\
\hline E． 68 & \\
\hline ． & \\
\hline 19．5 & \\
\hline －11．12 & \\
\hline 11． 51 & 245． \\
\hline －1こ． 76 & \\
\hline －13．1E & \\
\hline & \\
\hline
\end{tabular} CLIF：FEMI MIH＝ 4
LEËMI EMITTEF：EMITTEF：WIITH E MICFOHIS

EEFAM LEFII F．UI IEQLRTEI FFIFE
VIVCE \(I=I E\) FFFFUETEF：\(\because\) IM IIE，IEC
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline MOLTE:
FF:E! & 3 & & CLFFEIt & \[
\begin{aligned}
& \mathrm{NH}= \\
& \text { EtE }
\end{aligned}
\] & Eed & & ens & \\
\hline 1616.0 Cb & －3．5s & －ミ゙．も & －E\％．EG & EE．ET & 21．E5 & 15こ． & －．E® & －\％．E． \\
\hline 150.6100 & －4． 24 & －87．\({ }^{5}\) & －E4．011 & TS．4 & 20．6\％ & 1ヶ¢く． & －． éc \(^{\text {c }}\) & －13．4 \\
\hline ecial 600 & －4．E9 & －¢゙も． 8 & － \(3: 20\) & 71.6 &  & 1®4．E & －1．EE & \(-15 . E\) \\
\hline ECE1． 18015 & －6． 44 & －6． & －E9． & E1． & 18．EH3 & 1こ1．4 & －1．75 & －17． \\
\hline  & －7． 4.4 & ぐも．\(\underbrace{\text { c }}\) & － 5 － 6 & ES．E & 1E．E1 & 111.5 & －E．4．e & －E．E． \\
\hline E¢0．Emi & － － 1 & ごを．4 & －玉\％．5． & 71.8 & 14．E4 & 1614.5 & －3．01 & ご\％ \\
\hline EELO．EIEG & － 61 & 2T1．4 & －Eも．ET & －¢¢0．8 & 1E．48 & －ÉEE． 7 & －5．43 & E®S．4 \\
\hline 78161.61641 & －1E． 5.6 & E＇s． 6 & －25．57 & －E®も．g & 12．37 & －EES．\({ }^{\text {e }}\) & －3．87 & －5．5 \\
\hline 8 EH .9615 & －11．78 & ※¢5． & －E4．47 & 71.5 & 16.66 & EE． 7 & －4．9\％ & E¢5． \\
\hline ega． 006 & －12． 61 & 243．1 & －23．49 & 70.9 & 11．\({ }^{\text {č＇6 }}\) & E5．\(\underbrace{\prime}\) & －4．45 & E34．\({ }^{\text {c }}\) \\
\hline 1985.800 & －12．Ė & cill． 4 & － 23.65 & TE． 7 & 9．EVG & 84.2 & －S．Ex & －¢゙心． \\
\hline 12EE．Ocm & －12．． 93 & 234.7 & －EE． 15 & E6．\({ }^{\text {G }}\) & 7.71 & 79.1 & －5．ここ & －ごっち \\
\hline 14 EET ．EEM & －13．26 & とごき． 9 & －29．89 & ES．E & E． 53 & TE．2 & E．4？ &  \\
\hline 1ekta．elfit & －12． 96 & ĖE． & －E0．19 & －こ彑゙． & 5.6 & －E゙も8． 3 & －E．CH & ここG．「 \\
\hline 1EEGUGU & －14．13 & EEC．a & －19．01 & Eir． 7 & 4.40 & E7．5 & －5．83 & EECl．E \\
\hline 1989.995 & －14．69 & E11． 6 &  & \(\epsilon \in \cdot \bar{T}\) & 2．45 & 8．4．6 & －6． 10 & 3 Cl .4 \\
\hline
\end{tabular}

\section*{EOTH HOLEMFER 1575}

IEEAM LEFI PAII ISGLATEL FHIF：S U＝UCE I＝IE \＆FFF：FUETEFS IH IE，IIEG
\begin{tabular}{|c|}
\hline YOLTS＝ FFEE． 100.018 a \\
\hline \(150 . \mathrm{ElGG}\) \\
\hline EEG． 100 \\
\hline 200． 5106 \\
\hline 4E6． 516 \\
\hline 5051.605 \\
\hline 6890.010 \\
\hline 760.61813 \\
\hline EEAM． HEGE \\
\hline GEG． 6810 \\
\hline 1686.81610 \\
\hline 1200.01000 \\
\hline 1480． \\
\hline 1EEG．EEG \\
\hline 16913． 6 cis \\
\hline 19GE．9GE \\
\hline
\end{tabular}

3
1EEMII EMITTEF；EMITTER WIITH 2 MICROISS

E11
CUFFEEIT \(\mathrm{MA}=\)
\(\varepsilon\)
E12

\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|l|}{S22} \\
\hline 1.14 & － \\
\hline \(-1.47\) & －1き． \\
\hline －1．88 & －14 \\
\hline 2．er & －16．0 \\
\hline E．ES & \(34{ }^{\circ}\) \\
\hline E．75 & ¢41． \\
\hline －E & ご4日． 7 \\
\hline ． 5 & E® \\
\hline & \\
\hline & － \\
\hline 4.12 & －EE．T \\
\hline 37 & －Ė \\
\hline ． \(\mathrm{CE}_{6}\) & \\
\hline － 6 O & E\％O \\
\hline & － \\
\hline
\end{tabular}


Eeth tollemeef dete
IEFIM LEFIT FRT：IEGLFilET FHJFE
U＝UCE \(1=I E\) FFFFHEIEFS IHi IIE：IEG


EGTH MOUEMEEF 1 GTS
SEFIM LEFID FM IT ISGLFTEI FFIFSS UEIJE \(J=I E\) S FFFFMETEFS IH IESIEG

UOLTS：
FEEC！
150.040

EOG．EEG \(206 .[164]\) 480.6160 560.5 k 9 680． 6169
 EEG1． 6 EG SER．ETH 1 E165． 86 1200． 16 1400． 6 E14 1609.649 1EEG． 164 1599．949

\section*{3}

SEEM（S EMITEF：EMITTEF：WIDTH C．MICF（HIS）
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|r|}{511} & \multicolumn{2}{|r|}{Ele} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{Eご1}} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{S22}} \\
\hline & －16． 1 & －SE．96 & 87.9 & & & & \\
\hline ¢1 & －®̌． 6 & －E2T．45 & 81.6 & 11.11 & 1ek． 1 & 12 & \\
\hline St & －cic． & －EE．4で & 74.6 & 16.96 & 153.4 & －． 2 & －13 \\
\hline －1．46 & －43．9 & －ż．Et & \(\epsilon \in .9\) & 16．ご & 143.6 & －9 & －19 \\
\hline －1．69 & \％心． & － C 1.4 C & E9．4 & 9.50 & 15こ． & －1．c8 & \\
\hline －E．E．61 & ご5．？ & －E®． 18 & E5． & ¢．G9 & 1 Ec .8 & －1．75 & E21 \\
\hline －2． 5 & EEE． & －15． 56 & －316．1． & 8． 3 & －E41．7 & －E．1e & ¢こも．E \\
\hline －2．6a & cit．\({ }^{\text {a }}\) & \(-16 \cdot 6\) & \(4{ }^{\text {coz }}\) & 7.59 & & －ç．E1 & \\
\hline －3．43 & EEE．5 & －18．35 & \(4 \mathrm{C} \cdot 6\) & 6.45 & －EEM．E & －s．98 & \\
\hline －3．53 & EEEL． & －17． \(\mathcal{E}\) & 69.5 & 6.6 & 96.8 & －3．54 & \\
\hline －4．13 & E56．t & －17．0̇ & 88.4 & 5.15 & ¢¢． & －9．17 & － \\
\hline －4．84 & 243.7 & －1F．ca & 53.1 & \(\therefore .618\). & غє． 6 & －4．0̇e & \\
\hline －4．42 & E86． & －12．E3 & 33.5 & 2．5 & ¢た． 1 & －4．920 & \\
\hline －4． 74 & cas． & －17．E® & －EE．ior & 1． 90 & －EEE．z & －¢．E® & \\
\hline －4．75 & Ea4． & \(-16.59\) & \％．e & 1.23 & ET． 6 & －5．5 & \\
\hline －4． \(0_{4}\) & E1\％．1 & \(-16.96\) & こ． & & & －5096 & \\
\hline
\end{tabular}


\begin{tabular}{|c|}
\hline \[
\begin{aligned}
& \because C O L S= \\
& \text { FFEC } \\
& 10 G 000
\end{aligned}
\] \\
\hline 1561.6140 \\
\hline ECEC．004 \\
\hline Eckerem \\
\hline cekt gely \\
\hline Ecricen \\
\hline  \\
\hline  \\
\hline 881906 \\
\hline caik 0 de \\
\hline 16.10 .069 \\
\hline 1200.04619 \\
\hline 12014.809 \\
\hline 1 E6G． 16.4 \\
\hline 186G．cid \\
\hline 1449．95\％ \\
\hline
\end{tabular}
※

CLFFEMT MF＝：
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|r|}{E11} & \multicolumn{2}{|r|}{812} & \multicolumn{2}{|l|}{EE1} & \multicolumn{2}{|l|}{EE} \\
\hline －1．23 & －E1． & －\％S\％ & Te． 0 & 1e．EE & 163.7 & 11 & －9 \\
\hline －1．41 & － & －EE．5心 & Te．e． & 15.91 & 156.2 & 36 & －1． \\
\hline －1．ee & －39．0 & － & ¢ヲ． & 15．6E & 146.3 & －．eie & －18 \\
\hline －E．E5 & －56． & －Ea．14 & E9．E & 14．69 &  & & \\
\hline － & 296．5 & －Ez．fe & 55.5 & 12.56 & \(1 \mathrm{EC}\). & －2．ais & \\
\hline －3．65 & ETG．E & －E！．56 & 5 & 12．75 & 115.6 & －E．e．c & ¢ \\
\hline －3．46 & ces． 1 & －Ex．E． & －313． & 11.76 & －cas． 3 & c & \％2E． \\
\hline －3．8e & EEG．E & －a゙．こを & 44.7 & 19.6 & －cis5． & 4．E．1 & E． \\
\hline －4．4ic & Es & －E0．14 & 41.9 & 9.60 & 9\％． & －a．ce & ふく．1 \\
\hline －4．41 & E43 & －19．61 & \(4{ }^{4} \cdot \underline{8}\) & S．05 & g\％ & & 31t．e \\
\hline －4． & － 3 & －19．5 & 40.5 & E．＠ & 91.1 & ĖE & 3 \\
\hline & 2ER． & －19． 6 & Sir． 4 & ¢．ce & E4．\({ }^{\text {c }}\) & ．\({ }^{\text {ct }}\) & －4¢．E1 \\
\hline －5．E．\({ }^{1}\) & Ezc．4 & －1E．ge & \％．E & E．ET & \％8．e． & & 5619．\％ \\
\hline －5．24 & 217．E & －16．78 & －319．7 & 4.51 & －Е¢G． 7 & －7．6 &  \\
\hline －5． 16 & 212．3 & －18．25 & 41.1 & こ．cis & 67.9 & －7．1e： & Ect \\
\hline －5． 25 & 201.0 & －18．6E & 4e．a & E．is & 63.8 & －？．4\％ & \\
\hline
\end{tabular}

EETH ICNUMEEF ICTE
EEFH LEAD FiN ISOLATEI FAIFS

\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline TS＝ & \multicolumn{8}{|c|}{SEËMS EMITTEF；EMITTEF WIITH a MICF．GISJ CLFFELIT \(\mathrm{HF}=\) E} \\
\hline FFEC： & & & & & ¢ & & & \\
\hline 180.614 & －2． 37 & －E9．9 & －35．6 & 74.1 & 20.6 & 156. & － & \\
\hline 150.6410 & －E゙．ES & －4Ė． 5 & － 8.81 & 74．61 & 26．\({ }^{\text {® }}\) & \(14 \%\) \％ & \％ & \\
\hline 260.6149 & －E． 9 & －5．7． 7 & －EE．E¢ & E5． 2 & 19．79 & 151.2 & －1．19 & － \\
\hline Ecicte 6190 & －3．54 & cicis &  & 514.6 & 16．30 & 1eを．\％ & － & － \\
\hline  & －-6 & 26s． & － 2.44 & 51.6 & 18．es & 118.0 & －Et？ & こと \\
\hline 564.9619 & －4．21 & 25\％ &  & 50.2 & 15.76 & 115． & －6．14 & ＊1çoz \\
\hline 6E61．EGG & －-6.6 & 24． & －Ez． & －S1E． & 12.41 & －E゙SE． & －c．es & 317． \\
\hline E6e． 610 & －50： & csi．\({ }^{\text {a }}\) & －EE． 41 & 45.6 & 11.9 & \％ & －5．93 & －15．z \\
\hline 969.5169 & －5．1E & EE4． & － －1．\(^{\text {c }}\) & 45.9 & 11．E5 & ¢ces & 1 & －1． \\
\hline 18061． 0609 & －5．44 & 219．6 & －\(E 1.7\) ¢ & \(44^{4} \cdot 1\) & 18.19 & CE．\({ }^{\text {c }}\) & －Fis & \\
\hline ． 1200.0160 & －5．0゙ & E1ご． & － 1.6 & 45.9 & E．e\％ & 81.8 & E．ik & － \\
\hline  & －5．31 & 206： & － & 49.5 & \(\overline{7} \cdot \underline{1}\) & －̇®e & －8．0－5 & －cioz \\
\hline  & －5．5．1 & Euc． 5 & －6を．区 & －588．8 & 6.57 & －玉¢を．4 & －ど¢ & －6ie \\
\hline 1609.8169 & －5．3 & ceuc & \(-19.32\) & 5 & 5.50 & Eir． 1 & －9．ca & －6． \\
\hline 1599．94\％ & －5． 50 & 196． & －1E．7E & E®． & 4.56 & CO．E & －F．24 & －5¢： \\
\hline
\end{tabular}

リ＝UCE \(I=1 E\) G FFFFAMETEFE IM IN：IEG


SEFM LEFI FAT IEOLFTEI FAIFS
U－J．CE I＝IE \(\because\) FFFFMETEFE IH IESIEC

105.5015

150．006
EEG． BE
Eもひ．
CEO． 0415
5615.016

E EEG．ELETS
TEO． 516
EEO．E10
EES． 6 CG

1E0以．C10 1－50．ECHI
 1EEM．E1EH 15G9． 29

3
\[
{ }_{3}
\]
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{2}{|r|}{S11} & \[
\begin{aligned}
& \text { MH= } \\
& \text { SIE }
\end{aligned}
\] & Eこ1 & \multicolumn{2}{|l|}{¢ごく} \\
\hline －8．55 & －71．3 & －EE．EG ES．E & E？．17 143．7 & ¢く， & \\
\hline －E．ET & －33．1 & －き1．45 Eビも & ごE．EO 1こ1．9 & －E．くご & EC． \\
\hline －6．E11 & ご51．1 & －ごごくて 57．4 & E4．ご 121．5 & －3．\({ }^{\text {－5 }}\) & 34， \\
\hline －5．6E & E゙1．5 & －E1．06 50．5 & こ1．EM 16c．E & －5．de & －く \\
\hline －E．E & CEb． & －だき．48 E4．E & 15．50 101．E & \(-8.60\) & 217． \\
\hline －5．4E & 213．E & －cE．SE 61．7 & 17．E4 GE． 1 & －\({ }^{\text {¢ }}\) ． \(\mathrm{E}_{6}\) & ご心． \\
\hline － 5.4 & 260． & －ET．12－EGE．4 & 1セ．E5－EEG．E & －8．\({ }^{\text {cig }}\) & 31E．j \\
\hline － 5.5 & CEGO & －Ė．Ė EE．E & 14．68－2イ3．3 & －E．GE & E1E．4 \\
\hline －5． 5 & 199．d &  & 1こ．土 E®．1 & －T．EF & E1\％．0 \\
\hline －5．15 & 165.8 &  & 12．ET EO．E & －9\％ & ぶきー \\
\hline －5． & 19ミ．6 & －E゙．E4 E®．E & 11．55 「E．F & －16． 20 & －cも． \\
\hline －5． 13 & \(1 \because 1.1\) & －E．ES E5． & 16.16 Ta， & －16．8 & －E1． \\
\hline －5． 16 & 1E\％． & －E゙．12 E\％．4 & Q．EE TH：\％ & －1¢．E4 & E\％－8 \\
\hline －5．\({ }^{\text {a }}\) & 163.1 & －玉1．1E－E゙天気 & －．48－¢¢．¢．9 & －11．10 & Sned \\
\hline －4． 5 & 1EE．E & －EL．ET EG．1 & E．ES ES゙く & －11．69 & 3 Cu ． \(\mathrm{E}^{\text {c }}\) \\
\hline －4．es & 1Eて．E & －15．ご ES．E & E．EE EO．E & \(-11.40\) & －EGot \\
\hline
\end{tabular}

CBTH PGUEIIEEF 1 STE
IEFFI LEFI FUH ISGLFITEI FAIF：S



EG7H TOUEMEEF： 1975
SEFM LEFI FOA ISGLATEI FAIFS U＝UCE \(I=I E\) G FAFFMETEFS IH IE，IEG
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline TTE & & \multicolumn{3}{|l|}{CECLICLFEMT DAF \(=\)} & \multicolumn{4}{|c|}{micferis）} \\
\hline FFEG & & & & & & & & \\
\hline 1 EH & －6． 5. & 186 & － 9.69 & 51.5 & Eこ．e4 & 117.4 & －ふ． & －1E．E \\
\hline 150.680 & －5．9 & 216．5 & －Ebeg & 57.4 & 19.88 & 197． & －4．63 & －17．E \\
\hline ExG0． EmG & －5．7e & 198．z &  & E4．9 & 17.6 & 161.5 & －4．47 & －1t \\
\hline 4810.646 & － \(\mathrm{S}_{0}\) & 198． & －E．5s & ¢G． & 13．es & 910 & & 1 C \\
\hline 5616.0001 & －5．44 & 131．6 & －＊u．es & 75.4 & des & & －c．en & －E．1．6 \\
\hline EEC． may & －5．35 & 180.5 & －ċ．ée & －EET．\({ }^{\text {a }}\) & T． & －c74． & －E．ce & 3゙ \\
\hline Tcerem & －¢．E & 188． & － & Ezic．e &  &  & －E．Es & － \\
\hline EE6．OGH & －5． 41 & 1EE． & －cterst & 54． & 5.41 & 81.1 & －6．\({ }^{\text {a }}\) & ¢0．4 \\
\hline E69．Ebly & －2． 6 & 18．e． & － 5.49 & ¢5．4 & \(\therefore\)－ C & 78.4 & －6．0＇ & －2\％． \\
\hline  & －5． 0.15 & 184.4 & －6． & 77．7 & \(3 \cdot 7\) & TE．C & －6．\％ & －3\％． \\
\hline 1400．60 & －4．85 & 18．E & －2．40 & TE． & 1， & \％ & & －－5 \\
\hline \(1 \pm 00.0040\) & －4．960 & 18． 7 & －E1．6． & －を84．9 & 1. & －\({ }^{\text {¢8．9．}}\) & & S16．4 \\
\hline 1869.060 & 4.49 & 181.4 & －28．ci & －5．6 & －． & ciec & －\％\％ & \\
\hline 1049．904 & \(-4.3\) & 1r9．e & －15．e\％ & \％ 5.6 & \(-1.45\) & 57.7 & －？．5？ & －5． \\
\hline
\end{tabular}
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experience in modelling intecrated circuit transistors
O.P.D. Cutteridge and Monica Dowson

University of Leicester, U.K.

\section*{INTRODUCTION}

Industry is paying increasing atention to the linear modeling of integrated circuit transistors. The aththors have been fortunatc in receiving data from Philips Research Laboratorics (1) on two such devices, firstly, a lateral pnp eransistor, and secondiy, a vertical npn transistor. The data provided in the eirst case is shown in table 1 and consisted of measurements of the S-parameters of the lateral pnp transistor af four frequencies in the range 0.5 MHz to 10.0 MHz .

A brief account of the method used by the authors for ...udelling linear aceive devices is given in the following section. figures 1. 2 and 3 show the mode:s obtained for the lateral pnp transistor at chrce different stages in the modelling procedure, with the corresponding errors tabulated in table 2 .

\section*{MODELLING METHOD}

Construction of Error function
The modulus and phase of each S-parameter were matched at every real frequency for which measured values were given. Every modulus error was given the same weighting. as was every phase error, although these weightings were cifecrent. An overall error function was construcied by taing the sum of the squares of the individual weighted errors.

\section*{General Strategy}

The method requires an initial model with element values to be provided. Although a topological model was suggested by the donors of the data. no element values wete given. In order to obtain suitable staring values for the elements, the global scarch method described by Price (2) was used. With these starting values the nain optimisation procedure, the modified Gauss Newton section of a computer program descrioed by Cutectidge (3). was then utilised.

By running this optimisation algorithm in the domain of the loxarithms of the independent variables (representing ehe element valucs) it is possible to deicrmine from the values of the correcions sencrated at suceessive Gauss Newton iterat.ons whish, it anv, clements should be removed. After eliminating all such elements the alkortinm conver. ges on to a leca! minimum of the overal: crar function. from suen a point further improvemene can only be obeatned by the addecion of new etenents. 3y adiling new elements one ar atme te is norvihlo pn foll

 In are tenotletal. aiet noate!ve vabuci. in reducing: the overit: everer iunteion are
 !ater mudets iaviag a xreaece number of noces

\section*{than did the original.}

\section*{RESULTS OBTAINED}
The S-parameter data shown in Table lefers
to the dateril pap transistor mentioned
earlier. Table 2 contains the errors in the
S-parameters of the models shown in figurex
1,2 and 3.
The dement values for the initial model
shown in fizure 1 were those obtalned using
the global search method (2). The value of
the overall error function at ehis seage was
384.2. After Gauss Nowton optimisation of
this model during which ehree olemenes wore
removed, the improved model shown in fixuro
2. which gave an overall error tunction value
of ll4.9, was obeained. Elemeney wero
then added until tho linal model shown in
figure 3, having an ovorall orror funcition
value of 6.1. was produced. Aa can be
seen from Table 2, ehe errors were reduced
from maximum errors of 0.5 ds and 11
degrees in the initial model to 0.1 ds and
1 degree in the linal model.

The order of element addition was found to be quite critical, especially that of the sucond generator 82 . Although thls element was present in the originally suggested modo!. the optimisation technique would not eolerate its insertion unetit the final stare. le might be noted that the direction of the current genorator is reversed in ehe final model as compared wieh the initial modol.
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TABLE 1. Measured s-narameters of a lateral onf eransistor.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{2}{|c|}{\(S_{11}\)} & \multicolumn{2}{|c|}{\(S_{12}\)} & \multicolumn{2}{|r|}{\(S_{21}\)} & \multicolumn{2}{|r|}{5:2} \\
\hline \[
\begin{aligned}
& \text { Frequency } \\
& \text { MHz }
\end{aligned}
\] & \[
\begin{gathered}
\text { Modulus } \\
\text { dB }
\end{gathered}
\] & Phase degrees & \[
\begin{aligned}
& \text { Modulux } \\
& \text { d8 }
\end{aligned}
\] & Phase degrecs & \[
\underset{d B}{\text { Modulus }}
\] & Phaye dogrees & \[
\begin{gathered}
\text { Modulus } \\
\text { dis }
\end{gathered}
\] & Phuse depreses \\
\hline 0.5 & -0.10 & -1.40 & --- & - \({ }^{\circ}\) & -12.50 & 178.10 & 0.00 & -0. 20 \\
\hline 2.0 & -0.20 & -5.40 & -64.70 & 88.70 & -12.30 & 169.90 & 0.00 & -0.30 \\
\hline 5.0 & -0.40 & -11.20 & -57.20 & 84.00 & -12.80 & 155.00 & 0.00 & -0. 50 \\
\hline 10.0 & -1.20 & -19.40 & -52.00 & 76.30 & -14.00 & 132.90 & 0.00 & -0.90 \\
\hline \multicolumn{9}{|l|}{A measurement of \(\mathrm{S}_{12}\) at 0.5 Mh ( was not available.} \\
\hline
\end{tabular}

TABLE 2. Errors in the S-parameters of models of a lateral pnp eransistor.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & & \multicolumn{2}{|r|}{\(S_{11}\)} & \multicolumn{2}{|r|}{\(S_{12}\)} & \multicolumn{2}{|r|}{\(\mathrm{S}_{21}\)} & \multicolumn{2}{|r|}{\({ }^{32}\)} \\
\hline & Frequency MHz & \[
\underset{d B}{M o d u l u s}
\] & Phase
‘degrees & \[
\underset{\mathrm{dB}}{\text { Modulus }}
\] & Phase degrees & \[
\underset{\text { Modalus }}{ }
\] & Phase degrees & \[
\begin{gathered}
\text { Modulus } \\
\text { ds }
\end{gathered}
\] & Phase degress \\
\hline \multirow{4}{*}{\begin{tabular}{l}
Initial \\
Model
\end{tabular}} & 0.5 & -0.10 & -0.37 & \(0.00{ }^{\circ}\) & \(0.00{ }^{\circ}\) & 0.27 & 0.17 & 0.03 & -0.19 \\
\hline & - 2.0 & -0.14 & -1.33 & 0.55 & -0.17 & 0.34 & -1.89 & 0.03 & -0. 0.26 \\
\hline & 5.0 & -0.02 & -1.60 & 0.20 & -3.41 & 0.46 & -5.12 & 0.03 & -0.41 \\
\hline & 10.0 & 0.05 & -3.31 & -0.36 & -9.66 & 0.46 & -11.02 & 0.03 & -0.71 \\
\hline \multirow{4}{*}{Improved Model} & 0.5 & -0.09 & -0.21 & \(0.00{ }^{\circ}\) & \(0.00{ }^{\circ}\) & -0.30 & 0.52 & 0.03 & -0.19 \\
\hline & 2.0 & -0.11 & -0.71 & 0.08 & 2.19 & -0.19 & -0.49 & 0.03 & -0.27 \\
\hline & 5.0 & 0.10 & -0.36 & -0.05 & 1.97 & 0.07 & -2.00 & 0.03 & -0.42 \\
\hline & 10.0 & 0.38 & -2.21 & -0.04 & -1.43 & 0.43 & -6.52 & 0.03 & -0.74 \\
\hline \multirow[b]{4}{*}{Final Model} & 0.5 & 0.00 & -0.21 & \(0.00{ }^{\circ}\) & \(0.00^{\circ}\) & -0.05 & 0.69 & 0.00 & -0.14 \\
\hline & 2.0 & -0.04 & -0.66 & 0.10 & 1.03 & 0.01 & 0.13 & 0.00 & -0.07 \\
\hline & 5.0 & 0.04 & 0.09 & -0.13 & 0.04 & 0.07 & 0.06 & 0.00 & 0.07 \\
\hline & 10.0 & 0.00 & 0.08 & 0.02 & -0.19 & -0.03 & -0.05 & 0.00 & 0.24 \\
\hline
\end{tabular}
* measurement of \(\mathrm{S}_{12}\) at \(0.5 \mathrm{MHz}^{\text {was not available. }}\)


Figure 2 improved model


Figure 3 Final madei

\section*{Algorithms supplement}

\section*{Noce by the Editor}

Algonthm No. 107 is oublished under our agreement with the Institute of Mathernatics and its Apolications, and is associated with the authors' arxict to the JIMA. Volume is, Number 1. Auguse 1979.

\section*{Alacithan 107 \\ A WEJGHTED SIMPLEX PROCEDURE FOR THE SOLUTION OF SIALLTANEOUS NONLINEAR EQUATIONS \\ W. L Price and .M. Dowson}

\section*{Aerbors' Niotes}

The weighted simplex (WS) procedure provides an alternative to the Newron-Raphson (NR) procedure for the solution of \(N\) simultadeous noniinear equations in \(N\) real vanables, rapis convergence being obecires from a suificently good inual approumation. In contrast to the NR the IIS procedure does not involve the computation of denvaluves. The pronaple of the US method, together with the results of compuratuve performance lests, are published elsewhere (Price. 1979).
Given the set of equations \(f_{1}\left(x_{1} \ldots x_{i}\right)=0 . i=1, \ldots N_{0}\) the procedure operates on the data associsted with a SIMPLEX of \(N+1\) points in \(N\)-space. Proo so each teration the co-ordinates of these points, \(x_{1}\) ( \(w\) here \(i=1 \ldots v_{i} j=1 \ldots, \ldots+1\), and the corresponding function values, fis, are helt in store. For each point \(j\) of the simplex a WEIGHT. Wis is computed by solving loy Gauss climination) the set of \(N+1\) linear equations \(\sum_{y}=1: \sum_{w, y}=0_{0}\) \(t=1, \ldots N\). The co-ordinates \(x_{1}=I_{w r y s}\) of the weighta' centroid.
\(X\) of the simplex are then determined, and exch of the \(N\) functions is evaluated at \(X\). If, at \(X\). the magnatude of every function is kess than ACC, a user-supplied mescure of the required accurncy, then the procedure termunates. Othervise one of the simplex points is discarded its place beang taiten by \(X\). and the modified samplex which results forms the haus of the next reration. The discand point is chosen to be \(L\) thal point of the smplex with the least posstive (most pegative) weight, unkess \(L\) happeas to be the \(X\) point of the previous iteration in utich case the discard point is chosen randomly from the simplex but excluding the pouat . W. that point with the most positive weighs (Price. 1979 for fuill explasabon). The procedure is initialised by generating a ampler of \(1+1\) pornts randomly positioned within a hypercibe of hness durmension \(z\) (the zone sye) the hypercube being centred oo the inutial affroximation supplied by the user. The chorce of : is not cnucal but deally the hyoercube should be harge enough to embrace the exact solution sought yet small enough to exchude other possuble sotutions to the given system of equations.
The procedure has been programened in ANSI FORTRAN so as to be gencrally applicable and to require the mumumem of user codinz to run a specific prot!em. All arravs used by the mrogram are dechared io the main pregram so that the user thas onty to change the DIMENSION state.nent to wape the crogram for use with any particular maxumum vaive of .V. The user musi sufply a subrouune FUNCT(X, F. N) whach cakutates the ratues of his set of functions \(F\). corresponding to the vanables \(x\). where \(x\) and \(F\) are toth of dimension \(N\). He musi aisu supfly. as data the value of N. the co-ordinates of the inutal approximation. the zone sure \(:\). and the required accuracy ACC. The user musi cocie a ransom number geperator appropnate is ius cornputer-RANiF is a standard function on the Cyter :? used be the authons.
As an example of the operstien of itse program a pernout is supplied for a run retaung to the speatic movarable probiem in which the functions are
\[
\begin{aligned}
& F_{1}=-x_{1}^{2}+2-4 t^{2} \\
& F_{2}=65_{1}-18^{2}+13
\end{aligned}
\]

The pair of equations \(F_{1}=0\) and \(F_{2}=0\) have three solutions, the approximate locations at ( 0,0 ), ( \(1.5,3.5\) ) and (1.5, -2.5 ) having been obtained by a global search procedure. The WS procedure was used to obtain a refinement of the solution for which the initial approximation is \(x_{1}=1.5, x_{2}=3.5\). A zone size \(z=1\) was chosen so as to exclude the neighbourhoods of the other two solution points. The precision was specified by ACC \(=10^{-6}\). The WS procedure achieves the exact solution at \((2,4)\) in six iterations, the same number as is required by the NR procedure from the same starting point and with the same precision.

\section*{Reference}

Puict. W. L. (1979). A Weighted Simplex Procedure for the Solution of Simultaneous Nonlinear Equations, JIMA, Vol. 24 no. 1, pp. 1-8).
\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|l|}{\begin{tabular}{l}
- elchted simplex progham baitich bl w.l.pRice \\
tahslateo ikto fortan ey m.dGhson
\end{tabular}} \\
\hline & oinckisical V( 3,4\(), 0(3,4), x(2), f(2)\) \\
\hline \multicolumn{2}{|l|}{} \\
\hline \multicolumn{2}{|l|}{} \\
\hline \multicolumn{2}{|l|}{6 maki mamo of variables mid functions} \\
\hline \multicolumn{2}{|r|}{Sit do stuens} \\
\hline & Ihas \\
\hline & 10675 \\
\hline \multicolumn{2}{|l|}{} \\
\hline & neabesh, 1000 ) \({ }^{\text {a }}\) \\
\hline &  \\
\hline & mplatil \\
\hline & apzemoz \\
\hline & 12.402 \\
\hline \multirow[t]{4}{*}{} & cactuait function thetes and print then \\
\hline & calf pract (x,F, A) \\
\hline & Mitichout, 2000 ) \\
\hline & belth(iout,2001)(1,X(1),1,F(1),1=1,N) \\
\hline \multirow[t]{3}{*}{¢} & imput zomi size ayo accuaacy abounked \\
\hline &  \\
\hline & -ATtsilijut 2002)2,ACC \\
\hline \multirow[t]{3}{*}{} & call simplea ncutims \\
\hline & \\
\hline &  \\
\hline \(c\) & Cutput Scloilom values \\
\hline & -alts(1067,2003) \\
\hline &  \\
\hline & STOP \\
\hline \multicolumn{2}{|l|}{} \\
\hline  & rumalidetio.3) \\
\hline \multirow[t]{2}{*}{2000} &  \\
\hline & 5x, glvaniagles, isx, ghfincilums/) \\
\hline \multirow[t]{2}{*}{\[
\begin{gathered}
2001 \\
i 2022
\end{gathered}
\]} &  \\
\hline & (chearl: \(:\) : 10.3 \\
\hline \multirow[t]{2}{*}{2003} &  END \\
\hline &  \\
\hline & \\
\hline c & buitiex bl m. L. phice \\
\hline 6 & :manslatio mato rortanm bl m.Cehsch \\
\hline & \\
\hline - &  \\
\hline c & padnar ef blaction values curkejtomding ic \(x\) Wenumble of finciictis and vaniatles \\
\hline
\end{tabular}
```

    Y AND U ARE ARKAYS USED EY mSMPLX
    NP1=N+1
    MP1=N-1
    NP2=N+2
    2:2ONE SIZE
    ACC=FLOUIRED ACCUFAGY
    OLMENSICN K(AP1,N2),U(NP1,NPZ),X(N), ''(N)
    FNPIaFLCAT(NP1)
    genetate Initial simplex
    CALL FUACT(X,F,M)
    DO 10 k=1,N
    KKisk+M
    V(1,k)= X(X)
    V(1,kK)=F(K)
    w CONjIKLE
    EC 40 J=1,h
    JP 1=J+1
    CC 20 &=1,N
    X(R)=V(1,R)+2*(0.5-NANF(0.0))
    C
20
cont1abk
20 cont1Act
CALL \& LACI ( }X,F,F,%
00 30 K=1,%
KPNaK+N
V(JP1,AFN)=F(K)
30 CONIINLE
40 CONTINUE
ID=1
l
50 CALL hEIGhI(V,C,L,M, N,L.P1,MP2,NË
DO 60 A=1,M
I(K)=0.0
LC 60 Jal, NP1
X(R)=X(K)+U(J,NP2)*V(J,K)
60 COHILAUE
evaluate at x anc 1edt ech ConvenGbd.ce
CALL Flacl(x,b,A)
00 70 k=1,M
If (AES(b(k)).CT.ACC) LC IC 80
70 CCATIEUG
exif If CChytacec
RETuAm
ChOCSE DISCARO pOINT
80 IF (L.ME.IC) GC TO 90
L=1+INT(fNP)*RKNF(0.0))
90 1L=6
C
REPLACE UISCARC POINT EY X
N0 100 k=1,N
CPMEK+M
Y(IE,\lambda)=\lambda(x)
V(IL,NPH)=f(X)
1CO CCKIImut
coto 50
e*0
SUEKCLTIME WEIGhT(Y,L,L,M,N,M\& 1,NYZ,M,2)
C
c
W*,PGIE WEIChTS AML FINE MUST rOSITIVE WEIGHT, M
FINL MUSI YOSITIVE WEIGHI, M
LIMENSICK V(GP1,A2), O(MPY,MP2)
C
ImITIALISh U afmal
CO 10 K=1,MP2
U(1,k)=1.0
10 COMTINLE
CO 20 he2,h,p1
u(K,G.P2)=0.0
20 CCHTIRGE*
DO 30 J=1,h
jv1aj+1
JPLu= J + K
CO 30 k=1, MP1
U(JP1,K)=V(K,JFK)
30 COnIJNLE
C
Cuhpute melghts

```
\(c\)
    © 70 I:1,
    191: i 1
    \(X K K=N Y:+I P T\)
    \(0050 \mathrm{Nk}=I P 1\), hiel


    \(0040 \mathrm{~J}=1, \mathrm{NP2}\)
    \(E=U(R, J)\)
    \(U(x, j)=u(x-1, j)\)
    U(K,j) \(=U(x-1\)
    \(u(x-1, j)=k\)
    0 COMIIMUE
    50 CONTINUE
        \(0060 \mathrm{KEI}, \mathrm{N}\)
        k! \(1:\) K
        DO 60 J \(=1\), NPI
        JP9 \(=\mathrm{J}+1\)
        U(KP1,JPI) \(=U(K P Q, J P 1)-U(I, J P I) \cup(K P 1, I) / U(1, I)\)
    0 COWIINLE
    70 CONTIALE
        CONIANE
\(U(N P 1, N P 2)=U(N P 1, N P 2) / U(N P 1, N P 1)\)
        LekP1
        Manpy
        D0090 \(K K=1, n\)
        \(R=M P T-K K\)
        E=0.0

        DO 80 JaKPT, MPT
        E\&B \(\quad\) ( \((X, J) \quad U(J, N P 2)\)
    80 CONTINUE
        \(U(K, M P 2)=(U(A, M P 2)-E) / U(X, K)\)
\(C\)
\(C\)
\(C\)
    FIND \(m\) AND L
    If (U(Xi,NP2).LT.U(L,NP2)) LaK
    If (U(K,iF2).GT.U( \(n\), RP2 \()\) ) hak
90 CONIINLE
    aETURn
    RETUR
        SUBROUTIME FUNCT(X, F,N
        CIHENSION X(N),F(H)
        \(f(1)=2.0^{4} \times(1)^{00} 3^{*} X(2)-X(2) 003\)
        \(f(2)=6.0 \bullet x(1)-x(2)=02+x(2)\)
        AEIURM
        ERD

Algorithm 108
EFFICIENT SOLUTION OF TRIDIAGONAL LINEAR SYSTEMS Ole Osterby Computer Science Department Aarhus University

Author's Note
The solution of a tridiagonal system of linear equations of the form
\[
\left[\begin{array}{cccccc}
b_{1} & c_{2} & & & &  \tag{1}\\
a_{2} & b_{2} & c_{2} & & & \\
& & \cdot & \cdot & & \\
& & & & \cdot & \\
& & & & a_{n} & b_{n}
\end{array}\right] \cdot\left[\begin{array}{c}
x_{1} \\
x_{8} \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right]=\left[\begin{array}{c}
d_{1} \\
d_{8} \\
\cdot \\
\cdot \\
d_{n}
\end{array}\right]
\]
is carried out efficiently by means of Gaussian elimination. In the following we assume that pivoting is not necessary. The idea behind the algorithm is not new (Sprague, 1960; Leavenworth. 1960), but we have supplied the procedure for easy reierence.
The operation count is: \(2 n-1\) divisions, \(3 n-3\) multiplications and \(3 n-3\) additions. The only new feature in our procedure is a slightly more efficient use of simply subscripted variables. The number of such refererices is \(10 n-5\) compared to \(13 n-9\) in Leavenworth (1960) and Sprague (1960). The solution is returned in array \(D\) and array \(B\) is destroyed.
The reason for this very detailed operation count is that on most computers division is slower than multiplication, and flozting point addition is not so much faster that it makes the time inssgnificant. Subscripted variables are counted not only because of the subsenpt handling but also because they imply memory references. In coritrast, the simple variables can (and should, if possiole) stay in fast registers, of which most modern compurers have suficiently many.
If several systems with the same coenficient matrix are to be solved subsequently, we can store the intermediate results from the LUdecomoosition in array \(A\) for later use when the rigint hand sides become available. The operat:on count for subsequent systems
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\section*{CONSIDERATIONS ON MODEL MODIFICATION}

\section*{Monica Dowson}

\section*{1. Introduction}

A number of equivalent circuit models of elecrronic devices exist which can be optimised to match the measured characteristics of an actual device. li'here the model does not give a sufisiciently accurate agreement with the measured characteristics then modifications have to be made to the model. This paper discusses some aspects of model modification in order to match the S-parameter measurements of high Erequency integrated circuit transistors.

\section*{2. Determination of original model}

For any given device a model based on the physical aspects of the device is normally available where perhaps some of the elements are given fixed values but most of the element values are unknown. These element values must therefore be optimised to provide a fit to the required characteristics.

Given a set of S-parameter measurements of a device at a range of frequencies together with a suggested model, the optimisation method favoured by the author involves setting up an etror function given by the sum of the weighted absolute disEerences between the measured S-parameters and those calculated for the model. This error function can then be minimised using the Gauss :!ewton method. Sy running this optimisation algorithm in the domain of the logarithms of the variables (i.e. the element values), the element values are constrained to be positive. Then convergence of the algorithm onto a minimum is obtained all the corrections to the element values are very close to zero and this is a positive indication that the model is a suitable one.

\section*{3. :!odifications to the model}

If the convergence of the rauss Newton algorithm is not obtained this can be an indication that the model is not suitable. By looking at the values of the corrections to the individual elements it is possible to determine what action should be taken.

\subsection*{3.1. Removal of elements from the model}

Since the algorithm is operating in the logaritinnic domain it is possible \(=0\) say that a large negative correction \(i 0\) an element could indicate that the element should be =ero. If, atter applying that correction to the element, the correction Eor that same element is still large and negative, this acts as confirmation. Thus, if for example, the element was a resistance then this should be short circuited. \(d\)
:'onica Dowson is with the Department of Engineering, University of Leicester.
similar argument may be used for corrections that are large and positive. Fig. 1 shows a suggested low frequency physical model Eor a vertical npn transistor operating at frequencies of 0.1 to 1.0 CHz . Afeer applicstion of the technique described here the model given in Fig. 2 gave convergence in fuass liewton over the entire range of frequencies with an attendant improvement in the high frequency response of \(S_{12}\) in particular, as shown in Fig. 3.

\subsection*{3.2. Addition of elements}

Just as this technique can be used to remove unwanted elements, so it can be used to determine whether a particular element could be added to the model.

The placing of additional elements is the cause of some disagreement. One view is that all elements in a model must have a physical meaning within the construction of the device. To comply with this requirement, attempts should only be made to place elements in certain predetermined positions in the model. fiowever, as shown by Cutteridge and Dowson \({ }^{1}\), it should not be assumed that because the addition of a particular element has failed once, it will not be acceptable at a later stage.

Where a model is required that gives close agreement with the measured characteristics, the requirement of adding only physically based elements can be an unnecessary restriction particularly if the view is taken that any model is only an approximation to an infinite connection of elements. In order to be certain that each element added is the best one at that point in the model growth all possible placements must be attempted. This can be most time consuming and some restrictions are usually necessary. Thus, to add elements without creating a new node one can either attempt to add elements in parallel with elements already present in the model (an approach most physicists would not find too unorthodox) or attempt to add elements between each combination of nodes. To add a new node, the simplest way is to attempt to add one element in series with an existing element although, of course, this does not cover all possibilities.

\section*{4. Results}

Fig. 4 shows an example of a model grown from the reduced model in Fig.2. The frequency response of modulus \(S\), for this model is shown in fig. 5 and of modulus and phase \(S_{12}\) in Fig.6. \({ }^{21}\) As can be seen this model now gives good agreement with the required charzcteristics.

\section*{References}
1. Cutteridge, O.P.D. and Dowson ! . , 'Experience in :'odelling Integrated Circuit Transistors", I.E.E. Conference on Computer Aided Design and Manufacture of Electronic Components, Circuits and Systems, July 1979.
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\section*{INTRODUCTION}

The purpose of this paper is to describe the progress made in the equivalent circuit modelling of two similar small signal high frequency bipolar transistors under different bias conditions.

The ransistors being modelled were bipolar transistors designed to be used in beam lead integrated circuits. s-parameter data for the transistors was available in the frequency range 100 MHz to 2 GHz for several different emitter currents.

Using optimisation techniques, the aim was to produce accurate models simulating the measured \(S\) parameters of the transistors, with as few bias dependent elements as possible.

A brief description is given here of the optimisation techniques used and the results obtained arc illustrated by diagrans of the model together with the \(S\) parameters of the model compared with those measured for the transistors.

\section*{DESCRIPTION OF THE TRANSISTORS}

The transistors being modelled were isolated \(n-p-n\) transistors made in silicon with inplanted arsenic enitters and diffused boron bases (Slater (1)). The first type (A) had one emitter stripe and the second type (B) had three emitter stripes. The data for these transistors was supplied by Philips Research Laboratories (Slater (2)) and consisted of the \(s\) parameters of the transistors in common emitter configuration at 12 frequencies 1 n the range 100 MHz to 2 GHz at emitter curreats of 0.5 mA to 10 mA for type \(A\) and of 0.5 mA to 27 mA for type B.

From the graphs in fig.l it can be deduced that the normal operating range of type \(A\) up to 1 CHz was 0.5 mA to 2 mA and of type B was 1 mA to 8 mA .

\section*{MODELLING TECHNIQUE}

The modelling process was started by working on iype A only. Using an initial model as shown in fig.2, an optimised model was obtained for the whole of the given range of frequencies at a single value of emitter current within the normal operating region of the device. This uptimised model, shown in Fig. 3 , was obtained by using successive applications of Gaus Newton to minimise the weighted errors between both the calculated modulus and phase of each of the \(S\) parameters of the model and the given measurements of the device. The correction terms calculated by Gauss Newton were used to indicate where topology changes vere required, convergence in Gauss Newton being required at each stage in the development of the model.

Details of this modelling technique have been given previously by Cutteridge and Dowson (3) and Dowson (4).

The optimised model was then used as the initial model for type \(B\) and gave good results without any further topology changes.

Thus, taking the model as the basis of a bias dependent model, the optimisation algorithm described above was then used to ubtain suitable element values at different values of emitter current.
BIAS DEPENDENT MODEL
The model shown in fig. 3 gave good results for both type A and type B transistors over the entire range of frequencies at emitter currents within the normal operating regions described above. However, at currenes in excess of the maxima stated further changes in the topology of the model were required.

The original hypothesis was that there would be small number of linearly varying elements in the model that would describe the bias variation. Within the normal operating. regions this was found to be valid assumption for this particular model. For example. as is suggested by the graphs in Fig.4. \(R_{1}\) is inversoly proportional to the emitter current and \(C_{1}\) can be approximated by a function of the form
\[
c_{1}=a-\frac{b}{I_{0}}
\]
where a and \(b\) are constants.
Taking the model beyond the normal operating regions, evidence of the type of topology changes required is given by \(C_{2}\). which in Fig. 4 shows a rapid increase in value as the emitter current rises and which the optimisation algoritha deleres open circuit ar higher values of current, and by \(R_{2}\) which is later deleted short circuit.

\section*{RESULTS}

Examples of the \(S\) parameters calculated for the model compared with the measured parameters of type \(A\) and rype \(B\) transistors are given in Fizs. 5 and 6. As can be seen these give sood agreement over the entreffequency range 100 MHz to 2 Gllz and there is a saoothing effect in cases where there appear to be measurement errors.

\section*{CONCLUSIONS}

The bias dependent model obtained shows severa! similarities to the one described by Slatter (1) which was produced by a different approach to the problem.

The model described here simulates the transistors being modelled over a wide range of
frequencies and cmitter currents and with to-
pology changes gives good results at even
larger values of emitter current.
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[^0]:    ${ }^{\dagger}$ The notation used here is that a negative value of $\tau$ indicates a time delay.

[^1]:    Node 1 - Enitter
    Node 2 - Base
    Nade 0 - Collector

[^2]:    Node 1-Enitter
    Node 2 - Collector
    Node a - 8ase

