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Abstract 

It is often argued that time-triggered (TT) architectures are the most suitable basis for 
safety-related applications as their use tends to result in highly-predictable system 
behaviour.  This predictability is increased when TT architectures are coupled with the 
use of co-operative (or "non pre-emptive") task sets.   

Despite many attractive properties, such "time-triggered co-operative" (TTC) and 
related "time-triggered hybrid" (TTH) architectures rarely receive much attention in the 
research literature.  One important reason for this is that these designs are seen to be 
"fragile": that is, small changes to the task set may require revisions to the whole 
schedule.  Such revisions are seen as challenging and time consuming.  To tackle this 
problem two novel algorithms (TTSA1 and TTSA2), which help to automate the 
process of scheduler selection and configuration, are introduced.  While searching for a 
workable schedule, both the algorithms try to ensure that all task constraints are met, a 
co-operative scheduler is used whenever possible and the power consumption is kept as 
low as possible.  The effectiveness of these algorithms is tested by means of empirical 
trials. 

Both TTSA1 and TTSA2, like most of scheduling algorithms introduced in the 
literature, rely on knowledge of task worst-case execution time (WCET).  
Unfortunately, determining the WCET of tasks is rarely straightforward.  Even in 
situations where accurate WCET estimates are available at design time, variations in 
task execution time, between its best-case execution time (BCET) and its WCET, may 
still affect the system predictability and/or violate task constraints.  In an effort to 
address this problem, a set of code-balancing techniques is introduced.  Using an 
empirical study it is demonstrated that these techniques help in reducing the variations 
in task execution time, and hence increase the system predictability.  These goals are 
achieved with a reduced power-consumption overhead, compared to alternative 
solutions.   
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Chapter 1  

Introduction 

In this introductory chapter, an overview of the work undertaken in this thesis is 

introduced and the importance of this area is discussed.1

1.1 Introduction 

  

We live in a fast-changing world; new ideas are converted to practical products, which 

reach consumers over a short period of time.  For example while it took about 47 years 

for the major inventions of the 19th century, like telegraph and photography, before their 

commercial use, the time span is shortened to about 33 years for most of the 20th 

century inventions; such as telephone and electric railroad, and it shrank even more, to 

be less than 20 years, for recent inventions, time span was approximately 13 years in 

case of the cellular telephone (Moore and Simon, 2000).   

While the above phenomenon, fast time-to-market, is welcome and preferred, other 

considerations, such as increasing the reliability and reducing the cost of the product, 

have to be taken into account.  Meeting all goals together is a very difficult task, for 

example it is concluded that meeting the "faster, better, and cheaper" strategy which 

was adopted by NASA in the early 1990s, need a lot of hard work and careful design 

which follow thorough on details, otherwise failure is likely to be the result (Musser, 

1995; Gregory, 1996; David, 2000).  One of the design considerations which can affect 

the system reliability is the design of the scheduler, that part of the system which 

decides when each task in the system should run or should use a resource (Zurawski, 

2005).  The scheduling problem which caused multiple system resets in the NASA Mars 

Pathfinder (Reeves, 1997) is a well known example of that kind of problem which may 

arise from scheduling design errors.   

                                                 
1  Parts of this chapter have been published previously in Gendy and Pont (2008a) 

 



Chapter 1: Introduction   2 

 

The focus of this thesis is on the design of schedulers which can be used in low-cost 

safety-related embedded-systems. 

1.2 What is an embedded system? 

Embedded systems can be defined as "information processing systems that are 

embedded into a larger product and that are normally not visible to the user" 

(Marwedel, 2006).  This means that, unlike desktop computer systems, embedded 

systems have more limited interactions with users and have limited resources (such as 

small size, low processing power, and small memory) which are dequate to complete 

their specific operation in the product where they reside.   

The first appearance of such systems can be dated back to year 1971, the year in which 

the first microprocessor, the 4004, was produced by Intel to be used in a series of 

calculators produced by the Japanese company Busicom (Leventhal, 1979; Barr, 1999; 

Ganssle and Barr, 2003), as shown in Figure 1-1.   

 

 

Over the years a great deal of work has been done in the development of the 

microprocessor which was going in two different trends.  The first trend was based on 

building microprocessors to be used in general purpose desktop systems, including PC’s 

and servers.  The other trend was based on developing a special purpose 

microprocessor, typically called a microcontroller, to be used in embedded applications.  

 

Intel 4004 

microprocessor 

 

 

 

Busicom 141-PF 

printing calculator 

Figure 1-1  Intel 4004 microprocessor and Busicom 141-PF printing calculator. 

These two images have been used with permission from Intel Museum (Intel, 2009). 
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The main difference between a microprocessor and a microcontroller is that a 

microprocessor contains only a central processing unit (CPU) whereas a microcontroller 

contains a CPU in addition to memory and input/output (I/O) on the chip (Arnold, 

2000).   

The vast majority of processors sold every year go to the embedded market.  For 

example in 2005 the total number of embedded processors sold was estimated to exceed 

3 billion, compared to 200 million desktop computers and 10 million servers (John and 

David, 2007).  This is a result of the increased demand for new devices, which normally 

include embedded microprocessor, to be used in every aspect of our modern lifestyle.  

Examples range from the simple devices used in home appliances (such as microwave 

ovens, mobile phones, washing machines), to the more sophisticated devices used in the 

medical sector (such as the mobile ECG), or the automotive industry (for example the 

Mercedes S-class has 63 microprocessors in it and 1999 BMW 7-series has 65) (Turley, 

1999).   

1.3 What is a real-time system? 

Many embedded systems are also real-time systems.  In real-time systems the execution 

of each function (or task) is constrained by a set of temporal requirements, such as task 

deadline, the time before which the task should finish its execution (Liu and Layland, 

1973; Xu and Parnas, 1993; Tindell, 1994; Sandström and Norström, 2002; Buttazzo et 

al., 2005).  Thus real-time systems can be defined as "computing systems that must 

react within precise time constraints to events in the environment" (Buttazzo, 2005a).  

This means that the key factor that defines a real-time system is that it produces the 

correct output within the predefined time limit (Cheng, 2002; Laplant, 2004).  Note that 

– contrary to common usage – this does not necessarily imply either that the system 

must be fast (Stankovic, 1988) or that the response time of the system must be short 

(Laplant, 2004; Buttazzo, 2005a), as the required response time depends on the 

application at hand.   

According to Laplant (2004) and Buttazzo et al. (2005) real-time systems are usually 

classified into 3 categories (depending on the criticality of the tasks they perform): hard, 

firm, and soft real-time systems.  They showed that in soft real-time systems the system 

keeps working at low level of performance in case of failure to meet response-time 
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constraints, for example: automated teller machine.  Whereas in firm real-time systems 

only a limited number of missed deadlines are allowed, but missing more than this lead 

to complete and catastrophic system failure, for example: an embedded navigation 

controller for autonomous robot weed killer.  Finally in hard real-time systems a critical 

and complete system failure can result if a single deadline is missed, example: avionics 

weapons.  To cope with these timing constraints careful designs (both in terms of 

hardware and software) must be employed in the development process of such 

applications.   

1.4 Developing real-time systems 

It can be inferred from the previous section that developers creating software for use in 

real-time systems face a very different set of challenges from those creating the majority 

of "desktop" applications.  For example the time interval within which the desktop 

system should respond to a command may vary significantly without causing a major 

problem whereas even small levels of variation in task stating time, formally called " 

release jitter", (milliseconds or much less) in safety-related systems may prove life 

threatening in (for example) an industrial, automotive or medical system.  Hence 

general desktop software architectures (e.g. desktop operating systems) are not suitable 

for safety-critical applications (Pont, 2001; Cheng, 2002; Buttazzo et al., 2005; 

Marwedel, 2006).   

Figure 1-2 shows the main services provided by the kernel of a real-time operating 

system, RTOS, (Kalinsky, 2005).  One of the main components of any RTOS is the task 

scheduler (Cheng, 2002; Kalinsky, 2005; Marwedel, 2006); moreover "a scheduler can 

be viewed as a simple operating system that allows tasks to be called periodically or 

(less commonly) on a one-shot basis" (Pont, 2001).   
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Depending on the type of the application a wide range of software architecture can be 

used, from a simple scheduler to a complex full RTOS.  However, it is desirable to keep 

system complexity as low as possible (Pont, 2001) as it may affect both the system 

reliability and cost.  For example cost estimates of embedded software (from 

commencement to shipping) are quoted around US$15-30 per line of code, this 

increases up to $100 in military defence systems and to approximately $1,000 for highly 

critical applications, such as the Space Shuttle (Atkinson et al., 2005).  The increased 

system complexity may result in additional demand for hardware resources (such as 

memory and CPU processing power) and make the debugging process more difficult.  

For example making a tiny change, changing just three lines of code, when fixing a bug, 

in the several-million-line signalling program used in the local telephone systems in 

California and along the Eastern seaboard caused a breakdown in the system in 1991 

(Joch and Sharp, 1995).   

There are two common approaches used in scheduling real-time embedded systems: 

event-triggered (ET) schedulers and time-triggered (TT) schedulers.  In ET 

architectures, tasks are invoked as a response to events represented by external 

interrupts (Albert, 2004; Scheler and Schröder-Preikschat, 2006), whereas in TT 

architectures tasks are invoked periodically under the control of a timer (Ludemann, 

1983; Volz and Mudge, 1987; Ward, 1991; Kopetz, 1997; Pont, 2001).  The ET 

architecture may be used in systems which have many aperiodic events whereas the TT 

architecture is the preferred choice for safety-related systems in which the task 

 

Figure 1-2  RTOS basic service groups, redrawn from (Kalinsky, 2005) (Figure 1). 
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characteristics are known a priori (Kopetz, 1997; Domaratsky and Perevozchikov, 2000; 

Pont, 2001; Albert, 2004; Scheler and Schröder-Preikschat, 2006).  The work in this 

thesis focuses on TT architectures. 

For resource-constrained embedded systems, which have a very limited memory and 

CPU performance, a simple "time-triggered co-operative" (TTC) – a form of cyclic 

executive – scheduler (Baker and Shaw, 1988; Burns, 1995; Kopetz, 1997; Huang et al., 

2003; Gangoiti et al., 2005), "which has low run-time overhead" (Huang et al., 2003), is 

often used.  Furthermore for safety-related applications which have hard real-time 

constraints, such as low jitter requirements, the TTC architectures demonstrate very low 

levels of task jitter (Locke, 1992), and can maintain their low-jitter characteristics even 

when techniques such as dynamic voltage scaling (DVS) are employed to reduce system 

power consumption (Phatrapornnant and Pont, 2006).   

In most TT designs, an "offline" (also known as "pre-runtime", or "static") schedule is 

said to be the best choice (Xu and Parnas, 2000; Pont, 2001; Huang et al., 2003; Xu, 

2003; Gangoiti et al., 2005).   

1.5 Scheduling time-triggered systems 

The specific implementation options which are considered here are a time-triggered co-

operative (TTC) scheduler (a form of cyclic executive: e.g. Shaw (2001)), and a time-

triggered "hybrid" (TTH) scheduler.  Such architectures are employed frequently in 

low-cost control systems (e.g. automotive control: (Ayavoo et al., 2005; Ayavoo, 

2006)) and in condition-monitoring / fault diagnosis systems (e.g. Schlindwein et al. 

(1988)).  A brief overview of these schedulers will be discussed in the following 

subsections. 

1.5.1 Time-triggered cooperative scheduler (TTC) 

The TTC implementation discussed in this work is based on the idea of executing each 

task in predefined time intervals which are derived from a scheduler tick.  The scheduler 

tick is usually signalled by an interrupt associated with the (periodic) overflow of a 

hardware timer.  At each tick the status of each task is updated and tasks which are due 

to run are dispatched.  Then the processor is usually set to an "idle" (power saving) 
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mode, where it will remain until the following tick (in order to reduce the system power 

consumption)  

1.5.2 Time-triggered hybrid scheduler (TTH) 

Despite some attractive features, a TTC solution is not always appropriate.  For example 

the system cannot respond to an external critical event while executing specific task if 

the required response time is shorter than the worst-case execution time (WCET) of the 

running task plus the time required to handle the event (Allworth, 1981).  In these cases 

a fully pre-emptive architecture such as the rate monotonic (RM) or the earliest deadline 

first (EDF) can be used (Liu and Layland, 1973).  Such an approach provides flexibility 

(and possibly, portability), but it will also tend to increase the system complexity and 

overhead when compared to pre-run-time scheduling (Xu and Parnas, 2000; Xu, 2003).   

In some designs the system responsiveness can be increased while maintaining the 

minimal resource requirements, by allowing a limited level of pre-emption in the 

system.  This can be done by using what is called a "time-triggered hybrid" (TTH) 

scheduler (Pont, 2001; Maaita and Pont, 2005a), sometimes called a "multi-rate 

executive with interrupts" (Kalinsky, 2001).  The TTH scheduler can be seen as a RM 

scheduler that supports a single, short, high priority, pre-empting task, and a collection 

of co-operative tasks (which have equal priorities lower than that of the pre-empting 

task).  

The pre-empting task may be used for periodic data acquisition, typically by means of 

an analogue-to-digital converter or similar device.  Such requirements are common in, 

for example, control systems (Buttazzo, 2005b), and applications which involve data 

sampling and Fast-Fourier transforms (FFTs) or similar techniques: an example is given 

in the work by Schlindwein et al. (1988).   

1.6 Challenges with simple TT architecture 

Two key challenges facing the developers of simple TTC and TTH designs are the 

schedule fragility (at design time) and the possibility of task overruns (at run time).  

These challenges are considered in this section.   
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1.6.1 The fragility of TTH and TTC designs 

It has been shown that – during the design process – TTC / TTH designs are "fragile": 

that is, small changes to the timing of particular tasks can mean that the developer has to 

make substantial changes to the whole schedule (e.g. Shaw (2001)).  Moreover, it has 

been demonstrated in previous studies that the problem of testing the schedulability and 

determining the scheduler and task parameters for a set of tasks for such a system is NP-

hard (Brucker et al., 1977; Baker and Shaw, 1988; Tindell et al., 1992; Xu and Parnas, 

1992; Xu and Parnas, 2000; Ekelin and Jonsson, 2001; Cucu and Sorel, 2004; Baruah, 

2006).  Inappropriate choices of parameters may mean that a given task set cannot be 

scheduled at all.  Where the parameter set does ensure that all tasks are scheduled, 

inappropriate decisions may still lead to unnecessarily high levels of task jitter and / or 

to increased system power consumption.  The focus in this thesis is therefore on 

developing ways in which the process of configuring TT schedulers for use in single-

processor embedded systems can be automated. 

1.6.2 Impact of long tasks during system execution 

As discussed in the previous section, TTH architectures allow a designer to execute one 

or more tasks with long WCETs and also respond within a short time interval to 

external events.  This solution can be effective, for many designs, if the WCET of every 

task is known at design time.  Unfortunately, as many researchers have observed (Nett 

et al., 1996; Domaratsky and Perevozchikov, 2000; Engblom and Ermedahl, 2000; 

Engblom and Jonsson, 2002; Gergeleit and Nett, 2002; Burguiere and Rochange, 2005; 

Deverge and Puaut, 2005; Kirner and Puschner, 2008), determining the WCET of tasks 

is rarely straightforward.   

Lack of knowledge about WCETs is a problem which faces the developers of many 

embedded systems (not just those based on TTC / TTH designs).  For example, as 

Gergeleit and Nett have noted: "Nearly all known real-time scheduling approaches rely 

on the knowledge of WCETs for all tasks of the system."  (Gergeleit and Nett, 2002).  

Nonetheless, the fact that a TTC / TTH architectures employs static scheduling (and, 

even in the case of TTH, a very limited degree of pre-emption) means that – in the event 

of a task overrun – the problem may not even be detected (let alone resolved).  This may 

have a serious impact on the system behaviour.  For example, as Buttazzo has noted: 
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"[Co-operative] scheduling is fragile during overload situations, since a task exceeding 

its predicted execution time could generate (if not aborted) a domino effect on the 

subsequent tasks" (Buttazzo, 2005b). 

As part of an effort to address these problems, the work presented here introduces a set 

of novel code-balancing techniques which helps to reduce variations in task execution 

time to a value equal to its WCET.  Unlike other methods, these techniques can be 

adapted to be used with any hardware and have limited impact on system power 

consumption.   

1.7 Aims of the thesis 

Despite the attraction of using an offline (or pre-run time) schedulers, such as the TTC 

and TTH schedulers described above, "Builders of real-time systems often use priority 

scheduling in their systems without considering alternatives" (Xu and Parnas, 2000).  

The main reason beyond the above argument can be related to the "fragility" of the 

offline designs of schedulers.  It is generally assumed that the effort involved in such a 

rescheduling process will be very significant.  Such arguments have been used in the 

past as a reason for avoiding TT architectures. 

While it can be argued that the issue of TTC/TTH fragility can be exaggerated in 

situations where appropriate design decisions are taken, it is true that re-scheduling may 

be required during the development and maintenance of TTC/TTH designs.  Given that 

such a schedule re-design may be required, the aim of this thesis is to explore 

techniques which can reduce the effort involved in such a process via the use of novel 

scheduling algorithms.   

The second aim of the project is to increase the predictability of systems which use 

TTC/TTH designs.  The proposed scheduling algorithms introduced in this thesis 

attempt to find a workable schedule that satisfies all task constraints.  Like other 

scheduling algorithms, the proposed algorithms introduced here rely on the availability 

of accurate estimates of the upper bound of task execution time at design time.  

Unfortunately determining WCET values is becoming more challenging as embedded 

designs become more complex and make use of faster and smaller processors and 

"system on chip" architectures.  The work introduced in this thesis introduces new 
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techniques which aim to reduce variations in task execution time that will in turn reduce 

difficulties in obtaining the task WCET.  More importantly stabilising task execution 

time will increase the system predictability and determinism, for example the points at 

which each instance of the task starts, and finishes, can be known in advance. 

1.8 Thesis contributions 

The project described in this thesis made the following contributions to this research 

area:  

First, problems facing developers of time-triggered architecture (particularly TTC and 

TTH), such as the need for stabilising the task execution time and carefully choosing 

task / scheduler parameters are identified.  Effects of variations of task execution times, 

on violating task constraints and / or decreasing the system reliability, are discussed and 

analysed.  Then a set of code-balancing techniques which helps to reduce variations in 

the task execution time to its WCET, while avoiding excessive increase in power 

consumption which faces other methods, are introduced.   

Second, the need to appropriately choose the right scheduling strategy and configure the 

task and scheduler parameters is discussed.  The effects of inappropriate choices of the 

scheduler and / or task parameters (such as task offset, task order and tick interval) on 

task schedulability and system power consumption are discussed and analysed.   

Finally, a proposed TTSA1 algorithm which can be used to automate the process of 

scheduler selection and configuration, while reducing power consumption, for TT 

schedulers is presented.  The proposed algorithm uses a novel two-stage search 

technique and is intended to support the configuration of time-triggered schedulers for 

use with resource-constrained embedded systems which employ a single processor.  The 

overall goal is to identify a scheduler implementation which will ensure that: (i) all task 

constraints are met; (ii) CPU power consumption is "as low as possible"; (iii) a fully co-

operative scheduler architecture is employed whenever possible.   

The performance of the proposed TTSA1 algorithm is improved by developing the 

TTSA2 algorithm.  This algorithm tries to increase the chance of finding a suitable 

schedule by dividing some tasks into two, or more, segments, in cases were a suitable 

schedule can not be found when scheduling each task as one segment.  It assumes that 
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the points at which a task can / cannot be pre-empted / divided into two or more tasks 

are known in advance.  

1.9 Thesis outline 

Following this introductory chapter which sets up the background and aims of the 

current work, Chapter 2 gives an overview of the task model, task parameters and 

constraints which are normally used in scheduler design.  It then discusses various 

scheduling strategies introduced in the literature.   

Chapter 3 reviews previous work in scheduler design and the need for automatic 

schedule generation in embedded systems.   

Chapter 4 discusses the problems encountered form variations in task execution times 

and the challenges involved in the process of estimating accurate values for task WCET.   

Chapter 5 introduces a new set of code-balancing techniques which help to reduce 

variations in the task execution time, and hence reduce jitter and increase predictability, 

while avoiding the unnecessary high increase in power consumption caused by other 

methods.   

Chapter 6 discusses the need for choosing the appropriate scheduling strategy and 

configuring the task and scheduler parameters.  The effects of inappropriate choices are 

also discussed and analysed.   

Chapter 7 introduces and evaluates a new heuristic scheduling algorithm "TTSA1" 

which helps to automate the process of scheduler selection and configuration for single-

processor embedded systems.  It then discusses the scheduling overhead and its effects 

on task schedulability.  It also introduces an easy way of measuring this overhead and 

taking its effects into account while designing the scheduler.   

In Chapter 8 an improved scheduling algorithm, TTSA2, is presented.  The TTSA2 

algorithm assumes that points at which a task can be divided / pre-empted (such as 

critical sections boundaries) are predefined. The TTSA2 uses this information to 

increase the chance of finding a feasible scheduler for a given task set by dividing one, 

or more, long tasks into two, or more, segments in case where it is not possible to 

schedule each task as one segment.  
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Finally Chapter 9 discusses the work presented in the thesis, gives the conclusions and 

future work. 

1.10 Conclusions 

This chapter has presented a background about embedded systems design and 

emphasised on time-triggered approaches which is to be preferred in safety-related 

systems.  Two main problems which face developers of such systems, scheduler 

fragility, and difficulties in having accurate estimates of WCET, have been discussed.  

Techniques to overcome these problems will form the main focus of this document.  



 

Chapter 2  

Scheduling strategies 

This chapter gives an overview of the task model, task parameters and constraints 

which are normally used in scheduler design.  Then it discusses various scheduling 

criteria2 3

2.1 Task characteristics 

introduced in the literature.   

Embedded applications are usually implemented as a collection of communicating tasks 

(Shaw, 2001).  In the design phase of such applications each task is used to perform 

certain function(s).  In embedded systems in general, and in safety-related applications 

in particular, it is not sufficient that the required function is implemented correctly to 

produce the right output but it has to produce this output at the right time as well 

(Stankovic, 1988; Cheng, 2002; Laplant, 2004).  In order to achieve this each task is 

assigned a set of timing parameters and constraints, such as period and deadline.  

Tasks in embedded application are classified into 3 categories: periodic, aperiodic, and 

sporadic.   

Periodic tasks are repeated or activated frequently; the time between two activations is 

called the task period (P) (Liu and Layland, 1973).  Typical examples of such tasks 

include sampling and processing of data (Jeffay et al., 1991).   

Sporadic tasks are those tasks which are not activated regularly at fixed time intervals 

but rather they have minimum inter-arrival times.  Sporadic tasks can be represented as 

periodic tasks with periods equal to the minimum inter-arrival time of the equivalent 

sporadic tasks (Jeffay et al., 1991).  A typical example of such tasks includes an alarm 

or the emergency shutdown of a production robot (Zurawski, 2005).   
                                                 
2 Scheduling criterion describes the basic features of the scheduler (such as TT or ET, online or offline, 

etc). 

3 Scheduling strategy describes the way in which specific property (such as the task period) is assigned to 

each task. 
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Aperiodic tasks are those tasks which are activated irregularly.  Their invocation time is 

not known in advance as they can be activated at any time.  Typical examples of such 

tasks include operator’s commands and exception handling subroutines (Lin and Tarng, 

1991). 

The work presented here is concerned with high reliability safety-related applications.   

According to the IEC 61508 (IEC, 2005) "The term safety-related is used to describe 

systems that are required to perform a specific function or functions to ensure risks are 

kept at an accepted level.4

In the worked presented in this thesis it is assumed that task characteristics are known in 

advance and all the tasks in the system are periodic tasks (and sporadic tasks which are 

replaced by their equivalent periodic tasks).  The following parameters are usually used 

to characterise each task (Liu and Layland, 1973; Tindell, 1994; Buttazzo et al., 2005), 

and are shown in 

".  The IEC 61508 is an international standard concerned with 

safety-related electronic and/or programmable electronic systems. 

Figure 2-1. 

• Period (Pi): is the time interval after which task Ti should be repeated, in another 

word it is the length of time between every two invocations.   

• Offset (Oi): is the time, measured from the start of the system power on, after 

which the first period of task Ti starts.  

• Release time (ri): is the time, measured from the start of the task period, after 

which task Ti becomes ready to run.  In the rest of this document, it will be 

assumed that all tasks have release time equal to zero; otherwise release time will 

be explicitly stated. 

• Worst-case execution time (WCETi): is the longest time taken by the processor to 

execute task Ti without pre-emption.  

                                                 
4  This text contains extracts from the IEC Functional Safety Zone. All such extracts are copyright of 

International Electrotechnical Commission © 2005, IEC, Geneva, Switzerland. All rights reserved. IEC 

has no responsibility for the placement and context in which the extracts are reproduced. This notice takes 

precedence over any general copyright statement. 
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• Best-case execution time (BCETi): is the shortest time taken by the processor to 

execute task Ti.  

• Deadline (Di): is the time before which task Ti should be completed.  Deadline can 

be measured from the start of the system power on, in which case it is called 

absolute deadline.  Alternatively it can be measured from the start of the task 

period, in which case it is called relative deadline; this is illustrated in Figure 2-1.   

 

 

2.2 Task constraints 

As embedded systems become widespread and more complex, developers need ways to 

specify various application requirements.  This is normally done by specifying some 

restrictions that govern the way in which each task runs and the way in which it 

interacts with other tasks.  These restrictions are usually represented by specifying one 

or more of the task constraints described below. 

2.2.1 Jitter  

Many real-time applications require tasks to run at specific time instants, even small 

variations of these times may cause problems.  For example, in multimedia applications, 

such as CD audio or video, data must be displayed/replayed under relative timing 

constraints: sample K+1 must be played no later than a fixed interval (e.g., 125 µs) once 

Oi ri WCETi

Di

Pi

TimeBCETi

 

Figure 2-1  Typical task parameters. 
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sample K is played (Han et al., 1996).  Variations in this time will affect the playback 

quality. 

Another example is a chemical process control system.  In such systems it is important 

that all necessary ingredients are added in at the right times (Han et al., 1996).   When 

scheduling a moving cart to ship the ingredients to the container, it is important to have 

the cart come in regular intervals so that one ingredient must be added into the container 

within a certain time after another has been put in (Han et al., 1996).   

A final example is the sampling task that used to measure the height of the aircraft.  

Variations in the interval of executing this task will results in inaccuracy of the aircraft 

estimated height.  

"Output [or input] jitter refers to the variation between the inter-completion [or 

activation] times of successive jobs of the same task" (Baruah et al., 1999).  Jitter can be 

caused by either hardware or software factors or both.  Hardware factors include a drift 

in the oscillator frequency, noise, or crosstalk caused by electromagnetic interference 

(EMI) along a circuit or a cable pair (a further discussion are given in Phatrapornnant 

(2007)).  On the other hand software factors include variation in task execution time, 

task pre-emption, or inappropriate design of the scheduler (Ayavoo et al., 2007; Short 

and Pont, 2007; Hughes and Pont, 2008).  The current work considers only the jitter 

which results from software factors. 

According to Baruah et al (1999) the absolute jitter of task Ti "AbsJitter(Ti)" is defined 

as: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑇𝑇𝑖𝑖) ≝ max⁡(𝑃𝑃𝑖𝑖
(𝑚𝑚𝑚𝑚𝑚𝑚 ) − 𝑃𝑃𝑖𝑖 ,𝑃𝑃𝑖𝑖 − 𝑃𝑃𝑖𝑖

(𝑚𝑚𝑚𝑚𝑚𝑚 )) Equation 2-1 

where: 

𝑃𝑃𝑖𝑖
(𝑚𝑚𝑚𝑚𝑚𝑚 ) ≝ {𝐶𝐶𝑖𝑖

(𝑘𝑘+1) −  𝐶𝐶𝑖𝑖
(𝑘𝑘)

𝑘𝑘≥0
𝑚𝑚𝑚𝑚𝑚𝑚 } Equation 2-2 

or 

𝑃𝑃𝑖𝑖
(𝑚𝑚𝑚𝑚𝑚𝑚 ) ≝ {𝑆𝑆𝑖𝑖

(𝑘𝑘+1) −  𝑆𝑆𝑖𝑖
(𝑘𝑘)

𝑘𝑘≥0
𝑚𝑚𝑚𝑚𝑚𝑚 }; Equation 2-3 

 

and 
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𝑃𝑃𝑖𝑖
(𝑚𝑚𝑚𝑚𝑚𝑚 ) ≝ {𝐶𝐶𝑖𝑖

(𝑘𝑘+1) −  𝐶𝐶𝑖𝑖
(𝑘𝑘)

𝑘𝑘≥0
𝑚𝑚𝑚𝑚𝑚𝑚 } Equation 2-4 

or 

𝑃𝑃𝑖𝑖
(𝑚𝑚𝑚𝑚𝑚𝑚 ) ≝ {𝑆𝑆𝑖𝑖

(𝑘𝑘+1) −  𝑆𝑆𝑖𝑖
(𝑘𝑘)

𝑘𝑘≥0
𝑚𝑚𝑚𝑚𝑚𝑚 }; Equation 2-5 

𝑃𝑃𝑖𝑖
(𝑚𝑚𝑚𝑚𝑚𝑚 ) denotes the minimum time intervals between successive completions (or 

invocation) of task Ti; 

𝑃𝑃𝑖𝑖
(𝑚𝑚𝑚𝑚𝑚𝑚 ) denotes the maximum time intervals between successive completions (or 

invocation) of task Ti; 

𝑆𝑆𝑖𝑖
(𝑘𝑘) denotes the start time of the kth invocation of task Ti ; 

𝐶𝐶𝑖𝑖
(𝑘𝑘) denotes the completion time of the kth invocation of task Ti. 

 

For simplicity of notation the "AbsJitter(Ti)" will be simply donated as "Jitter(Ti)" in the 

remainder of this document.  

2.2.2 Precedence 

Precedence constraints are used to specify the execution order between two tasks 

(Sandström and Norström, 2002).  For example in control application it is required that 

the sampling process (sampling task) is done first and that it is followed by calculating 

the control algorithm (control task) and finally the actuation process (actuation task) is 

run at the end.  So the sampling task should precede the control task which in turn 

should precede the actuation task.   

If it is required that task Ti precedes task Tj, then, in any tick, task Tj is allowed to start 

its execution only after task Ti  completes its execution, i.e. for any k: 

𝐶𝐶𝑖𝑖
(𝑘𝑘) ≤ 𝑆𝑆𝑗𝑗

(𝑘𝑘) Equation 2-6 

where: k is the k th invocation of task Ti and task Tj. 
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2.2.3 Exclusion 

Exclusion constraints are used to maintain data consistency and control access to shared 

resources (Buttazzo, 2005a).  For example if two tasks, task Ti and task Tj,, share one 

(or more) variable(s), in order to prevent simultaneous updating process of the shared 

variable(s) by the two tasks an exclusion relation is specified between them.  This 

means that task Ti is not allowed to pre-empt task Tj and vice versa; i.e. if task Ti starts 

its execution before task Tj then task Tj is not allowed to start is execution before task Ti 

completes its execution (Xu and Parnas, 1990) and vice versa.  This is if task Ti 

excludes task Tj this means that: 

if 𝑆𝑆𝑖𝑖
(𝑘𝑘) < 𝑆𝑆𝑗𝑗

(𝑘𝑘) ⇒  𝐶𝐶𝑖𝑖
(𝑘𝑘) ≤ 𝑆𝑆𝑗𝑗

(𝑘𝑘) Equation 2-7 

and  

if 𝑆𝑆𝑗𝑗
(𝑘𝑘) < 𝑆𝑆𝑖𝑖

(𝑘𝑘) ⇒  𝐶𝐶𝑗𝑗
(𝑘𝑘) ≤ 𝑆𝑆𝑖𝑖

(𝑘𝑘) Equation 2-8 

2.2.4 Distance 

The distance constraint is defined as the minimum time interval between the completion 

of one task and the start of another task (Sandström and Norström, 2002).  A reason for 

this could be the delays in the communication hardware between two communicating 

tasks, or the limitations in the processing speed of the environment that the tasks 

interact with (Ekelin and Jonsson, 1999).   

If the distance between task Ti and task Tj is required to be Distance(i,j) this means that: 

𝑆𝑆𝑗𝑗
(𝑘𝑘) −  𝐶𝐶𝑖𝑖

(𝑘𝑘) ≥ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑖𝑖, 𝑗𝑗)  Equation 2-9 

2.2.5 Latency 

The latency relation between any two tasks can be defined as the maximum duration of 

time between the start of one task and the completion of another task (Sandström and 

Norström, 2002).  For example in control applications it may be required that the time 
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interval between stating the sampling task to the completion of the actuation task does 

not exceed a predefined value. 

If the latency between task Ti and task task Tj is required to be Latency(i,j) this means 

that: 

𝐶𝐶𝑗𝑗
(𝑘𝑘) −  𝑆𝑆𝑖𝑖

(𝑘𝑘) ≤ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑖𝑖, 𝑗𝑗)  Equation 2-10 

2.3 Scheduling criteria  

As explained in the previous sections, embedded applications are normally developed as 

a collection of tasks which should run under certain constraints to ensure that the system 

generates the correct output within the required time interval. 

The time and order in which each task should be activated can be configured through 

the use of an appropriate scheduler.  A feasible schedule is that in which all task 

constraints are met, in which case the set of tasks is called a "schedulable" task set.  The 

scheduling algorithm which is able to find a feasible schedule for any schedulable task 

set is called an "optimal scheduling algorithm" (Buttazzo, 2005a). In another words an 

optimal scheduling algorithm can find a feasible (not necessary the best) schedule for a 

given task set if any other scheduler can, i.e. this optimality is not mean related to the 

quality of the schedule produced by the optimal scheduler but it is related to its ability 

to find a feasible schedule.   

The following subsections discuss various scheduling criteria. 

2.3.1 Event-triggered and time-triggered scheduling  

The event-triggered and time-triggered scheduling differs in the way in which tasks are 

called.  If tasks are invoked as a response to the occurrence of events represented by 

external interrupts then the scheduler is event-triggered (ET), whereas tasks in time-

triggered (TT) architectures are invoked in a predefined time intervals under the control 

of timer (Kopetz, 1993; Kopetz, 1997; Albert, 2004).   

The question of whether to use the ET or TT architecture has been debated and 

discussed intensively in the literature (Kopetz, 1991; Kopetz, 1993; Kopetz, 1997; 
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Domaratsky and Perevozchikov, 2000; Pont, 2001; Albert, 2004; Scheler and Schröder-

Preikschat, 2006).  

According to Albert: "In general, reality is neither black nor white but rather gray.  

Thus it depends on the application whether a time-triggered or event-triggered behavior 

is more suitable" (Albert, 2004).  The ET approach may prove cost effective in cases 

where the system must handle many aperiodic and sporadic events (Kopetz, 1993; 

Albert, 2004; Scheler and Schröder-Preikschat, 2006), since the conversion of such 

events to periodic events may reduce the system utilisation.  On the other hand time-

triggered systems are considered as the preferred choice for supporting safety-related 

applications (Kopetz, 1997; Domaratsky and Perevozchikov, 2000; Pont, 2001; Scheler 

and Schröder-Preikschat, 2006).  The work in this document focuses on systems with a 

TT architecture. 

2.3.2 Pre-emptive and non pre-emptive (co-operative) scheduling 

In pre-emptive schedulers a high priority task can pre-empt a lower priority one if the 

higher priority task becomes ready to run while the lower priority task is still running 

(Liu and Layland, 1973; Pont, 2001).  The context of the pre-empted task (the lower 

priority task) is saved to enable it later to continue its execution from the point at which 

it is pre-empted; this context is loaded when the pre-empting task (the higher priority 

task) finishes its execution.  The disadvantages of the pre-emptive scheduler are the 

imposed overhead necessary for performing this context switching and the necessity for 

developing mechanisms to manage access to shared resources, so it is desirable to keep 

the context switching (or the number of pre-emptions) as fewer as possible (Jeffay et 

al., 1991; Joseph, 1996).  On the other hand the main advantage of the pre-emptive 

scheduling strategy is its responsiveness: when a high priority task becomes ready to 

run it will immediately gain control of the CPU by pre-empting the current running task 

(Labrosse, 2002).     

By contrast, in non pre-emptive (also called co-operative) schedulers, task(s) is 

executed to completion without being pre-empted (Pont, 2001; Baruah, 2006).  The 

main drawback of this strategy is its latency to responding to important events: a higher 

priority task will have to wait until the current running task finishes its execution 

(Labrosse, 2002).  This problem can be solved by dividing long task(s) into two or more 
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shorter tasks (Baker and Shaw, 1988; Locke, 1992; Pont, 2001).  The non pre-emptive 

scheduling has the advantage of requiring low overhead and simple design (as it 

guarantees exclusive access to shared resources and it has low context switch overhead, 

the context switch only happen when the task finishes its execution) (Jeffay et al., 1991; 

Labrosse, 2002).  Another advantage is that the interrupt latency is typically low 

(Labrosse, 2002).   

2.3.3 Static priority and dynamic priority scheduling  

In priority scheduling each task is assigned a specific priority and the schedule is 

generated based on these priorities (Buttazzo, 2005b).  Task priority can be either fixed 

or dynamic.  In the case of static (or fixed) task priority scheduling the priority of each 

task is decided at design stage and does not change afterward.  An example of this 

scheduler is the rate monotonic (RM) scheduler in which the priority of each task is 

assigned based on the task period; the shorter the task period the higher its priority (Liu 

and Layland, 1973).  By contrast, in dynamic priority scheduling the priority of each 

task is dynamically assigned and can be changed at runtime (Buttazzo, 2005b).  An 

example of such scheduler is the earliest deadline first (EDF) scheduler in which the 

priority of each task depends on its absolute deadline, the sooner the task deadline, with 

respect to other tasks’ deadlines, the higher the task priority (Liu and Layland, 1973).   

The main advantage of priority scheduling is its flexibility in handling dynamic 

situations such as creating a new task, or changing one or more of the task 

characteristics (such as task period) (Buttazzo, 2005b).  On the other hand this 

flexibility comes at the price of increasing the system complexity, especially in the case 

of using dynamic priority scheduling.  In such systems careful analysis of the scheduler 

and resource allocation techniques has to be made to avoid problems which can arise 

during run time.  An example of such problems is the famous priority inversion problem 

(Sha et al., 1990) which will be discussed later in this chapter.   

A well known example of a situation in which such problem is encountered and caused 

multiple systems resets is the NASA Mars Pathfinder (Reeves, 1997).   
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2.3.4 Offline and online scheduling  

In online schedulers, scheduling decisions are taken at run-time (Marwedel, 2006).  This 

approach is normally used in systems in which it is likely that a task(s) can be added / 

removed during run time, such as a team of robots cleaning up a chemical spill 

(Stankovic et al., 1995).  These schedulers generate overhead at run-time, but are quite 

flexible (Marwedel, 2006).   

By contrast, in offline schedulers, scheduling decisions are taken at design time (Xu, 

1993; Marwedel, 2006).  These schedulers are normally used in cases where a complete 

knowledge of task properties and constraints are known in advance (at design time), 

such as control applications which have well defined environment and processing 

requirements and uses fixed sets of sensors and actuators (Stankovic et al., 1995).  

Offline schedulers are usually based on pre-run-time analysis of the system.  The 

scheduler is often computed for a period of time equals to the least common multiple 

(LCM) of task periods, which is the period of time after which the same sequence of 

task calling is repeated over time (Xu and Parnas, 1993).  The main advantage of pre-

run-time scheduling is that satisfying all the deadlines and other constraints are easy to 

verify (Xu and Parnas, 2000).   

Finally it remains the case that the choice of certain architecture depends on the 

application at hand.  As noted by Laplant "even after more than 30 years of research 

there is no methodology available that answers all of the challenges of real-time 

specification and design all the time and for all applications." (Laplant, 2004). 

A wide range of schedulers can be used in real-time systems based on the scheduling 

criteria discussed above.  These schedulers have different behaviours.  The following 

sections will discuss the most commonly used schedulers.   

2.4 Cyclic executives 

As its name implies, in cyclic executive based schedulers the sequence and pattern at 

which tasks (which are normally periodic) are executed takes the form of a cycle which 

is repeated over time.  This cycle is usually called the "major cycle".  The length of this 

major cycle is taken as the least common multiple (LCM) of all tasks' periods.  The 

major cycle is divided into a number of smaller cycles called "minor cycles" (in TT 
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architectures they are called "ticks").  Normally the length of the minor cycle is taken as 

the greatest common divisor (GCD) of the tasks’ periods.   

Although they have been used in many applications for a long time, the first formal 

description of cyclic executives is introduced by Baker and Shaw (1988).  This work is 

followed by many studies and discussions over the years (Baker and Shaw, 1988; 

Locke, 1992; Burns, 1995; Kopetz, 1997; Zamorano et al., 1997; Pont, 2001).   Recent 

uses of such simple schedulers can be noted.  For example   Huang et al. (2003) used a 

fixed-polling binary tree for USB bandwidth scheduling using a cyclic-executive-based  

approach "which has low run-time overhead" (Huang et al., 2003).  They showed that 

this method helped to guarantee the quality of service requirements for the device.  In 

another recent study, Gangoiti et al.(2005)  used co-simulation of different tools 

employed in PLC programming and process modelling and simulation.  They used a 

cyclic executive design to mark the time instants in which data exchange must be 

performed for each control loop, in order to facilitate the design of the simulation steps 

in both tools. 

Cyclic executives based schedulers are usually used in offline scheduling, in which 

scheduling decisions are taken at the design time.   

Figure 2-2 shows an example of a simple cyclic executive scheduler which has 3 tasks 

(Task A; Task B, Task C) with fixed durations of 3, 4, and 5 ms respectively; assuming 

that each has a period of 30 ms, as shown in Table 2-1 (Pont, 2001; Kurian and Pont, 

2007).   

 

Table 2-1  Task specifications for a system runs with 

 simple cyclic executive scheduler. 

Task WCET (ms) Deadline (ms) Period (ms) 

A 3 30 30 

B 4 30 30 

C 5 30 30 
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The major advantage of this scheduler is its simple implementation and small resource 

requirements (Pont, 2001; Kurian and Pont, 2007).  On the other hand, the main 

disadvantage of this scheduler is that it is difficult to obtain a fixed period length of 

tasks if the tasks execution times are not fixed (Kurian and Pont, 2007).  This will, in 

turn, have bad effects on task jitter and / or may cause some tasks to miss their 

deadlines.  This problem can be solved by careful use of timers, such as that which is 

used in TTC and TTH schedulers, further details are given in Appendix A. 

2.4.1 Common problems with cyclic executive schedulers 

The main problems facing developers of cyclic executive based scheduler are mainly 

similar to those problems facing designers of TTC and TTH (the possibility of task 

overruns (at run time) and the schedule fragility (at design time)).  These problems 

along with the proposed solutions were previously discussed in Section 1.6.   

2.5 Priority schedulers 

Priority-based schedulers are usually used in online scheduling, in which scheduling 

decisions are taken at run-time; when a running task finishes its execution or a new task 

enters the system (Cottet et al., 2002).  As described above task priority can either be 

fixed and never changed once it is assigned to the task (fixed priority scheduling) or can 

be changed during the run-time (dynamic priority scheduling). 

The following subsections discuss the most common priority-based scheduling 

strategies.   

A B

Time (ms)

Fixed
delay

Fixed
delay

C Fixed
delay

A BFixed
delay

Fixed
delay

C Fixed
delay

30 ms
30+ ms

10 20 30 40 50 605 15 25 35 45 55

 

Figure 2-2  Cyclic executive scheduler for the task set shown in Table 2-1. 
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2.5.1 Fixed priority schedulers 

As discussed earlier, in fixed priority schedulers once a certain priority is assigned to a 

task it does not change at run-time.  This priority is usually based on a fixed parameter 

which is assigned to the task before its activation (Liu and Layland, 1973; Cottet et al., 

2002).  Examples of such schedulers are the rate monotonic and deadline monotonic 

algorithms.   

2.5.1.1 Rate monotonic scheduler 

Rate monotonic (RM) scheduler is said to be as the most commonly used priority 

assignment scheduling strategy used in real-time systems (Buttazzo, 2005b).  The RM 

scheduler assigns fixed priority to tasks according to their rate; tasks with shorter 

periods are assigned higher priorities (Liu and Layland, 1973).   

Bini et al. (2003) gave an example of possible use of the RM scheduler in a radar 

system which is used to track a number of moving targets.  Assuming that each of these 

targets moves with a constant speed, which may be different from other targets’ speeds, 

the RM can be used to assign priorities to tasks according to their speeds, high speed 

task gets high priority.  As targets dynamically enter and exit the visual field of the 

radar system, corresponding tasks are activated and removed from the schedule.  When 

a new target enters the visual field of the radar system an acceptance test (or utilisation 

test, described below) is done to check the schedulability of the new task and make sure 

that accepting it will not violate the task constraints of the tasks already run in the 

system.  If the acceptance test fails an appropriate action can be taken, such as 

allocating additional computational resources (if available), or activating an alarm. 

The interest of this scheduler was initiated by a significant study introduced in 1973 by 

Liu and Layland (1973).  In this study tasks are assumed to be independent, periodic, 

can be pre-empted at any time, have relative deadlines equal to periods, and have fixed 

execution times.  They showed that a set of n tasks can be scheduled with RM if the 

total processor utilisation (u) satisfies the following sufficient (but not necessary) 

condition: 
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where: 

n is the number of tasks; 

ei is the execution time of task Ti; 

Pi is the period of task Ti. 

This gives a least upper bound of utilisation of 0.69 for large values of n (as n tends to 

infinity).  This means that any task set is guaranteed to be scheduled by RM if u ≤ 0.69, 

but not all task sets can be scheduled if 0.69 <u ≤ 1, for example when all pairs of 

periods in the task set are in harmonic relation the tasks can still be scheduled by RM 

(ignoring the other overheads) although the total utilisation of the tasks can be 1.00 

(Buttazzo, 2005b).  It has been shown that RM is optimal in the sense that if there exist 

a feasible priority assignment schedule for a given task set, then the RM is also feasible 

for that task set (Liu and Layland, 1973). 

Since 1973 a great deal of work has been done by many researchers to improve the 

efficiency and relax the assumptions of the RM introduced by Liu and Layland.  For 

example Bini et al.(2003) proposed a less pessimistic acceptance ratio, yet their 

formulation has the same complexity, which allows the acceptance of task sets that 

would be rejected by using the Liu and Layland original schedulability test.  Sha et al. 

(1990) extended the original model, which assumes that all the tasks are independent, 

and propose novel protocols (the Priority Inheritance Protocol and the Priority Ceiling 

Protocol) which solve the problems that may arise in the existence of shared resources 

(such as task priority inversion and deadlock).   

Figure 2-3 shows an example of three tasks run with RM. The specifications of these 

tasks are shown in Table 2-2.  It can be noticed that the condition in Equation 2-11 is 

satisfied as the total processor utilisation is 0.467 which is less than the upper bound of 

utilisation for three tasks (0.78).  

It should be noted that that the highest priority is indicated by the smallest number.  

Arrows pointing down (as those shown Figure 2-3) will be used to mark the task 

deadline.  These notations will be used in the rest of this document.   
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2.5.1.2 Deadline monotonic scheduler 

The Deadline Monotonic (DM), or sometimes called inverse deadline, scheduler 

weakens the rate monotonic’s "period equals deadline" constraint by assuming that 

tasks’ deadlines can be less than their periods (Leung and Whitehead, 1982; Audsley et 

al., 1991).  DM scheduler was first introduced by Leung and Whitehead (1982).  

According to DM scheduling technique fixed priorities are assigned to tasks based on 

their relative deadlines; tasks with smaller relative deadlines are assigned higher 

priorities.  

Time (ms)10 15 25 305 200

Time (ms)
10 15 25 305 200

Time (ms)10 15 25 305 200

Task A

Task B

Task C

 

Figure 2-3  RM schedule of the task set shown in Table 2-2. 

Table 2-2  Task specifications for a system scheduled by RM scheduler. 

Task WCET (ms) Deadline (ms) Period (ms) Priority  

A 1 5 5 0 

B 3 15 15 1 

C 2 30 30 2 
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Audsley et al. (1991) showed that the DM scheduler provides the application designer 

with more flexible process model by discussing some motivating applications.  For 

example they showed that DM can be used to easily include the effect of the inevitable 

communication delay in distributed systems which have precedence constraints among 

periodic processes.  To maintain the precedence constraints while taking the effect of 

this delay into account, the deadline of these periodic processes must be set to a value 

less than the end of their periods, the deference between the period and the deadline is 

considered as a dead time represents the communication delay. 

DM is optimal in the sense that if there exist a feasible fixed priority assignment 

schedule for some task set, where deadline less than periods, then the DM is also 

feasible for that task set (Leung and Merrill, 1980; Audsley et al., 1991). It has been 

shown that a set of n tasks can be scheduled with DM if the processor unitization (u) 

satisfies the following sufficient condition (Cottet et al., 2002): 
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where: 

n is the number of tasks; 

ei is the execution time of task Ti; 

Di is the relative deadline of task Ti. 

Figure 2-4 shows an example of three tasks run with DM. The specifications of these 

tasks are shown in Table 2-3.  It can be noticed that the condition in Equation 2-12 is 

satisfied as the total processor utilisation is 0.75, which is less than the upper bound of 

utilisation for three tasks (0.78).   
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2.5.2 Dynamic priority schedulers  

Unlike fixed priority schedulers in dynamic priority schedulers, the priority assigned to 

a given task can be changed at run-time.  This priority is usually based on a dynamic 

parameter that may change during the system evolution (Cottet et al., 2002).  Examples 

of such schedulers include the earliest deadline first and least laxity first algorithms.   

2.5.2.1 Earliest deadline first scheduler 

While RM and DM statically assigns priorities to tasks, earliest deadline first (EDF) is 

said to be the most common scheduler that dynamically assigns priority to each task 

Time (ms)10 15 25 305 200

Time (ms)
10 15 25 305 200

Time (ms)10 15 25 305 200

Task A

Task B

Task C

 

Figure 2-4  DM schedule for the task set shown in Table 2-3. 

Table 2-3  Task specifications for a system scheduled by DM scheduler. 

Task WCET (ms) Deadline (ms) Period (ms) Priority  

A 1 5 5 0 

B 2 6 30 1 

C 3 14 15 2 
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according to its current absolute deadline.  The task which has the earliest deadline is 

assigned the highest priority (Liu and Layland, 1973).  An example of using EDF in a 

real-time application is to maintain strict delay requirements of the multimedia 

communication involving digital audio and/or digital video (Ferrari and Verma, 1990).  

In which case the EDF is used, usually in conjunction with other scheduling strategies, 

to assign high priority to packets with earliest deadline to maintain the end to end delay 

requirements (Ferrari and Verma, 1990; Maina and Saidane, 2006). 

Liu and Layland (1973) showed that using the same assumptions which are introduced 

in their RM analysis, for a set of n periodic tasks to be scheduled by EDF the necessary 

and sufficient condition is that the total processor utilisation should be less than or 

equals to 1, that is: 

1
1

≤=∑
=

n

i i

i

P
eu  Equation 2-13 

According to Cottet et al. (2002), for tasks which have deadlines less than periods the 

schedulability condition becomes: 

1
1

≤=∑
=

n

i i

i

D
eu  Equation 2-14 

It is shown also that the EDF is optimal in the sense that if there exists a feasible 

priority scheduler for a given task set, then the EDF is also feasible for that task set (Liu 

and Layland, 1973). 

Figure 2-5 shows an example of two tasks scheduled by EDF scheduler. The 

specifications of the two tasks are shown in Table 2-4.  

 

Table 2-4  Task specifications for a system scheduled by EDF scheduler. 

Task WCET (ms) Deadline (ms) Period (ms) 

A 3 6 6 

B 7 15 15 
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2.5.2.2 Least laxity first  

The laxity (or slack) of a task is defined as the maximum time the task can be delayed 

without missing its deadline (Cheng, 2002).  According to Buttazzo (2005a), the laxity 

(Li ) of task Ti can be calculated as: 

iiii erDL −−=  Equation 2-15 

where: 

Di is the relative deadline of task Ti  

ri is the arrival time of task Ti, 

ei is the execution time of task Ti. 

The least laxity first (LLF) algorithm assigns priority to each task according to its laxity, 

the task that has the least laxity is assigned the highest priority (Leung, 1989).  As 

shown in Oh and Yang (1998) using the LLF will result in poor system performance in 

case where there are two or more tasks have same, or close, laxity.  This is because of 

the frequent context switches which takes place at every scheduling point until the tie 

breaks.  They introduced a Modified Least-Laxity-First (MLLF) to solve this problem.  

The MLLF scheduling algorithm reduces the number of context switches by delaying 

them until necessary, even if the laxity-tie occurs.  

Time (ms)20

Task B

64 108 1412 18 2220 2624 302816

Time (ms)20

Task A

64 108 1412 18 2220 2624 302816

 

Figure 2-5  EDF schedule for the task set shown in Table 2-4. 
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LLF, like EDF, is optimal for pre-emptable tasks with no precedence, resource, or 

mutual exclusion constraints (Cottet et al., 2002).   

Figure 2-6 shows an example, given by Cottet et al. (2002), to describe the idea of LLF.  

Task specifications are shown in Table 2-5.   

 

 

2.5.3 Common problems with priority schedulers 

As shown above, priority-based schedulers usually allow task pre-emption to occur.  In 

case where tasks share resources, specific techniques, such as using semaphores, can be 

used to prevent simultaneous access to shared resources.  If not carefully designed, the 

use of these techniques may cause other problems, such as priority inversion or 

Time (ms)0

Task A

2 4 6 10 12 148 16 18 20

Time (ms)0

Task B

2 4 6 10 12 148 16 18 20

Time (ms)0

Task C

2 4 6 10 12 148 16 18 20  

Figure 2-6  LLF schedule for the task set shown in Table 2-5, 

adapted from Cottet et al. (2002). 

Table 2-5  Task specifications for a system scheduled by LLF scheduler. 

Task WCET (ms) Deadline (ms) Period (ms) 

A 2 4 5 

B 3 7 20 

C 1 8 10 
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deadlock, which may results in violating task constraints, such as missing deadlines 

(Sha et al., 1990; Silberschatz and Galven, 1998; Cottet et al., 2002). 

The above problems along with suggested solutions, which can be used to avoid their 

occurrence, or at least reduce their effects, are previously discussed by Sha et al. (1990). 

The following subsections will summarise this work.   

2.5.3.1 Priority inversion 

As defined by Sha et al., "priority inversion is the phenomenon where a higher priority 

job is blocked by lower priority job." (Sha et al., 1990).  They showed that this can 

happen in situations where both the high priority tasks and the low priority ones have a 

shared resource.  In situations where the high priority task is activated and requested 

access to the shared resource while the lower priority task is still running and holding 

that shared resource, the high priority task will be blocked and wait until the low 

priority task completes its execution, or at least releases the shared resource.  In this 

case it can be seen that the priorities of the two tasks are inverted, as the lower priority 

task enforced the high priority one to wait until it finishes.  The situation may 

exaggerate in cases where the lower priority task is pre-empted by another task with 

intermediate priority, which does not need to access the shared resource.  In this case 

the high priority task has to wait until both the two tasks finish their executions.  This 

may cause the high priority task to miss its deadline.   

Table 2-6 and Figure 2-7 show an example given by Sha et al. (1990) for a system that 

may suffer from the priority inversion phenomenon.   The system has 3 tasks which 

have the priorities shown in Table 2-6.  Task A and Task C share a common resource 

R1.  The sequence of events listed in Table 2-6 can be described as follows: 

• At time t0 Task C is released and gains access to the microprocessor.   

• At time t1 it requires access to the shared resource R1.  As this resource is not 

currently in use, Task C gains access to it and hence locks it.   

• At time t2 Task A becomes ready to run and pre-empts Task C as it has a higher 

priority.   

• At time t3 Task A requires access to the shared resource R1.  As this resource is 

currently being locked by Task C, Task A is blocked and the control goes back to 

Task C.   
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• At time t4 the task with the intermediate priority, Task B, becomes ready to run and 

pre-empts Task C as it has a higher priority.   

• At time t5 Task B finishes its execution and releases the processor for Task C to 

resume its execution.  

• At time t6 Task C releases the shared resources and is pre-empted by Task A which 

now can use the resource.   

• At time t7 Task A finishes its execution and releases the shared resource so Task C 

resumes its execution and eventually releases the processor when it finishes.  

 

 
 

As can be noticed from the above scenario the priority inversion problem occurred as 

the highest task, Task A, was forced to wait for a lower priority task, Task C.   

Timet0 t1 t2 t3 t4 t5 t6 t7 t8

Timet0 t1 t2 t3 t4 t5 t6 t7 t8

Timet0 t1 t2 t3 t4 t5 t6 t7 t8

request
R1

request
R1

release
R1

release
R1

Task A
released

Task B
released

Task C
released

R1 in use

 

Figure 2-7  Illustration of the priority inversion phenomenon for tasks shown in 

Table 2-6, adapted from Sha et al. (1990). 

 

Table 2-6  Task specifications for a system which may encounter priority inversion  

Task Priority  Release time Request R1 time 

A 0 t2 t3 

B 1 t4 - 

C 2 t0 t1 
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Moreover, the situation was exaggerated when Task C had been pre-empted by Task B, 

an intermediate priority task, which in turn increased the blocking time of the highest 

priority task.   

In order to reduce the effects of priority inversion, i.e. to shorten the task blocking time, 

the priority inheritance protocol introduced by Sha et al. (1990) can be used.  The basic 

idea of the priority inheritance protocol is that any task executing in its critical section 

(the area of the code during which the tasks should not be pre-empted), or holding a 

shared resource, inherit the priority the highest priority task waiting for this resource, 

and return to its original priority after exiting its critical section or releasing the shared 

resource.  This has been proven to reduce the blocking time of the high priority tasks.  

Figure 2-8  shows how priority inheritance protocol helps to reduce the effects of 

priority inversion in the above example.  This is can be explained as follows. 

At time t3 when Task A required access to the shared resource R1, which is currently 

blocked by Task C, Task A is blocked and Task C temporary inherited the priority of 

Task A and continued running with this priority.  Later, at time t4, when Task B became 

ready to run it could not pre-empt Task C as its priority is lower than the new priority of 

Task C.  As a consequence Task C continued running with this priority until it released 

the shared resource, at which point it restored its original priority.  This enabled Task A 

to pre-empt Task C and gain access to the shared resource.  After Task A finished its 

execution control goes to Task B as it has had the highest priority amongst tasks which 

are waiting.  Eventually, Task C resumed its execution after Task B finished.   

As can be noticed from the above example, with the help of using the priority 

inheritance protocol the blocking time of the higher priority task can be reduced.   
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2.5.3.2 Deadlock 

A deadlock may occur if two, or more, tasks share two, or more, resources and each one 

of them hold one resource while it is waiting for another resource which is currently 

held by the other task.  To explain this situation consider the following example which 

is given by Sha et al. (1990).   

Consider the system of tasks indicated in Table 2-7 and  

Figure 2-9.  Assume that Task B and Task C share two common resources which can be 

locked by the semaphores S1 and S2.  Only Task A has an access to a resource which 

can be locked by the semaphore S0.  The deadlock problem can be explained by 

considering the following sequence of events as listed in Table 2-7. 

• At time t0 Task C is released and gaines access to the microprocessor.   

• At time t1 it requires access to the shared resource locked by semaphore S2.  As 

this resource is now available Task C gaines access to it and lockes it by semaphore 

S2. 

• At time t2 Task B becomes ready to run and pre-empts Task C as it has a higher 

priority.   

Task A
released

Timet0 t1 t2 t3 t4 t5 t6 t7 t8

Timet0 t1 t2 t3 t4 t5 t6 t7 t8Task C
released

Timet0 t1 t2 t3 t4 t5 t6 t7 t8

Task B
released

request
R1

request
R1

release
R1

release
R1

R1 in use

 

Figure 2-8  Illustration of using the priority inheritance protocol for tasks shown 

in Table 2-6, adapted from Sha et al. (1990). 
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• At time t3 Task B requires access to the shared resource locked by semaphore S1.  

As this resource is currently available Task B gains access to it and lockes it by 

semaphore S1. 

• At time t4 Task B requires access to the shared resource currently locked by 

semaphore S2, this causes Task B to be blocked and the control to go back to 

Task C. 

• At time t5 Task A becomes ready to run so it pre-empts Task C and gains access to 

the microprocessor.   

• At time t6 Task A requires access to the shared resource locked by semaphore S0.  

As this resource is now available Task A gains access to it and locks it. 

• At t7 Task A finishes its execution and the control goes back to Task C, as Task B 

is currently blocked and waiting for S2. 

• At time t8 Task C requires access to the shared resource currently locked by 

semaphore S1, this causes Task C to be blocked.  

 

 

Table 2-7  Task specifications for a system which may suffer from deadlock. 

Task Release time Priority  Request S0 Request S1 Request S2 

A t5 0 t6 - - 

B t2 1 - t3 t4 

C t0 2 - t5 t1 
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As can be noticed from the above scenario the system goes to the deadlock status as 

each one of Task B and Task C was holding one resource and waiting for the resource 

currently held by the other task to be released.   

Techniques like priority ceiling protocol, introduced by Sha et al. (1990) can be used to 

prevent the occurrence of such deadlocks.  The underlying idea of this protocol is to 

extend priority inheritance protocol by assigning each resource a priority (called the 

ceiling priority) equals to the priority of the highest priority task that may use this 

resource.  A task is only allowed to gain access to a resource if the resource is free and 

the task priority is higher than all priority ceilings of all resources currently held by 

other tasks.  

Applying this protocol to the above example helps to avoid the deadlock occurrence.  

This can be described as follows.   

As the resource locked by semaphore S0 can be used by Task A it is allocated a priority 

ceiling equals to the priority of that task.  In the same manner both semaphores S1 and 

S2 are allocated a priority ceiling equals to the priority of Task B, as this is the highest 
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Figure 2-9  Illustration of the deadlock phenomenon for tasks shown in Table 2-7, 
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priority task amongst all tasks which may use the resources locked by these 

semaphores.  Under these conditions the scenario of events will occur according to 

those shown in Figure 2-10 and can be described as follows. 

The sequence of events will occur in the same manner as described above until time t3.  

At this point of time Task B requires access to the shared resource locked by semaphore 

S1.  As the priority of Task B is not higher than the ceiling priority of this semaphore, it 

will be blocked. This will cause Task C to inherit this ceiling priority and to resume its 

running until it is pre-empted by Task A which has the highest priority and which will 

continue to run in the same way as described above.  Task C will resume its running 

after Task A finishes its execution.  In which case it requires and gains access to the 

shared resource locked by semaphore S1, and continue running until it releases both S1 

and S2.  At this point of time (t8) Task B resumes its execution, gains access to both S1 

and S2, and eventually finishes its execution.   
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Figure 2-10  Illustration of using the priority ceiling protocol for tasks shown Table 

2-7, adapted from Sha et al. (1990). 
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2.6 Discussion 

In this chapter an overview of various scheduling criteria, along with the most common 

scheduling strategies introduced in the literature is discussed.  However there are some 

misconceptions that exist between developers about the characteristics and behaviours 

of various schedulers which are sometimes lead to favouring one or another.  The 

following subsections will consider these misconceptions. 

2.6.1 Misconceptions about schedulers classification 

It is noted in the literature that there are some confusions in the way various scheduling 

strategies are mapped to the appropriate scheduling criteria.  Not least the confusion 

between different scheduling criteria themselves, for example fixed and dynamic 

priority scheduling are sometimes confused with offline (or static) and online 

scheduling (Stankovic et al., 1995; Marwedel, 2006).  

In order to avoid the above confusions it is necessary to emphasis that each scheduling 

strategy can be implemented using more than one criterion.  For example the RM is 

always referred to as a fixed priority scheduling as the priority of each task does not 

change once it is assigned.  However, RM can be implemented by allowing or 

disallowing task pre-emption, i.e. using pre-emptive or non pre-emptive criterion 

respectively.  As a result one may have pre-emptive rate monotonic or non pre-emptive 

rate monotonic.  In the same way it can be implemented using either time-triggered or 

event-triggered, hence one may have time-triggered rate monotonic or event-triggered 

rate monotonic.  Consequently different forms of RM can be used such as (non) pre-

emptive time-triggered rate monotonic or (non)-pre-emptive event-triggered rate 

monotonic.   

Moreover, if the complete schedule of a given task set is constructed offline by 

assigning priorities according to RM - in cases where the number of tasks, along with 

all the task parameters, is known in advance and these parameters will not change at 

runtime- then a scheduler is referred to as a static (or offline) scheduler.  On the other 

hand if some task parameters, such as the task execution time, or the number of tasks in 

the system may be changed at runtime, then the resulted schedule may not be the same 
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in every major cycle, in which case the scheduler is referred to as an online (or 

dynamic) scheduler.   

Consequently one can have (non pre-emptive)/(pre-emptive) (time-triggered)/(event-

triggered) (offline)/(online) RM scheduling strategy. 

In sum may it can be said that a given scheduler can be mapped to more than one 

criterion in the same time.  

2.6.2 Misconceptions about offline and online schedulers 

It is often argued that use of offline, or pre-run-time, scheduling produces a highly 

predictable systems (Xu and Parnas, 1992; Pont, 2001; Buttazzo, 2005a).  But on the 

other hand there are some misconceptions about the limitations and performance of pre-

run-time schedulers that favour run-time schedulers, especially those based on priority 

schedulers.  These misconceptions have been addressed by Xu (1993; 2003) and Xu and 

Parnas (1993; 2000) and are summarised below. 

First it has been argued that pre-run-time schedulers are inadequate for an environment 

whose behaviour is not completely known in advance, especially for systems in which 

not all the tasks are periodic.   

However, it is impossible to make sure that the timing constraints will be met if the 

scheduler does not know the major characteristics of the system, especially in safety-

related systems.  In addition if the minimum inter-arrival times of the non-periodic tasks 

are known in advance it is possible to translate them into equivalent periodic tasks so 

that it will still be possible to schedule them using the pre-run-time schedulers.   

Second, it has been claimed that pre-run-time schedulers are less flexible, compared to 

run-time scheduler, for systems with changing application requirements.  

In reality it is not guaranteed that the run-time scheduler will be able to compute 

appropriate scheduler, especially for complex systems, as in most cases the amount of 

time assigned for making the scheduling decision is severely limited.  This restriction in 

time usually forces the run-time scheduler to use rigid hierarchy of priorities without 

investigating different combinations of times and orders in which tasks can execute.  By 

contrast this limitation does not exist for pre-run-time schedulers which are computed 
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offline.  In addition, the pre-run-time scheduler can cope with changing in the systems 

by computing more than one schedule in advance (Kopetz et al., 1998).  A code can 

easily be inserted in the scheduler and activated by external event to enable the 

processor to switch between the pre-computed schedulers (Xu and Parnas, 2000).   

Third, it has been argued that the scheduler computed by pre-run-time scheduling can 

be failing long as  – in theory – the LCM of the task periods could be very long 

(particularly in large task sets with co-prime periods).   

However, in practice, there may be some flexibility in the choice of task periods (Xu 

and Parnas, 1993; Pont, 2001).  As an example Gerber et al. (1994; 1995) introduced a 

design methodology in which the end-to-end timing constraints (which is initially 

defined in such a way like: the car dynamics, such as speed, must be updates, based on 

the input throttle position, within period of 5 ms (Ayavoo et al., 2005; Ayavoo et al., 

2007; Short and Pont, 2008)) are transformed into a set of intermediate rate constraints.  

They introduce an algorithm that solves these constraints with minimising the CPU 

utilisation.  They showed that a feasible solution for task constraints (like the period) 

can found by considering the relationship of period of that task with the periods of all its 

successors (for example if Task A precedes Task B, then the may have the same period 

or at least one of them divides the other).  Kim et al. (1999)  went further to improve and 

automate this period calibration method. 

Fourth, it has been claimed that translating all non-periodic tasks to periodic ones and 

adapting the period of all tasks to have a harmonic relation with minor cycle (usually 

the greatest common divisor "GCD" of task periods) results in wasting systems 

resources.   

Although these techniques affect the processor utilisation their effects can be less than 

the effects of other factors which adds to the cost and inefficiency of the run-time 

scheduler.  For example it is difficult to reduce the number of pre-emptions, and 

consequently reduce the overhead cost of the of context switching, in run-time 

schedulers as it has limited time to take the scheduling decision.  By contrast the 

number of pre-emptions can be minimised (Dobrin and Fohler, 2004) offline in the case 

of pre-run-time scheduler.  Another factor that adds to the system cost in a run-time 

scheduler is the overhead encountered in executing the required mechanisms which are 

used to avoid deadlocks and control access to shared resources.  In addition, using such 
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mechanisms can reduce the processor utilisation and, even in some cases reduce the 

chance of finding a feasible scheduler; for example in some cases using a priority 

ceiling protocol may results in a task being blocked, and hence missed its deadline, to 

prevent a possible occurrence of deadlock even if in reality executing the task would not 

cause any problem.  Again such mechanisms are not needed in pre-run-time scheduler.  

Finally computing the scheduler offline gives the designer the opportunity to 

investigate, compare, test, and verify different schedulers and choose the best one which 

fits the application needs.  In contrast it is impossible to find a totally online optimal 

run-time scheduler in some cases, such as when there are mutual exclusion constraints 

(Mok, 1983).   

2.7 Conclusions 

As the work in this thesis is concerned with automating the process of scheduling time-

triggered architecture this chapter starts by defining task characteristics and constraints 

that are usually used to model tasks in real-time systems.  Various scheduling criteria, 

along with the most commonly used scheduling strategies, are reviewed.  These 

schedulers can be implemented either using ET or TT architecture.  When using certain 

scheduling strategy task parameters along with scheduler parameters need to be 

appropriately chosen in order to ensure that all constraints will be met, whenever 

possible.   

The next chapter will review previous work that has been done in automating the 

process of scheduler configuration.



 

Chapter 3  

Scheduling algorithms  

In this chapter previous work in automating the process of testing the schedulability of 

a set of tasks and creating the schedule, where possible, is reviewed. 

3.1 The function of scheduling algorithms5

Although some strategies, such as RM, are known to be optimal, it should be 

emphasised that this optimality is only guaranteed under certain conditions (Audsley et 

al., 1993), for example all tasks are assumed to be completely pre-emptable (Section 

 

2.5.1.1 describes the conditions in which RM is optimal).  Furthermore, as noted by Xu 

and Parnas  (2000) "Even if all processes are completely pre-emptable—an unlikely 

situation in a complex hard real-time system, scheduling processes according to 

priorities, is still not optimal."   

Consequently the designer not only has to choose the appropriate scheduler for the 

application at hand but he/she also has to customise some additional parameters, like 

task starting times and task order.  Inappropriate choices may lead to violating task 

constraints.  Manually exploring these choices is a tedious and time consuming process, 

even for a small number of tasks.  Hence an appropriate scheduling algorithm is often 

used to automate the process of scheduler selection and customisation.   

The following sections discuss the effects on task schedulability of an inappropriate 

choice of scheduler or inappropriate task order and/or task starting time.   

3.2 Choosing the right scheduling strategy 

Inappropriate choice of the scheduling strategy may affect the task schedulability.  For 

example although "RM algorithm is probably the most used priority assignment in real-

                                                 
5 Scheduling algorithm decides the order and the starting point of each task (by configuring a given 

strategy / criterion).  
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time applications" (Buttazzo, 2005b) it fails to find a workable schedule in some cases 

where there actually exists a scheduler which can successfully schedule the tasks, such 

as the EDF.   

Table 3-1, Figure 3-1, and Figure 3-2 show an example given by Xu and Parnas (2000) 

to illustrate this fact.   

 

 

Time (ms)0

Task A

2 4 6 10 12 148 16 18 20 22 24

Time (ms)0

Task B

2 4 6 10 12 148 16 18 20 22 24

deadline miss deadline miss

 

Figure 3-1  Infeasible RM scheduler for task shown in Table 3-1,  

adapted from Xu and Parnas (2000). 

Table 3-1  Task specifications for a system in which  

the scheduler strategy decision affects task schedulability. 

Task r (ms) WCET (ms) Deadline (ms) Period (ms) 

A 0 3 6 6 

B 0 4 8 8 
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3.3 Choosing the appropriate task order/starting time 

As noted by Cheng (2002) there is no optimal priority based scheduler for non-pre-

emptable tasks with arbitrary start times, computations times, and deadlines, even on a 

uniprocessor.  In these cases assigning task priority without considering appropriate 

assignment of task starting times and task execution order may lead to missed deadlines.  

Table 3-2, Figure 3-3 , and Figure 3-4 illustrate an example adapted from Xu and Parnas 

(2000) for a system in which inappropriate assigning of task stating time can lead to 

missed deadline if task pre-emption is not allowed. 

In this example if Task A starts its execution as soon as it becomes ready (at t=0) this 

will cause Task B to miss its deadline (as it can not pre-empt Task A).  On the other 

hand delaying the stating time of Task A by 1 ms, and leaving the processer idle during 

this period, will allow Task B to start its execution early, and eventually both the tasks 

will meet their deadlines.   

 

Time (ms)0

Task A

2 4 6 10 12 148 16 18 20 22 24

Time (ms)0

Task B

2 4 6 10 12 148 16 18 20 22 24
 

Figure 3-2  Feasible non pre-emptive EDF scheduler for task shown in Table 3-1,  

adapted from Xu and Parnas (2000). 
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Task B

0 2 64 8 10 12
 

Figure 3-4  Feasible scheduler for task set shown in Table 3-2,  

adapted from Xu and Parnas (2000). 

Time (ms)0

Task A

2 64 8 10 12

Time (ms)

Task B

0 2 64 8 10 12
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Figure 3-3  Infeasible fixed priority scheduler for task set shown in Table 3-2,  

adapted from Xu and Parnas (2000). 

Table 3-2  Task specifications for a system in which  

task order/starting times affects task schedulability. 

Task r (ms) WCET (ms) Deadline (ms) Period (ms) 

A 0 10 12 12 

B 1 1 2 12 
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3.4 Automatic schedule generation in real-time systems 

As explained above careful decisions have to be made in choosing and customising the 

appropriate scheduler for a specific application.  Although testing the schedulability and 

customising the scheduler parameters can be done manually for systems with a small 

number of tasks, this process is challenging and time consuming.  The situation 

becomes more complex and intractable as the number of tasks and the inter-task 

constraints in the systems grows.  As explained in Chapter 1 this problem is NP-hard.  

Considerable work has been described in the literature to overcome these difficulties.  

This work resulted in introducing schedulability tests via evaluating and checking the 

value of a specific expression which takes task parameters as input ((Jeffay et al., 1991; 

Cheng, 2002; Bini et al., 2003; Baruah, 2006) for example).   

Unfortunately these tests are not sufficient as they do not normally take all task 

constraints into account, such as jitter, distance, latency, precedence and exclusion.  As 

a result scheduling algorithms are introduced to help automate the process of scheduler 

selection and customisation.   

The following subsections give a brief overview of commonly used scheduling 

algorithms introduced in the literature.   

3.4.1 Brute-force search 

Brute-force searching tests all possible combinations of settings until it finds a feasible 

solution.  In the worst-case it will test all possible solutions.  This can be used if the 

number of tasks and the inter-task constraints in the systems are small.  However, as the 

problem size grows (for example: as the number of tasks and inter-task constraints 

increase), the brute force approach may take an extremely long time until it finds a 

feasible schedule, if one exists.  As Burns (1995) noted "For any reasonable number of 

processes this is clearly impracticable".   

For the reasons above, brute force search can be used for small size problems when 

there is no other way that leads to a possible feasible scheduler, otherwise one of the 

following algorithms is normally used.   
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3.4.2 Branch-and-bound (BaB) 

As described by Ekelin (2000) the branch-and-bound (BaB) algorithm searches for a 

feasible solution in a tree-like pattern, branch by branch.  An initial solution is 

calculated in the beginning (the tree root).  At each step a new branch is created to 

improve the initial solution.  A rule, which is calculated depending on the application at 

hand, is usually used to prune the branching (bounding).   

For example Xu and Parnas (1990) presented a branch-and-bound algorithm that finds 

the optimal schedule (if one exists), for a set of processes (or tasks).  The algorithm tries 

to find a valid schedule for the set of tasks by minimising the lateness of all tasks 

(lateness is defined as the difference between the completion time and the deadline).  It 

starts by computing an initial schedule based on the EDF strategy.  This initial schedule 

forms the root of the tree.  The tree is expanded in two directions.  The first direction is 

formed by adding additional precedence relation by allowing the latest task to run 

before a task in the parent branch.  The second direction is formed by adding additional 

pre-emption relation by allowing the latest task to pre-empt a task in the parent branch.  

At each stage, the lower bound of lateness of all the new braches is calculated.  The tree 

is expanded from the node which has the lower bound of lateness.  The search continues 

until a feasible schedule is found or until there no improvement in the lateness.  Xu 

(1993) extended the previous study to find a feasible co-operative scheduler (if one 

exists) in a multi processor environment.  Kovalyov and Xu (2000) went on to further 

refine this algorithm.   

3.4.3 Heuristic search 

Unlike brute-force and BaB algorithms, which may end up testing all possible paths, in 

the worst-case that lead to a feasible solution, heuristic search only tests paths that are 

likely to lead to the solution (Burns, 1995).  The advantage is that it takes less time, but 

on the other hand it is not guaranteed that to find a solution if one exists.   

The following subsections will give an overview of heuristic searche examples. 
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3.4.3.1 Simulated annealing 

Simulated annealing is an optimisation technique based on the annealing process used 

in solids to obtain a perfect configuration for a crystal, the process by which all the 

atoms are aligned in a lattice, this configuration having the least total energy 

(Kirkpatrick et al., 1983; Radcliffe and Wilson, 1990).  In the annealing process the 

temperature of the metal is increased, to allow the atoms to move so as to increase the 

chance that they line up with their neighbours.  Then the temperature is slowly 

decreased to restrict the movement of the atoms to their new aligned positions.   

Kirkpatrick et al. (1983) used an analogy of this method to solve several problems that 

arise in the manufacturing of computer components, such as subdividing each design 

into smaller circuits small enough to fit into single chip or group of chips, deciding the 

location of the circuits inside the chips, and deciding the best location of these chips on 

printed circuit boards that reduce the length of the paths between them as much as 

possible (Radcliffe and Wilson, 1990).   

A similar approach is used by Tindell et al. (1992) to solve the problem of allocating a 

number of tasks to a number of processors in a distributed hard real-time architecture.  

The energy in this algorithm represents a measure of the suitability of a certain 

allocation of the tasks to the processors in certain manner.  The algorithm tries to find 

the allocation with the lowest energy.  In doing so it starts with a random point, which 

represents a certain allocation, and computes the energy function of this point, Es.  Then 

the energy function, En, is calculated for a random point in the neighbouring space.  

This point can be represented by choosing a random task and moving it to a randomly 

chosen processor.  The new point becomes the new starting point if its energy is less 

than that of the old point or if the probability that the system energy will be decreased, 

in subsequent steps, is higher than a certain value (to escape from a local minimum).  

This probability is computed based on the current value of a control variable, C, which 

is analogous to the temperature factor in a thermodynamic system.  The control variable 

is slowly reduced (‘cooling’ the system) making higher energy jumps less likely during 

the annealing process.  Deadline monotonic scheduling is chosen to schedule the tasks 

and a token protocol is used to control the communication between different processors.   
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3.4.3.2 Genetic algorithm 

Genetic algorithms are inspired by Darwin’s theory of evolution.  The basic idea around 

genetic algorithms as described in Mitchell (1998) is to encode candidate (initial) 

solutions to the problem at hand to abstract chromosomes, which are represented as 

strings of ones and zeros.  A fitness function is calculated for each chromosome.  Based 

on their fitness values, a number of these chromosomes are chosen to form the 

following generation of solutions (next population).  The new population is formed by 

performing two operations on some, or all, of the selected chromosomes, crossover and 

mutation.  In crossover operation a number of bits are randomly selected from two 

different chromosomes and swapped together to form two new chromosomes.  In the 

mutation operation one, or more, bits in specific chromosomes are randomly selected 

and flipped.  The fitness function of each chromosome in the new generations is then 

calculated and the process is repeated again until a specified value of the fitness, or the 

maximum number of iterations, is reached.   

Sandström and Norström (2002) used a genetic algorithm to assign attributes such as 

priorities and offsets to a set of tasks that have complex timing constraints in pre-

emptive priority-based run-time systems (using off-the-shelf operating systems).  The 

chromosomes were constructed by assigning each periodic task an offset and a priority 

value, and assigning each sporadic task a priority value.  The objective function was to 

calculate the start times and completion times of each task so that the deviations from 

the required constraints (such as the distance between tasks) is minimised.   

Oh and Wu (2004) used a genetic algorithm to decide the order at which tasks have to 

be scheduled and the number of the required processors in a multiprocessor 

environment.  In order to achieve their objective they used 2-partitions chromosomes, 

the first partition was used to represent task order while the second partition was used to 

represent the processor at which each task should run.  Their goal was to reduce the task 

finishing time and the number of needed processors for a set of tasks with precedence 

constraints.   

3.4.4 Constraint programming 

In constraint programming the problem at hand is expressed in terms of variables, 

which can take a range of values, and some constraints on these variables.  A constraint 
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solver is used to find suitable, or optimal, values for these variables.  The constraint 

solver uses propagation in order to reduce the search space variables by removing 

values that cannot be part of a solution.   

Schild and Würtz (1998; 2000) used constraint programming, with the help of constraint 

programming language Oz, to solve the problem of finding a feasible schedule and map 

tasks to different processor in time-triggered architecture.  Ekelin and Jonsson (2000; 

2001) extended this work by extending the problem to include more task constraints and 

system constraints using the SICStus Prolog and its associated constraint solver.   

3.5 Previous work done in ESL for auto code generation for TT systems 

All the above work is relevant to a discussion about tool support for scheduler design.  

However, none of this previous work relates directly to TTC / TTH architectures: 

instead, such previous studies have tended to focus on "conventional" RT operating 

systems (e.g. VxWorks: (Sandström and Norström, 2002)).  Such operating systems 

exceed the resource requirements available in the types of processor considered in this 

study.   

While previous studies on scheduler parameter selection do not relate directly to the 

work presented in this thesis, there has been considerable work carried out by 

researchers in Embedded Systems Laboratory (ESL) at the University of Leicester over 

recent years on the "automatic" creation of systems with a TTC architecture (e.g. 

(Mwelwa et al., 2003; Mwelwa et al., 2004; Mwelwa et al., 2005; Mwelwa, 2006; 

Mwelwa et al., 2006)).  Such work supports the creation of code for complete TTC 

systems (including the system scheduler) using a collection of "design patterns" (Pont, 

2001; Kurian and Pont, 2005a; Kurian and Pont, 2005b; Kurian and Pont, 2006a; 

Kurian and Pont, 2006b; Pont et al., 2006; Kurian and Pont, 2007).  The following 

subsections summarise the work done in this area.   

3.5.1 Design patterns 

In software engineering, design patterns describe solutions to commonly recurring 

software problems (Sommerville, 2007).  Work on design patterns in general was 

initiated by Alexander and his colleagues (Alexander et al., 1977; Alexander, 1979; 
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Kurian and Pont, 2007) who use it in architecture.  This work inspired researchers 

working in software to use design patterns in software design (Cunningham and Beck, 

1987; Gamma et al., 1995; Kurian and Pont, 2007). 

Since 1996, researchers in ESL lab at the University of Leicester, more specifically 

Michael J. Pont, focused on producing patterns used to support the development of 

embedded systems with TTC architectures.  His work resulted in the creation of a 

collection of patterns (more than 70 patterns) which were referred to as the Pattern for 

Time-Triggered Embedded Systems (PTTES) collection (Pont, 2001).  

In recent work, Kurian and Pont (2007) have revised the form of the PTTES patterns.  

In this revised structure each pattern consists of three layers:  

(i) Abstract patterns: which are used to describe the pattern at the higher 

abstraction level – that of the system design 

(ii) Patterns:  describe ways in which a given abstract pattern can be 

implemented  

(iii) Pattern Implementation examples (PIEs): intended to illustrate how a 

particular pattern can be implemented on different hardware platforms. 

It has been shown that design patterns provide an effective means of developing 

software for resource-constrained embedded systems in which reliability is a key design 

consideration. 

3.5.2 Auto code generation tool 

Initially, the above work on patterns focused on a manual approach, it is assumed that 

the developer has to manually search a catalogue for the appropriate pattern and adapt it 

to fit his application needs (Mwelwa et al., 2005).  Despite the above mentioned 

advantages of using these patterns, this manual process has the potential to be error 

prone and time consuming thus resulting in unreliable systems (Mwelwa et al., 2003; 

Mwelwa et al., 2005; Mwelwa et al., 2006)).    

To avoid these problems a pattern-based code generation tool is developed.  This tool 

supports the automatic code generation based on the PTTES collection (Mwelwa et al., 

2003; Mwelwa et al., 2006)).  
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It has been demonstrated that using this tool helps reducing the time and effort required 

to develop TT embedded software and potentially improve its reliability (Mwelwa et 

al., 2003; Mwelwa et al., 2004; Mwelwa et al., 2005; Mwelwa, 2006; Mwelwa et al., 

2006). 

3.6 Discussion 

The tool mentioned above supports the development of embedded software using the 

TT architectures.  However, the user still needs to "hand tune" some task parameters 

(like the offset) and scheduler parameters (like the tick interval).   

The work presented in this thesis seeks to address the problem of choosing between 

TTC and TTH schedulers and – for the chosen scheduler – determining an appropriate 

set of task, and scheduler, parameters. 

While choosing the appropriate scheduling strategy and the suitable task and scheduler 

parameters do ensure that various task constraints are met, the resulting system is not 

fully predictable; for example the points of time at which each instant of the task will 

start or finish its execution cannot be predicted.  This is due to the variation in task 

execution times.  One possible way to increase system predictability is to minimise 

variations in the task execution times.   

The following chapter will give an overview of the impacts of variations in task 

execution time and the goals that can be achieving by fixing task execution time.   

3.7 Conclusions 

In this chapter previous work on scheduling algorithms for real-time systems has been 

reviewed.  It started by discussing the effects of choosing inappropriate scheduling 

strategy and/or inappropriate task parameters on task schedulability.  Then the most 

commonly used scheduling algorithms are reviewed.  Other scheduling algorithms are 

used to deal with soft real-time systems (such as Feedback scheduling (Lu et al., 1999; 

Stankovic et al., 1999) and group-EDF scheduling (Li et al., 2007)), these schedulers 

are out of the scope of the current work.  
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Most scheduling algorithms require the upper bound of task execution time to be known 

at design time.  The following chapter will highlight previous work done in this area 

and discuss the effects of variations in task execution times. 



 

Chapter 4  

Necessity of stabilising task execution time 

 

This chapter discusses the need for stabilising the task execution time as an important 

requirement for increasing the predictability and satisfying task constraints in safety-

related systems.  Previous work that has been published in the literature in this area is 

reviewed. 

4.1 Impacts of variations of task execution time 

Variations of task execution time may affect the system predictability.  Moreover, it 

may cause violation of task constraints (such as violating the distance constraints 

and / or introduction of unwanted high levels of jitter).  This will be discussed in the 

following subsections. 

4.1.1 Impact of variations of task execution time on system predictability 

In safety-related systems it may required that knowledge about what the system will be 

doing in every moment of time during its execution (such as: which task is expected to 

be running at each point of time) to be known in advance.  Variations in task execution 

time will affect the points at which each task finishes its execution and hence it will also 

affect the points at which subsequent tasks start their executions.  Moreover it may 

affect the sequence at which the tasks run.   

Table 4-1 describes the specifications of a set of tasks in which the system predictability 

may be affected by variations in tasks execution times.  Predicting the task sequence 

and / or the points at which each task will start / finish its execution of such system, 

when scheduled by any scheduling strategy, may not be possible.  For example using 

the non pre-emptive EDF strategy for scheduling these tasks will result in the schedule 

shown in Figure 4-1 if tasks ran with their BCETs while it will result in the schedule 

shown in Figure 4-2 if tasks ran with their WCETs.   
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In the first case, it can be noted that when Task A runs with its BCET it finishes its 

execution before the release time of Task C, and after the release time of Task B.  In 

which case, Task B starts its execution directly after Task A finishes, as it is the only 

ready available task at that time.  On the other hand, when Task A runs with its WCET 

it finishes its execution after the release time of both Task B and Task C.  In which case, 

the non pre-emptive EDF strategy chooses to run Task C first as it has the earliest 

deadline amongst the ready tasks, and Task B will run at last. 
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Task B
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Task C
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Figure 4-1  Task schedule when tasks shown in Table 4-1 run with their BCETs. 

Table 4-1  An example that show the effect of variations of execution time on task order. 

Task Release time 

(ms) 
BCET 

(ms) 

WCET 

(ms) 

Deadline 

(ms) 

Period 

(ms) 

A 0 6 12 50  50 

B 5 7 15 100  100  

C 10 8 20 75 75 

 



Chapter 4: Necessity of stabilising task execution time 58 

 

 

4.1.2 Impact of variations of task execution time on task constraints 

Variations of task execution time may result in violating the distance constraints.  For 

example, assuming that the WCET of Task C in a given task set equals the required 

distance between two other tasks, Task A and Task B.  The required distance constraint 

between these two tasks can be achieved by scheduling Task C to run after Task A and 

before Task B.  However, variations in Task C execution time will result in violating the 

distance constraint of the other two tasks.   

Variation of task execution time can also affect the jitter level of the task(s) which 

follows this task which will in turn reduce the system predictability.   

Table 4-2, along with Figure 4-3, shows an example for a set of tasks scheduled by 

TTC.  It should be noted that using this scheduler Task C runs either directly after 

Task A finishes its execution, or after both Task A and Task B finish their executions.  

Assuming that the upper bound of jitter that can be tolerated by Task C is 3 ms, the 

schedule shown in Figure 4-3 can satisfy all task constraints as long as both Task A and 

Task B run always with their WCET.  However variations of the execution times of 

these two tasks (especially that of Task B) will increase the jitter level of Task C. 

Time (ms)0

Task A

5 10 15 25 30 3520 40 45

Time (ms)0

Task B

5 10 15 25 30 3520 40 45

Time (ms)0

Task C

5 10 15 25 30 3520 40 45
 

Figure 4-2  Task schedule when tasks shown in Table 4-1 run with their WCETs. 
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4.2 The need for stabilising the task execution time  

In safety-related systems it is important for the scheduler to have the major 

characteristics of the system in order to ensure that the timing constraints of all tasks 

will be met (Xu and Parnas, 1993).  The upper bound of task execution time is 

considered as a key requirement when determining the most appropriate scheduling 

strategy (and scheduler parameters) for use with embedded systems (Engblom and 

Ermedahl, 2000; Engblom and Jonsson, 2002).  For example the initial schedulability 

Time (ms)0

Task A

10 20 30 40 50 60

Time (ms)0

Task B

10 20 30 40 50 60

Time (ms)0

Task C

10 20 30 40 50 60

 

Figure 4-3  Task schedule for tasks shown in Table 4-2. 

Table 4-2  An example that show the effect of variations of task execution time on jitter. 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 2  10  10 0  

B 3  20  20  0  

C 4 30 30 0 
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test for any kind of scheduler is to check that the total processor utilisation is less than 

or equals to one, task utilisation is calculated as the ratio of its WCET to its period.   

The following subsections discuss how stabilising the task execution times to a value 

equals to its WCET will help in choosing the appropriate scheduler and configuring 

scheduler / task parameters, focusing on the TT schedulers.   

4.2.1 Choosing an appropriate scheduler 

Fixing the task execution time to a value equals to its WCET will help in choosing the 

appropriate scheduling strategy as most scheduling algorithms rely on knowledge about 

task WCET.  For example, by checking the tasks’ WCETs, along with their periods, for 

a given task set one can find that this set may not be schedulable by RM if their 

utilisation exceeds the limit in Equation 2-11.  But, on the other hand, the same task set 

may still satisfy the EDF utilisation limit given by Equation 2-13 and hence be 

schedulable by the EDF. 

Moreover task execution time is considered as a key player in other scheduling 

strategies, for example the Shortest Job First (SJF) strategy (Stankovic and 

Ramamritham, 1987; Cottet et al., 2002; Buttazzo, 2005a) assigns priorities to tasks 

according to the length of their execution time, the shorter the task execution time the 

higher its priority.   

The same applies in the situation where it is required to choose between the TTC and 

TTH schedulers.  As explained earlier TTC fails to find a workable scheduler for a 

system which has one, or more, long task with WCET longer than the time frame within 

which the system has to respond to an external event, assuming that the long task has to 

be run as one segment.  In this case the TTH may be considered as an appropriate 

choice.  Additionally the pre-emptive task in TTH is normally chosen to be the task 

with the smallest period, which usually has a short execution time (Pont, 2001).   

4.2.2 Configuring scheduler/task parameters 

Given that an appropriate scheduling strategy is used, knowledge about task execution 

time still plays a key role in configuring task / scheduler parameters such as task offsets 
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and tick intervals.  For example the designer of safety-related applications may need to 

employ error checking and recovery mechanisms (such as task guardians (Hughes and 

Pont, 2004), and/or watchdog timers (Pont and Ong, 2002)).  In these cases the tasks 

should be scheduled in such a way that the summation of WCETs of tasks which run at 

any tick does not exceed the length of the tick interval.  To achieve this, an appropriate 

tick interval must be chosen.  Moreover, if such a tick interval cannot be found, offsets 

can be used to balance the load over different ticks (an example is discussed in Section 

6.3).  

4.3 Challenges with estimating the task execution time 

There are two main challenges involved in the process of estimating the task WCET 

(i) the path problem; and (ii) the state problem (Engblom and Ermedahl, 2000; Kirner 

and Puschner, 2008).   

The path problem was related to finding the longest execution path (the path which 

takes the longest time) amongst all feasible paths through the program.  It has been 

shown that as the complexity of today’s embedded applications increases the number of 

different paths in the program may grow exponentially with program size, which makes 

the process of obtaining this path a challenging task (Deverge and Puaut, 2005; Kirner 

and Puschner, 2008).   

On the other hand it is shown that obtaining the upper bound of the time taken by the 

processor to execute the longest path is another challenging process, this is due to the 

fact that the time taken to execute a specific instruction is not constant; rather it depends 

on the state of the processor at the time of executing the instruction (Rochange and 

Sainrat, 2002; Kirner and Puschner, 2008).  As today’s embedded designs become more 

complex and make use of faster and smaller processors and "system on chip" 

architectures (Baynes et al., 2003; Kirner and Puschner, 2003), which often incorporate 

features such as pipelines, caches, and branch predictors that help to increase the 

performance, these features, on the other hand, make it difficult to determine the 

internal state of the system (Deverge and Puaut, 2005) 

As a consequence, analysing the timing of the whole system and estimating the WCET 

requires a significant effort even for systems with a simple software architecture, such 
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as time-triggered systems which use a table-driven task schedule (Puschner and Kirner, 

2006).  In addition, use of fault-tolerance polices based on knowledge of WCET 

becomes more challenging with these modern processors (Nett et al., 1996).   

A number of previous studies have been conducted to address the above problems for 

accurately estimating WCET: this work was based on two main approaches (i) static 

analysis; and (ii) measurements based analysis (sometimes called dynamic method) 

(Deverge and Puaut, 2005; Kirner and Puschner, 2008).   

In measurement-based methods the time taken by the processor to execute the program 

(or a set of program segments) is normally measured on real hardware (or an accurate 

simulator) (Engblom and Ermedahl, 2000; Deverge and Puaut, 2005).  The WCET is 

obtained by taking the maximum measured time over a number of trials using a set of 

selected input data.   

Although this method seems to be an easy solution for obtaining the task WCET, it still 

has a number of drawbacks.  Firstly, it may require a custom hardware and complex 

system setup, which may be available only at late stages of development (Engblom and 

Ermedahl, 2000).  Secondly, the upper bound of the task execution time may not be 

captured; as sets of the used input data may not guaranteed to catch the longest 

execution time (Deverge and Puaut, 2005).  Finally, it is not guaranteed that the 

measured value will be the same as the real value as it is sometimes needed to modify 

the code (for example by adding some instructions to steer timers) and hence the 

measured value will be for code different from the original code (Thesing, 2004).   

On the other hand in static analysis based methods the WCET is calculated by statically 

analysing the program structures with the help of a theoretical model of the hardware 

(Deverge and Puaut, 2005).  As explained earlier, although obtaining the longest path of 

the program is not an easy job with today’s complex programs, it is still not sufficient 

since the time taken to execute each instruction depends on the execution history (to 

incorporate the effect modern processor features such as of cache, pipelines and branch 

predictions) (Rochange and Sainrat, 2002; Kirner and Puschner, 2008).  As in the case 

of the measurement-based method, the estimated value of the WCET calculated here 

will depend on the used input data (Thesing, 2004).   
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A number of previous studies have been conducted to address the problem of accurately 

estimating WCET: this work was based on the above explained methods, static-

analysis-based method and / or measurements-based method, ( e.g. (Ferdinand et al., 

1997; Theiling et al., 2000; Engblom, 2002; Engblom and Jonsson, 2002; Puschner and 

Burns, 2002b; Rochange and Sainrat, 2002; Deverge and Puaut, 2005; Aparicio et al., 

2008)). 

Deverge and Puaut (2005) proposed generation of test data to measure the execution 

times of different program segments.  The test data is initially applied to the whole 

program and the execution times of the program are measured over a number of runs.  If 

the resulting execution times are widely spread then the program is divided to a number 

of small segments, with the help of the program syntax tree.  This process is repeated 

until the segments become small enough so that their measured execution times do not 

vary.  The authors assumed that the execution time of the same program path with 

different data values will always be the same.  They assumed that this can be done by 

controlling advanced processors mechanisms (for example by disabling the cache).   

Engblom and Jonsson (2002) examined the timing of instructions from the perspective 

of static WCET using a mathematical model of instruction execution on in-order single-

issue pipelined processors.  The particular concern in this study was to study the timing 

effects between non-adjacent instructions.  It is shown that it is not sufficient to 

calculate the WCET of a set of instructions by simply subtracting the pipelines speedup 

effect of overlapping pairs of adjacent instructions from the total sum of individual 

execution time.  Rather it is necessary to take the effect of executing certain instruction 

on non-adjacent instruction as well, this can be either positive or negative.   

In another study, Rochange and Sainrat (2002) studied the effect of speculative 

execution on instruction scheduling and fetching time .  They showed that branch 

misprediction can result in delaying the scheduling of instruction belonging to the 

correct path.  Moreover it is shown that an instruction belonging to the wrong path that 

has its operands ready can be executed before a preceding instruction from the correct 

path that is waiting for one of its operands.  It is also shown that branch misprediction 

can result in longer fetching times of instruction from the correct path in case where the 

later is replaced by an instruction from the wrong path. 
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A different approach has been proposed by Puschner and Burns (2002b; 2002a; 2003): 

this is called "the single-path programming paradigm".  This approach was based on the 

idea of writing the program in a manner which ensures that there is only one execution 

path.  They showed that this helps to produce a constant task execution time and hence 

makes estimating the task WCET an easy job, this method will be discussed in more 

detail in the following chapter.   

4.4 Dealing with execution time errors 

As explained earlier, problems may be caused by variations of task execution time and 

inaccuracy in estimating task WCET.  One simple solution to these problems is to err on 

the side of caution when employing WCET estimates, thereby reducing the chances that 

an overrun will occur.  Typical "safety margins" used in this way are said to be around 

20% (Vallerio and Jha, 2003). 

Such an approach is simple and can be effective, but it inevitably adds to costs.  An 

alternative is to be slightly more conservative when estimating WCET values (e.g. by 

adding 5% to accurate estimates) and then to extend the scheduler (or add additional 

hardware) in such a way that (at run time) any overrunning tasks can be shut down, and 

/ or the schedule can be adjusted.  Such an approach may allow dealing with error-

related overruns (for example, tasks which overrun because of a hardware-related error).  

In these circumstances, the problem can be addressed (at least in part) by employing 

some form of "watchdog timer" (e.g. Ganssle (1992)) in a "scheduler watchdog" design 

(e.g. Pont and Ong (2002)).  As an example of such an approach Pont and Ong (2002) 

introduced different scenarios that can be implemented in case of scheduler error caused 

by problems such as task overrun detected by watchdog timer.  The first introduced 

scenario was based on resetting the system "reset recovery".  This can be used in cases 

where the overrun caused by a temporary error.  However, if the task overrun was the 

result of a permanent error they introduced a "fail silent" mode.  In such mode the 

systems is assumed to be put in a freezing known safe state.  Moreover a "limp home 

recovery" scenario was introduced in which a simple control algorithm, for example, 

can be used to control the system.   

Alternatively, greater control over the system behaviour can be obtained by using a 

"task guardian" presented by Hughes and Pont (2004; 2008).  The simplest form of the 
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presented task guardian was to shut-down the overrun task and return the system to its 

original status before running that task.  A better solution is also provided in which the 

facility of running a backup task, if one exists, is added to the task guardian which can 

be useful for safety-related applications.  Alternatively, if a backup task does not exist 

then the scheduler can lower the priority of the overrunning task to reduce its impact in 

case it overran again.   

The effectiveness of the above techniques can be increased if all tasks in the system run 

with a fixed execution time.  This will help in having prior knowledge about the points 

in time at which each task should start / finish its execution and the order at which the 

tasks in the system run, as indicated earlier in this chapter. 

4.5 Discussion 

As discussed above, variations in task execution time may lead to violation of task 

constraints and / or decreasing the system predictability.   

On the other hand by stabilising the task execution time and using the appropriate 

scheduling algorithm, and choosing the suitable task and scheduler parameters, all task 

constraints can be met.  Moreover stabilising the task execution times will increase the 

systems determinism and predictability as it will help in predicting not only the task 

starting time but also its finishing time.  Finally, maintaining a fixed task execution time 

has the potential of helping safety agents to check the correct operation of the system 

and take appropriate actions in case of error.   

4.6 Conclusions 

In this chapter the impacts of variations in task execution time is discussed.  It has been 

shown that variations in task execution time may affect the system reliability and may 

cause violations of task constraints.  On the other hand it has been shown that stabilising 

the task execution time, to a value equals to its WCET, can help in choosing the 

appropriate scheduler and configuring the scheduler / task parameters.   
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The chapter then gave an overview of previous work that has been described in the 

literature in the area of estimating task execution time.  Finally it concluded by 

discussing ways used to deal with execution time errors.   

The following chapter will present a set of novel code-balancing techniques that are 

intended to help reducing variations in the task execution time.   



 

Chapter 5  

Code-balancing techniques  

This chapter presents a set of novel code-balancing techniques which help in reducing 

the variations in task execution time with limited overhead in system power 

consumption6

5.1 Toward a fixed execution path 

.   

As explained in the previous chapter the upper bound of task execution time is 

considered as a key characteristic which should be known in advance when designing 

safety-related systems.  This upper bound can be obtained by calculating, or measuring 

the time taken by the processor to execute the longest path in the program.  As noted by 

Deverge and Puaut (2005) "The analysis of complete paths of the whole program could 

be unachievable in practice.  Moreover, number of paths could be exponential even for 

small program. " Unfortunately, "Any brute-force approach like executing or simulating 

the program with all possible input data is doomed to fail due to the high number of 

paths and typically even higher number of different values of input data." (Kirner and 

Puschner, 2008).   

As part of an effort to address this problem, Puschner and Burns (2002b) proposed the 

"single path programming paradigm". As its name implies, program code written 

according to this paradigm has only one execution path: this helps to ensure a constant 

execution time.  Yet there are two problems with the techniques described by Puschner 

and Burns: (i) they are applicable only to hardware which supports "conditional move" 

or similar instructions; (ii) their balancing approach increases power consumption.  The 

work presented in this chapter will address both of these problems with a set of novel 

code-balancing techniques.  The effectiveness of these new techniques is explored by 

means of an empirical study. 

                                                 
6  Parts of this chapter have been published previously in Gendy and Pont (2007) 
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5.2 The single path programming paradigm 

This section gives an overview of the single-path programming paradigm as described 

previously by Puschner and Burns (2002b; 2002a; 2003). 

Programming code that complies with the single-path programming paradigm has only 

one execution path.  This can be achieved by replacing input-data dependencies in the 

control flow by predicated (instead of branched) code.  In predicated execution, 

instructions are associated with predicates: if the predicate evaluates to true the 

instruction is executed; otherwise the microprocessor internally replaces the instruction 

by a no-operation (NOP) instruction.  It is assumed that a simple predicated execution 

model is used (such as the conditional move instruction in M-Core processor, in which 

conditional instructions have a constant, data-independent execution time).   

As an example, Figure 5-1 shows pseudo code that indicates how a code branch using 

an if-then-else structure can be translated to the single path form.  In this example the 

conditional move instruction "movt" copies the value of "temp1" to "result" if the result 

of the "test" instruction is true; otherwise the processor performs a NOP instruction.  

The same can be said for the "movf" instruction; it will copy the value of "temp2" to 

"result" if the result of the "test" instruction is false; otherwise the processor performs a 

NOP instruction.  This code can be easily modified to be used with nested if statements 

(Allen et al., 1983). 

 

 

Figure 5-1  Converting if-then-else structure to single path,  

adapted from (Puschner and Burns, 2003). 

 if (cond) 

  { 

  result = expr1; 

  } 

else 

  { 

  result = expr2; 

  } 

 

 

temp1 = expr1; 

temp2 = expr2; 

 

test cond; 

 

movt result, temp1; 

movf result, temp2; 
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In a similar manner, a loop of variable length can be translated into a loop of constant 

length (provided that the maximum size of the loop is known).  Less structured "goto" 

and "exit" statements are not considered in this approach. 

It has been demonstrated by Puschner and Burns (2002b; 2002a; 2003) that using this 

method helps to produce a constant task execution time.  However, this method has 

some drawbacks:  

(i) Its usage is limited to hardware which supports "conditional move" or similar 

instructions  

(ii) It is likely to increase power consumption because the CPU will always execute 

the single-path code for a fixed (maximum) period.  During this time, the 

processor will be in "full power" mode.   

5.3 The proposed CB1 techniques 

This section addresses the drawbacks mentioned above by using a set of novel code-

balancing techniques.  For ease of reference, the approaches described here are referred 

to as the "CB1 techniques" in the remainder of this thesis. 

5.3.1 Overview 

The main idea behind the CB1 approach can be explained by considering an example.  

This example is intended to reduce variations in the time taken to complete a number of 

iterations in a given loop.   

Assume that the time spent in performing "x" iterations of the loop is equal to Time(x).  

The microcontroller is set to enter a power-saving mode for the period of time required 

to perform (MAX - x) iterations, where MAX is the maximum number of iterations.  

This time can be approximated by Equation 5-1. 

 

 ) Time( * )  - (MAX ) - (MAX Time
x

xxx =  Equation 5-1 
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Hardware timers can be used to measure Time(x); the time spent in performing x 

iterations, by starting the timer directly before the start of the loop and stop it directly 

after the last statement of the loop.  By substituting this value in Equation 5-1, 

Time(MAX - x) can be calculated.  This time can then be used to set a timer interrupt to 

waken the microcontroller after the required time has elapsed. 

It should be noted that it is assumed that the loop will be executed at least once for 

Equation 5-1 to give real results.  It should also be noted that Time(MAX – x) given by 

Equation 5-1 is an approximation as it does not take into account the effects of the 

performance improvements features mentioned earlier.  The reason for this 

approximation is to simplify the calculations and the implementations process so as to 

be suitable for any platform while avoiding complex analysis of each specific feature.   

Based on this form of "sandwich delay"(Pont et al., 2006), a set of balanced code can be 

used to reduce the variations in executing for and while loops, as explained in the 

following subsections. 

5.3.2 Balanced for loop 

Figure 5-2 shows pseudo code that can be used to reduce variations in the WCET of a 

for-loop for any number of iterations in the range of [1, MAX], where MAX is the 

maximum number of iterations.   

A small "safety margin" was added to the time calculated in Equation 5-1 to assure that 

there is time to enter sleep mode before the interrupt occurs even at the maximum loop 

length.  
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5.3.3 Balanced while loop used for waiting for input 

Figure 5-3 shows a pseudo code that can be used to reduce variations in the WCET of 

executing a while-loop which is usually used to wait, for a predefined maximum time 

(TMAX), for an input to be ready. 

A small "safety margin" was (again) added to the time TMAX after the end of the while 

loop to ensure that there is time to enter sleep mode before the interrupt occurs, even in 

cases where the input becomes ready at time TMAX.  The safety margin will typically 

be 1% of the value of TMAX. 

 

 
Start timer; 
 
for (i = 0; i < x; i++) 
   { 
   //loop body 
   } 
 
Stop timer; 
Time(x) = timer count; 
Time(MAX - x) = (MAX - x ) * Time(x)/ x; 
Reset timer; 
Adjust timer interrupt to occur after time:  
Time_till_next_int = Time(MAX - x) + “Safety margin”; 
Send the microcontroller to power saving mode; 
 

Figure 5-2  Pseudo code of a balanced for-loop. 
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5.3.4 Balanced if-then-else structure 

Figure 5-4 shows a pseudo code that can be used to reduce variations in the WCET of a 

general if-then-else structure.  

It should be noted that the number of the assignment instructions in the if-part must be 

equal to those in the else-part ("NOP" padding or similar approaches must be used, if 

necessary).   

 

Set timer interrupt to occur after Time = TMAX,  
//(where TMAX equals to maximum time of waiting for input // 
to be available) 
 
Start timer; 
 
while (1) 
   { 
   if input is available or timer 
      count equals to TMAX then 
      break; 
   } 
Stop timer; 
Adjust timer interrupt to occur after time:  
Time_till_next_int=(TMAX + “safety margin” – “timer value”); 
Send the microcontroller to power saving mode; 
 

Figure 5-3  Pseudo code of a balanced while-loop used for waiting for input. 
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5.4 Performance of the CB1 techniques 

An empirical test was carried out to explore the effectiveness of the CB1 techniques.  

The procedure employed and the results obtained are detailed in this section.   

5.4.1 Experimental methodology 

The following subsections describe the experimental methodology used to obtain the 

results shown in this chapter. 

5.4.1.1 Hardware platform 

The tests was carried out on an NXP (formerly Philips) LPC2106 microcontroller 

running on a small evaluation board (Philips, 2004b).  The LPC2106 is based on an 

ARM7TDMI core and is typical of modern (low cost) embedded processors.  Except 

where otherwise noted, the microcontroller used an oscillator frequency of 12 MHz, and 

run – under control of an on-chip PLL – a CPU frequency of 60 MHz.  Because this 

microcontroller does not support the conditional move instruction the single path code 

is modified, while keeping the main structure described by (Puschner and Burns, 

2002b), to cope with this limitation.   

temp1 = expr1; 
temp2 = expr2; 
 
if (cond) 
   { 
   result = temp1; 
   } 
else 
   { 
   result = temp2; 
   } 
 

Figure 5-4  Pseudo code of a balanced if-then-else structure,  

adapted from (Puschner and Burns, 2003). 
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5.4.1.2 Software tool chain  

The compiler used was the GCC ARM 4.1.1 operating in Windows by means of 

Cygwin (a Linux emulator for windows). The IDE and simulator used was the Keil 

ARM development kit (v3.12), with all compiler optimizations turned off. 

5.4.1.3 Power measurements 

To obtain representative values of power consumption, the input current and voltage to 

the LPC2106 CPU core were measured using the same method described in 

Phatrapornnant (2007) and Nahas (2009), as shown in Figure 5-5.  The voltage 

measurements were obtained by using the National Instruments data acquisition card 

‘NI PCI-6035E’ in conjunction with LabVIEW 7.1 software.  Values for currents and 

voltages were then multiplied and then averaged out to give the power.  The sampling 

rate was 100 KHz and a total of 800000 samples were recorded.  Although this 

sampling rate was not high enough to capture all the voltages fluctuations that results 

from executing different instructions it gives a trend of the results.  More accurate 

results can be obtained by using a data acquisition card with higher sampling rate. 

 

5.4.1.4 Jitter and execution time measurements 

In order to measure the task jitter experimentally, a pin was set high at the beginning of 

the task (for a short time) then the periods between every two successive rising edges 

were measured using the same data acquisition card mentioned above (this has 24 bit 

timer/counter works with 20 MHz).   For every experiment a total of 2000 periods were 

recorded and the jitter was calculated according to Equation 2-1.  Those were averaged 

to get the final jitter value.  

LPC2106
core

1 Ohm

Vcc

I

V1
V2

 
 

Figure 5-5  The circuit used to measure the system power consumption, 

copied from Nahas (2009) 
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A similar approach was adapted to measure the task execution time, a pin was set high 

at the beginning of the task and set low at the end of the task execution (this will 

produce a pulse of width equals to the task execution time) then the pulse width 

between the raising edge and failing edge was measured.  For every experiment a total 

of 2000 pulse widths were recorded from which the maximum, minimum and average 

values were calculated.   

5.4.2 Initial test 

In this test an example which was used to assess the effectiveness of the single path 

programming paradigm (in Puschner and Burns (2002b)) is used.  The original example 

explores different implementations of a "bubble sort" for arrays of 10 elements.  The 

original example was used to sort all the elements of the array.  The version used here 

sorts the first x elements of the array (where x is <= SIZE, the total number of the array 

elements).  This modification was made in order to explore the impact of different 

implementations on the execution time, jitter, and power consumption.   

The tests employed a TTC scheduler.  The tick interval was set to 10 ms.  The main 

(sorting) task was run every two ticks.   

Three additional tasks were also scheduled: 

i) A "jitter-test" task.  This low-priority task was scheduled to execute in the same 

tick as the sorting task.  It was used to measure the effect of the variations in the 

execution time of the sorting task on the jitter in the start times of other tasks in the 

system  

ii) A "sort length" task used to increment the value of x, from 2 to 10 and then back 

to 2. 

iii) A "sort complexity" task used to initialise the array in "completely sorted" or 

"completely unsorted" forms, in order to vary the time taken to carry out the sort 

process.   

Figure 5-6, Figure 5-7 , and Figure 5-8 show different implementations of the bubble 

sort using the traditional, single path, and the proposed CB1 code respectively.  
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Table 5-1 and Table 5-2 show the measured minimum and maximum execution time, 

maximum jitter, and average power consumption resulted from each implementation.  

From these tables it can be noticed that: 

• Both the single-path code and CB1 code demonstrated a reduction in both the 

variation of the execution time and in jitter levels.  These improvements were at the 

expense of an increase in the average power consumption and execution time. 

• The jitter and the variations in execution time obtained by using the CB1 code 

was less than that of the traditional code and higher than that of the single-path code. 

• The average power consumption obtained by using the CB1 code was less than 

that of the single path code and higher than that of the traditional code. 

  

void  traditional_bubble( ) 
   { 
   int i,j,t; 
   for (i=x-1; i>0; i--) 
      { 
      for (j=1;j<=i;j++) 
         { 
         if (a[j-1] > a[j]) 
            { 
            //swap 
            t = a[j]; 
            a[j] = a[j-1]; 
            a[j-1] = t; 
            } 
         } 
      } 
   } 
 

Figure 5-6  Traditional implementation of bubble sort. 
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void single_path_bubble( ) 
   { 
   int i,j,s,t, dummy[10]; 
   char  Finished_i,Finished_j; 
 
   for (i=SIZE-1; i>0; i--) 
      { 
      if (i > (x-1)) 
         { Finished_i = 1; } 
 
      if (!( i > (x-1))) 
         { Finished_i = 0; } 
 
      for (j=1;j<= SIZE-1;j++) 
         { 
         if (!(j <= i)) 
            { Finished_j = 1; } 
 
         if (j <= i) 
            { Finished_j = 0; } 
 
         if (!Finished_i && !Finished_j) 
            { //do real statements 
            s = a[j-1]; 
            t =   a[j]; 
 
            if (s <= t) 
               { 
               a[j-1] = s; 
               a[j] = t; 
               } 
 
            if (s > t) 
               { 
               a[j-1] = t; 
               a[j] = s; 
               } 
             } 
 
         if (!(!Finished_i && 
             !Finished_j)) 
            { //do dummy statements 
            s = dummy[j-1]; 
            t = dummy[j]; 

 
Figure 5-7  Single path implementation of bubble sort (adapted to work without the 

support of the conditional move instruction) (Part 1/2). 
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            if (s <= t) 
               { 
               dummy[j-1] = s; 
               dummy[j] = t; 
               } 
 
            if (s > t) 
               { 
               dummy[j-1] = t; 
               dummy[j] = s; 
               } 
            } 
         } 
      } 
   } 
 

Figure 5-7 Single path implementation of bubble sort (adapted to work without the 

support of the conditional move instruction) (Part 2/2). 
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void balanced_code_bubble() 
   { 
   int i,j,s,t; 
   unsigned long Temp1=0,Temp2=0; 
   // Initialise and start T1  
   T1MCR = 0x00;   
   T1TCR = 0x2;    // Reset counter  
   T1TCR = 0x01;   // Counter enable 
   for (i=x-1;i>0;i--) 
      { 
      //Store T1 value before inner loop 
      T1TCR = 0x00;  
      Temp1 = Temp1 + T1TC; 
 
      // Prepare T1 for inner loop 
      T1MCR = 0x00;    
      T1TCR = 0x2;     
      T1TCR = 0x01;    
 
      for (j=1;j<=i;j++) 
         { 
         s = a[j-1]; 
         t = a[j]; 
         if (s<=t) 
            { 
            a[j-1] = s; 
            a[j] = t; 
            } 
         if (s > t) 
            { 
            a[j-1] = t; 
            a[j] = s; 
            } 
         } 
      // Store T1 value at end of inner 
      // loop 
      T1TCR = 0x00;  
      Temp2 = T1TC; 
 
 

Figure 5-8  CB1 implementation of bubble sort (Part 1/2). 
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      // Adjust MR for the remaining 
      // time,  
      // start T1 and go to sleep 
      T1MR0 = (( SIZE- i)*Temp2 )/i;   
      T1TCR = 0x2;   
      T1MCR = 0x05;  
      T1TCR = 0x01;     
      PCON = 1;      // Go to sleep 
 
      // Complete the outer loop 
      // Initialise and start T1  
      T1MCR = 0x00;      
      // Add the time spent in inner 
      // loop to the time spent so  
      // far in the outer loop 
      Temp1 = Temp1 + Temp2 + T1TC; 
      T1TCR = 0x2;  // Reset counter  
      T1TCR = 0x01;// Counter enable  
      } 
 
   // Stop T1 and calculate the remaining 
   // time 
   // in the outer loop 
   T1TCR = 0x00;    // Stop counter  
   Temp1 = Temp1 + T1TC; 
   // Adjust MR for the remaining time,  
   // start T1 and go to sleep 
   T1MR0 = (( SIZE- (x-1))*Temp1)/(x-1);  
   T1TCR = 0x2;    // Reset counter 
   T1MCR = 0x05;         
   T1TCR = 0x01;   // Counter enable  
   PCON = 1;       // Go to sleep 
   } 
 

Figure 5-8  CB1 implementation of bubble sort (Part 2/2). 
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5.4.3 Extended test 

The experiment described in the previous section was repeated using two additional 

benchmark test cases which have been used in previous WCET studies (Engblom and 

Ermedahl, 2000; Engblom et al., 2001): 

i) The first test case implements a single nested loop used to calculate the 

Fibonacci series for up to 30 elements.   

ii) The second test case implements a triple-nested loop used to calculate matrix 

multiplication of two 2-D arrays up to 20x20 elements in size.   

Table 5-2  Maximum jitter and average power consumption resulted from different 

implementations of bubble sort.  

 Maximum jitter 

(ms) 

Average power 

consumption (mW) 

Traditional 0.3208 11.8120 

CB1 0.0689 13.0185 

Single path 0.0515 13.0193 

 

Table 5-1  Minimum, maximum, (maximum – minimum), and percentage of 

variations (w.r.t. the maximum) in task execution time resulted from different 

implementations of bubble sort.  

 
Min  (ms) Max (ms) 

(Max- Min) 

(ms) 
% of variations  

Traditional 0.00815 0.33165 0.32350 97.54 % 

CB1 0.90050 1.00265 0.10215 10.19 % 

Single-path 0.80210 0.85305 0.05095 5.97 % 
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The length of the tick interval of the TTC scheduler was set to 10 ms for the first test 

and 100 ms for the second test.  

Table 5-3 through Table 5-6 show the measured minimum and maximum execution 

times, maximum jitter, and average power consumption resulted from each case.  These 

results were in line with the results obtained from the test described in the previous 

section.   

 

 

Table 5-4  Maximum jitter and average power consumption resulted from different 

implementations of Fibonacci.  

 Maximum jitter 

 (ms) 

Average power 

consumption (mW) 

Traditional 0.0829 11.2170 

CB1 0.0631 11.2684 

Single path 0.0005 11.4732 

 

Table 5-3  Minimum, maximum, (maximum – minimum), and percentage of 

variations (w.r.t. the maximum) in task execution time resulted from different 

implementations of Fibonacci.  

 
Min (ms) Max (ms) 

(Max- Min) 

(ms) 

% of 

variations  

Traditional 0.00565 0.08810 0.08245 93.59 % 

CB1 0.11345 0.17700 0.06355 35.90 % 

Single path 0.16640 0.16635 0.00005 0.03 % 
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5.5 Discussion  

As explained in this chapter obtaining accurate estimates of task WCET is a challenging 

process.  Yet it is a key factor in designing the task schedule and ensuring the 

satisfaction of task constraints.  Of equal importance is reducing the variations of task 

execution time.   

In an effort to address these problems Puschner and Burns (2002b; 2002a; 2003) 

introduced what they called the "single path programming paradigm" which helps to fix 

task execution time to its maximum length so that it can be measured easily.   

Table 5-6  Maximum jitter and average power consumption resulted from different 

implementations of Matrix Multiplication.  

 Maximum jitter 

(ms) 

Average power 

consumption (mW) 

Traditional 41.5651 15.8626 

CB1 3.5232 18.2561 

Single path 0.2366 39.0217 

 

Table 5-5  Minimum, maximum, (maximum – minimum), and percentage of 

variations (w.r.t. the maximum) in task execution time resulted from different 

implementations of Matrix Multiplication.  

 
Min  (ms) Max (ms) 

(Max- Min) 

(ms) 

% of 

variations  

Traditional 0.06760 41.62990 41.56230 99.84 % 

CB1 52.39640 59.85655 7.46015 12.46 % 

Single path 66.25970 66.49350 0.23380 0.35 % 
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The work presented in this chapter highlighted two issues with the techniques described 

by Puschner and Burns: their limitation to be applicable to certain hardware, and their 

effects on slightly increasing the power consumption.  In this chapter, both of these 

problems have been addressed with a novel set of code-balancing techniques.   

The CB1 techniques presented in this chapter involved two stages: 

i) using an interrupt-based sandwich delay to keep the execution time of tasks 

fixed without requiring much increases in system power consumption. 

ii) calculating the maximum execution time (and required timer settings) for each 

form of branch / loop structure. 

It has been demonstrated (using empirical studies) that the presented code-balancing 

techniques gave intermediate results (compared with those of the traditional code and 

the single-path programming paradigm) both in terms of reducing the variations in task 

execution time and slightly increasing the power consumptions.  

5.6 Conclusions 

This chapter gave an overview of the "single path programming paradigm" as 

introduced by (Puschner and Burns, 2002b).  Then it presented some code-balancing 

techniques which address two issues that limit the usage of this technique.  It has been 

shown that the use of these code-balancing techniques help to reduce variations in task 

execution time by adjusting the total time taken by the processor to execute the task 

with its WCET.  This is done by sending the processor to power saving mode for a time 

period equals to the difference between the task execution time of any task instance and 

its WCET.  The proposed code-balancing techniques are then empirically assessed.   

In the following chapters a novel scheduling algorithm, which takes task WCET along 

with other task constraints, as an input, is presented.  The algorithm tries to find a 

suitable scheduler and configure the task and scheduler parameters, whenever one is 

found.  Before introducing the algorithm the effects of inappropriate choices of task and 

scheduler parameters are discussed and analysed in the following chapter. 



 

Chapter 6  

Analysis of scheduler/task configuration  

This chapter analyses the effects of inappropriate configurations of the scheduler and / 

or task parameters on the task behaviour and system power consumption.   

6.1 A close look at TTC and TTH architectures 

Before starting to discuss the possible effects of scheduler / task parameters, this section 

begins by giving a detailed overview of the TT schedulers discussed in this project, as 

described by (Pont, 2001; Maaita and Pont, 2005b; Kurian and Pont, 2007).   

6.1.1 TTC scheduler 

As its name implies, the TTC schedules the tasks co-operatively according to the time-

triggered architecture.  This means that tasks are dispatched in predefined points in time 

and each task runs to completion without being pre-empted.  The time duration between 

each two such points is usually fixed and called the "tick interval".  At every tick the 

status of each task is checked / updated and the tasks which are ready to run, if any, are 

dispatched in order of their importance (priority).  This order is specified offline before 

the scheduler starts its execution.   

The length of the scheduler tick interval can be adjusted by using suitable delay 

functions.  Generating the tick interval in this way is very simple and has small resource 

requirements (Pont, 2001; Kurian and Pont, 2007).  However the main disadvantage of 

this method is that it is almost impossible to obtain a fixed length of tick interval if the 

tasks executions times are not fixed (Kurian and Pont, 2007).  This will, in turn, have 

negative effects on task jitter and / or may cause some tasks to miss their deadlines.   

A better way to have a fixed tick interval is to use a hardware timer.  An interrupt can be 

set to occur whenever a timer overflows (or a timer count matches certain value).  The 

timer can easily be adapted to generate the interrupt in periodic bases with a fixed 

period of time equals to the tick interval.  Using this method will allow the scheduler to 

set the processor to an "idle" or power saving mode, to reduce the power consumption, 
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after finishing the execution of all ready tasks, if any, in each tick.  A possible 

implementation of such a scheduler is described in Appendix A. 

Provided that an appropriate implementation is used, a time-triggered, cooperative 

(TTC) architecture is a good match for a wide range of low-cost, resource-constrained 

applications. TTC architectures also demonstrate very low levels of task jitter (Locke, 

1992), and they can maintain their low-jitter characteristics even when techniques such 

as dynamic voltage scaling (DVS) are employed to reduce system power consumption 

(Phatrapornnant and Pont, 2006). 

Table 6-1 lists the specifications of 3 tasks as an example of a system of tasks scheduled 

by TTC.  It should be noted that the offsets of Task A and Task B are zero while the 

offset of Task C is 1 ms. 

Figure 6-1 shows the timeline of the corresponding TTC scheduler which uses a tick 

interval of 1 ms.   

 

Table 6-1  Example of task specifications scheduled by TTC. 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 0.3 1 2 0 
B 0.4 1 2 0 
C 0.5 1 2 1 
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6.1.2 TTH scheduler 

The TTC scheduler described above is a non pre-emptive scheduler, in the sense that it 

is not possible that a low priority task to be pre-empted by a high priority task if the 

latter becomes ready to run while the former is still running, i.e. each task is guaranteed 

to run to completion without being pre-empted by another task.  Hence, systems based 

on this kind of schedulers have the advantage of being highly predictable and having 

limited resource requirements (due to the limited number of context switching and the 

unnecessity of implementing complex techniques to control access to shared resources).   

Unfortunately these schedulers can not be used in all situations.  Allworth (1981) noted: 

"[The] main drawback with this [co-operative] approach is that while the current 

process is running, the system is not responsive to changes in the environment.  

Therefore, system processes must be extremely brief if the real-time response [of the] 

system is not to be impaired."   

This concern can be expressed slightly more formally by noting that if a system is being 

designed which must execute one or more tasks of (worst-case) execution time e and 

also respond within an interval t to external events then, in situations where t < (e + 

Time (ms)

Task A

0 31 42

Time (ms)

Task C

0 31 42

Time (ms)

Task B

0 31 42

 

Figure 6-1  Illustrating the operation of a typical (interrupt-driven) TTC scheduler 

implementation. 
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execution time of the task that handles the event), a pure co-operative scheduler will not 

generally be suitable, as shown in Table 6-2 and Figure 6-2.  

 

 

 

In such circumstances, it is tempting to opt immediately for a fully pre-emptive design.  

Indeed, some studies seem to suggest that this is the only viable alternative (e.g. Locke 

(1992)  dna Bate (1998)).  However, there are other design options available.  For 

example, a single, time-triggered, pre-empting task can be added to a TTC architecture, 

to give what have been called a "time-triggered hybrid" (TTH) scheduler (Pont, 2001; 

Maaita and Pont, 2005b)  or "multi-rate executive with interrupts" (Kalinsky, 2001) .  

Use of a TTH scheduler allows the system designer to create a static schedule made up 

of (i) a collection of tasks which operate co-operatively and (ii) a single – short - pre-

empting task, Figure 6-3 shows how the tasks shown in Table 6-2 can be scheduled with 

a TTH scheduler with a tick interval of 1 ms.   

Time (ms)

Task A

0 31 42

Time (ms)

Task B

0 31 42

deadline miss deadline miss

 

Figure 6-2  illustration of TTC schedule of task set shown in Table 6-2. 

Table 6-2  Example of task specifications which cannot be scheduled by TTC. 

Task WCET (ms) Deadline (ms) Period (ms) 

A 0.2  0.2  1  

B 1.3  3  3  
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It should be noted that in this schedule, all tasks are periodic.  This is in contrast to 

architectures investigated in some previous studies (e.g. Sandström et al. (1998)) which 

have sought to integrate time-triggered task scheduling with the response to aperiodic 

(event related) interrupts. 

6.2 The need for appropriate configuration of scheduler/task parameters 

Whether a TTC or TTH implementation is used, a number of key scheduler/task 

parameters must be determined (including the tick interval, task order, and initial delay - 

or phase - of each task).  Inappropriate choices may mean that a given task set cannot be 

scheduled at all.  Where the parameter set does ensure that all tasks are scheduled, 

inappropriate decisions may still lead to unnecessarily high levels of task jitter and / or 

to increased system power consumption.   

The following sections will discuss the effects of inappropriate choices of task and / or 

scheduler parameters.  Some examples will be used to illustrate the effects of these 

parameters.  However, to limit the thesis length, and the number illustrations, in cases 

where the same ideas applies in the same way when using either the TTC or TTH 

schedulers, the idea will be illustrated using the TTC scheduler for ease of clarification.   

P

Time (ms)

P

Task P

0 31 42

C-

Time (ms)

C-

Task C

0 31 42

P PP

-C -C

 

Figure 6-3  Illustrating the operation of a typical TTH scheduler implementation, 

adapted from Maaita and Pont (2005b), Figure 1. 
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6.3 Effects of task offset  

Inappropriate choices of task offset may render the task set unschedulable (for example 

some tasks may miss their deadlines).  Moreover even if the chosen offsets do ensure 

that all tasks are scheduled, inappropriate choice of offsets may still lead – for example 

– to unnecessarily high levels of task jitter. 

6.3.1 Effects of task offset on schedulability 

As shown earlier, the task offset specifies when the task should start (more precisely it 

specifies the first tick at which the first instance of the task is ready to run).  In some 

situations, tasks cannot be scheduled if they start execution at the same time.  In these 

situations a task offset can be used to balance the processor load over various ticks so 

that each task meets its deadline.   

Table 6-3 shows an example for a set of tasks which cannot all be scheduled when all 

tasks begin their executions simultaneously (all offsets equal to zero).  This is because 

the sum of the WCETs means that Task C cannot meet its deadline as it has to wait until 

both Task A and Task B finish their executions before it can start its execution.   

By using a suitable tick interval and adjusting the task offsets, a workable schedule can 

often be achieved  (Goossens and Devillers, 1997; Xu and Parnas, 2000; Pont, 2001).  

For example, the tasks in Table 6-3 can be scheduled if a tick interval of 5 ms is used 

and the offset of Task C is adjusted to 1 tick (as shown in Table 6-4). 

 

Table 6-3  Task specifications for a system in which task offsets are inappropriate 

(Task C missed its deadline). 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 1  5  5  0  
B 1.5  5  10  0  
C 3  5  10  0  
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6.3.2 Effects of task offset on jitter 

Where the parameter set does maintain various task requirements and constraints (such 

as deadlines, precedence, distance, and latency) inappropriate setting of offsets may still 

increase the task jitter to a value beyond the permitted level.   

Table 6-5, and the corresponding figure (Figure 6-5), shows an example for 

inappropriate choices of a set of offsets for a task set.  By using the shown values of 

offsets it can be noticed that in some ticks Task C runs after both Task A and Task B 

while in the other ticks it runs directly after Task A.  So Task C will suffer from jitter 

values approximately equal to the WCET of Task B which may not be a desired 

behaviour if Task C is a jitter sensitive task. 

 

Table 6-5  Task specifications for a system in which task offsets cause high jitter. 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 2 10  10  0  

B 3 40  40  0  

C 2 20 20 0 

 

Table 6-4  Task specifications for a system in which task offsets are appropriate.  

(All tasks met their deadlines). 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 1  5 5 0 
B 1.5 5 10 0 
C 3 5 10 1 
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Alternatively if the offsets are adjusted as shown in Table 6-6, Task C will always run 

after Task A and hence will have a reduced jitter value (depending on the variations in 

Task A execution times), as shown in Figure 6-5.   

 

Table 6-6  Task specifications for a system in which task offsets cause low jitter. 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 2 10  10  0  

B 3 40  40  0  

C 2 20 20 1 

 

Task A

Task C

Task B
Time (ms)0 10 20 30 40 50 60 70 80 90

Time (ms)0 10 20 30 40 50 60 70 80 90

Time (ms)0 10 20 30 40 50 60 70 80 90

 

Figure 6-4  Task schedule for tasks shown in Table 6-5. 
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6.4 Effects of tick interval  

Choosing the appropriate length of the tick interval plays an important role in TT 

architectures.  The following subsections discuss the effects of various lengths of tick 

interval on task schedulability, jitter, and system power consumption.  

6.4.1 Effects of tick interval on schedulability 

The developer of TT architectures has to carefully choose a suitable value for the length 

of the tick interval so that it fits his application needs.   An inappropriate value of tick 

interval may cause violations of task constraints (such as missed deadlines). 

An example that illustrates the effect of inappropriate choice of tick interval in violating 

task deadlines is shown in Table 6-7 and Figure 6-6.  It can be noticed that using a tick 

interval of 2 ms will cause missed deadline of Task B.  On the other hand using a tick 

interval of 1 ms (with the appropriate offsets), as shown in Table 6-8 and Figure 6-7, 

will help to ensure that all the tasks meet their deadlines.  

Task A

Task C

Task B
Time (ms)0 10 20 30 40 50 60 70 80 90

Time (ms)0 10 20 30 40 50 60 70 80 90

Time (ms)0 10 20 30 40 50 60 70 80 90

 

Figure 6-5  Task schedule for tasks shown in Table 6-6. 
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Table 6-8  Task specifications for a system in which tick interval is appropriate 

 (all tasks met their deadlines). 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 3 5 20 0 

B 4 5 20 1 

 

Time (ms)

Task A

0 4020

Time (ms)

Task B

0 4020

deadline miss deadline miss

 

Figure 6-6  Task schedule for tasks shown in Table 6-7 (with tick interval = 2 ms). 

Table 6-7  Task specifications for a system in which tick interval is inappropriate 

(Task B missed its deadline). 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 3  5  20 0  

B 4 5 20 0  
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6.4.2 Effects of tick interval on jitter 

In cases where the application at hand contains one or more jitter-sensitive tasks, a 

suitable tick interval (along with appropriate offset) has to be chosen.  

To illustrate the effect of tick interval on task jitter, assume that all the tasks specified in 

Table 6-9 are jitter-sensitive tasks.  Using a tick interval of 2 ms will ensure that all 

tasks meet their deadline, but on the other hand it will cause Task B to suffer from jitter 

which is caused by the variations in Task A execution times as shown in Figure 6-8.  

One way to overcome this problem is to use a tick interval of 1 ms (with appropriate 

values for the offsets) as shown in Table 6-10 and Figure 6-9.  This will enable every 

task to run in a separate tick and hence not be affected by the variations in the other task 

execution time, if any.  

 

 

Table 6-9  Task specifications for a system with an inappropriate tick interval  

 (Task B suffers from jitter). 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 0.3  2 2  0  

B 0.4  2 2  0  

 

Time (ms)

Task A

0 3010 4020

Time (ms)

Task B

0 3010 4020
 

Figure 6-7  Task schedule for tasks shown in Table 6-8 (with tick interval = 1 ms). 
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6.4.3 Effects of tick interval on power consumption 

As explained earlier in this chapter, the TT architectures which are discussed in this 

thesis (TTC / TTH) are built on the idea of executing the tasks from a (dispatcher) 

Time (ms)

Task A

0 31 42

Time (ms)

Task B

0 31 42
 

Figure 6-9  Task scheduler for tasks shown in Table 6-10 (with tick interval = 1 ms). 

Table 6-10  Task specifications for a system with an appropriate tick interval  

(all tasks have low jitter; approximately zero). 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 0.3  2 2  0  

B 0.4  2 2  1  

 

Time (ms)

Task A

0 42

Time (ms)

Task B

0 42  

Figure 6-8  Task scheduler for tasks shown in Table 6-9 (with tick interval = 2 ms). 
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function which is invoked at every scheduler tick.  This function updates the state of 

each task, runs "ready" tasks, and then it places the processor into a power-saving mode 

until the following tick.  If the tick interval employed is shorter than necessary, there 

may be some empty ticks (ticks in which there are no tasks ready to run, Figure B-3 

shows an example) during which the system has to come out of the power saving mode 

to execute the dispatcher before the system goes back to the power-saving mode.  This 

will, inevitably, increase power consumption when compared to a design with an 

"optimal" tick interval. 

To illustrate the effect of tick interval on system power consumption an experiment was 

carried out.  In this experiment a set of 3 dummy tasks was used and run on an NXP 

LPC2106 microcontroller (Philips, 2004b).  The period of all the three tasks was set at 

10 ms.  The power consumption of the core microcontroller was measured using a range 

of different tick intervals (using the approach described in Section 5.4.1.3).  In each 

case, the results of several runs were averaged using both TTC and TTH architectures 

(as shown in Table 6-11). 

 

It can be seen from Table 6-11 that, for both TTC and TTH, choosing the largest 

possible tick interval reduces the power consumption.  

It should be noted that a specific value of tick interval may help in reducing the total 

average power consumption but at the same time it may cause an increase in the jitter 

level of one or more tasks, and vice versa, i.e. another choice of tick interval may cause 

more power consumption but, if used with appropriate offsets, may reduce the jitter 

level of jitter-sensitive tasks in the system.  

Table 6-11  Average power consumption (mW) using different tick intervals. 

Tick interval (ms) TTC TTH 

1 16.6725 17.5583 

2 16.3807 16.5104 

5 16.1999 16.2332 

10 16.1262 16.1524 
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So choosing the length of the tick interval will depend on the requirements of the 

application at hand.   

6.5 Effects of task order  

The sequence at which TTC and TTH check and update the status of each task, and run 

the ready ones (in each tick) has to ensure that task precedence constrains are met.  

Even in situations where task order does maintain these precedence constraints, an 

inappropriate choice of task order can affect task schedulability and/or jitter.  

Although all tasks run co-operatively in TTC, and there is a limited level of pre-emption 

in TTH, the sequence at which tasks are added to the schedule assigns different levels of 

priority of the co-operative tasks.  For example the first task in each tick will normally 

have the lowest level of jitter as will be explained in the following subsections.   

The following subsections give an overview on the effects of inappropriate task order in 

the task schedulability and jitter.  

6.5.1 Effects of task order on schedulability 

Some scheduler strategies such as EDF and RM, are optimal only under certain 

conditions (detailed in Section 2.5) and this optimality only applies to certain 

constraints (normally task deadline).  Other constraints (such as jitter, distance, latency, 

precedence, and exclusion) are not usually considered. 

Table 6-12 shows an example of a set of tasks that explain the above idea.  It is assumed 

that Task A is required to precede Task B, and the minimum distance between them 

must be at least 0.1 ms.  Looking only at the task deadlines and scheduling these tasks 

according to a schedule like EDF will result in scheduling Task B directly after Task A 

finishes its executions, as it has the nearest deadline.  This will satisfy all task deadlines.  

But, on the other hand, this will violate the distance constraint, as shown in Figure 6-10.  

To meet this constraint, while at the same time satisfying the deadline constraints, 

Task C should follow Task A, and at last Task B should start, as shown in Figure 6-11. 
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Time (ms)
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Figure 6-10  Inappropriate task ordering for tasks shown in Table 6-12. 

Table 6-12  Task specifications for a system where an inappropriate task ordering 

affects schedulability. 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 0.4 0.5 2 0 

B 0.3 1.0 2 0 

C 0.2 2.0 2 0 
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6.5.2 Effects of task order on jitter 

If a given schedule does maintain task constraints (such as precedence, distance, and 

latency) it will still have to ensure that the resulting task jitter is within the permitted 

limits.   

For an example it is assumed that, for the set of tasks shown in Table 6-13, Task C is a 

jitter-sensitive task.  Scheduling these tasks with TTC and using a tick interval of 1 ms 

along with the offsets shown in the table will ensure that all deadlines will be met.  On 

the other hand, using the shown task order may not satisfy the jitter constraints of the 

jitter-sensitive task, Task C, as shown in Figure 6-12.  However scheduling the tasks 

according to the task order shown in Figure 6-13 will maintain the jitter level of the 

jitter-sensitive task. 

 

Time (ms)

Task A

0 42

Time (ms)

Task B

0 42

Time (ms)

Task C

0 42
 

Figure 6-11  Appropriate task ordering for tasks shown in Table 6-12. 
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Task A

Task B

Task C
Time (ms)0 10 20 30 40 50 60 70 80

Time (ms)0 10 20 30 40 50 60 70 80

Time (ms)0 10 20 30 40 50 60 70 80

 

Figure 6-12  Possible schedule for tasks shown in Table 6-13. 

Table 6-13  Task specifications for a system where an inappropriate 

task ordering affects jitter. 

Task WCET (ms) Deadline (ms) Period (ms) Offset (ticks) 

A 2  10  10  0 

B 3  20 20  0 

C 4 30 30 0 

 



Chapter 6: Analysis of scheduler/task configuration 102 

 

 

6.6 Discussion 

The work presented in this chapter explored the impact of inappropriate choice of task 

parameters and / or scheduler parameters (such as task offset, task order and tick 

interval).   

It has been shown that inappropriate configurations of task offset may cause missed 

deadlines and/or increase the task jitter.  Similar effects may be caused by inappropriate 

choice of task order.  The analysis also concluded that choosing the scheduler tick 

interval has considerable effects on system power consumption in addition to the above 

mentioned effects caused by misconfiguration of task offset and task order.  The 

analysis suggests that using the longest possible tick interval, whenever possible, can 

help in reducing the power consumption.   

6.7 Conclusions 

The work presented in this chapter began by reviewing the main functionality of TTC 

and TTH schedulers.  Then it discussed the effect of inappropriately choosing task / 

scheduler parameters (mainly task offset, task order, and tick interval) when using such 

schedulers.   

Task A

Task B

Task C
Time (ms)0 10 20 30 40 50 60 70 80

Time (ms)0 10 20 30 40 50 60 70 80

Time (ms)0 10 20 30 40 50 60 70 80

 

Figure 6-13  Jitter-aware schedule for tasks shown in Table 6-13. 
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It has been shown in previous chapters that testing the task schedulability, and 

determining appropriate values of scheduler and task parameters, is a challenging and 

time consuming process.   

The following chapter will introduce a new scheduling algorithm which helps to 

automate the process of selecting these parameters. 



 

Chapter 7  

TTSA1 algorithm 

This chapter describes a novel two-stage search technique which is intended to support 

the selection and configuration of schedulers for use with resource-constrained 

embedded systems7

7.1 TTSA1 for automatically choosing/configuring scheduler/task 
parameters 

.   

The previous chapter considered the need for tools which will help to automate the 

process of developing TTC and TTH schedules.  This chapter presents and assesses a 

novel algorithm which addresses this need.  For ease of reference, this algorithm will be 

called "time-triggered scheduling algorithm 1" (TTSA1).  TTSA1 is described in this 

section.   

The overall goal of the TTSA1 algorithm is to identify a scheduler configuration which 

will ensure that: (i) all task constraints are met; (ii) CPU power consumption is "as low 

as possible"; (iii) a fully co-operative scheduler architecture is employed whenever 

possible. 

7.1.1 Overview 

The flow charts shown in Figure 7-1 and Figure 7-2 describe TTSA1.  The input to 

TTSA1 is a list of task specifications and constraints.  The algorithm tests the 

schedulability of the given task set and configures the scheduler and task parameter 

(task order, task offset, and tick interval), in case one found.  This is done in two stages. 

In the first stage the algorithm checks that the total task utilisation, u, does not exceeds 

the processor capacity (u<1).  The algorithm takes the scheduling overhead into account 

in calculating u.  A details description of an easy and efficient way of measuring this 

                                                 
7  Parts of this chapter have been published previously in Gendy and Pont (2008a) 
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overhead is given in Section 7.1.7.  Then the TTSA1 algorithm tries to find a feasible 

schedule for the task set using the TTC scheduler (which is non-pre-emptive) according 

to five different strategies as follows: 

• According to their deadlines (shortest deadline first).  This is "TTSA1-DM" and 

is based on a "deadline monotonic" scheduling algorithm (Leung and Whitehead, 1982). 

• According to their slack – or laxity – time (least laxity first).  This is "TTSA1-

LLF" and is based on a "least laxity first" scheduling algorithm  (Leung, 1989).   

• According to their periods (shortest period first).  This "TTSA1-RM" is related 

to a rate monotonic scheduling strategy (Liu and Layland, 1973). 

• According to their WCET (shortest WCET first).  This is referred here as 

"TTSA1-SJF" and is related to a "shortest job first" scheduling strategy (Stankovic and 

Ramamritham, 1987). 

• According to their upper bound of jitter (shortest jitter first).  This is referred 

here as "TTSA1-Jitter" 

If the task set cannot be scheduled in the first stage the process is repeated using the 

TTH scheduler  

To achieve this result, TTSA1 begins by sorting the tasks according to two criteria: 

a) task precedence, b) scheduling criterion (such as TTSA1-DM), trying one at a time.  

It is then assumed that the first task will run with zero offset and the algorithm tries to 

find a suitable offset for the second task, using the longest possible tick interval.  If such 

an offset is identified (and the constraints of both tasks are met), a third task is added to 

the system and the process is repeated.  The algorithm continues in this way until all 

tasks have been scheduled (if this proves possible), as shown in Figure 7-2.   

This search process is not exhaustive, and might be described as a "best characteristics 

first" approach: for example, the algorithm starts with a long tick interval (which is 

known to reduce power consumption: this is discussed in Section 6.4.3) and the tick 

interval is gradually reduced until the timing needs of the application are matched (if 

ever).  The algorithm proceeds iteratively, stopping the search when it has identified the 

first workable solution.  It assumes that - because it has begun the search with "best 

characteristics" - any schedule identified will represent a good (but not necessarily 

completely optimal) solution. 
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The output from the algorithm depends on the results of each schedulability test, as 

follows: 

• If all the tasks are schedulable, a suitable tick interval is calculated, along with 

the task order and the required offset value for each task.   

• If the tasks cannot all be scheduled, a list of the schedulable tasks is generated.   
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Figure 7-1  Flow chart for the TTSA1 algorithm. 
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Figure 7-2  flow chart for the Check_Sched() function of TTSA1 algorithm. 

7.1.2 Tick interval 

It was previously shown that an inappropriate choice of tick interval may mean that a 

given task set cannot be scheduled at all.  Also where the parameter set does ensure that 

all tasks are scheduled, inappropriate choice of tick interval may still lead – for example 

– to increased system power consumption.   

To find the most suitable (that is, longest possible) tick interval, the algorithm checks 

the schedulability using all the common divisors of the task periods, starting with the 

Greatest Common Divisor (GCD) for the best results in power reduction.  The 



Chapter 7: TTSA1 algorithm  109 

 

algorithm stops at the largest possible tick interval with which all the tasks meet their 

temporal constraints (if such an interval exists). 

7.1.3 Offset 

As discussed in Section 6.3, the choice of offset can have a significant impact on both 

the task schedulability and the levels of task jitter in the system.  The algorithm tries to 

choose an appropriate offset for a given set of tasks.   

It is assumed (for the purposes of this work) that the offset of a task can take any value 

between zero and its period, assuming that values of offset and period are expressed in 

ticks. 

7.1.4 Test period 

Choosing a suitable offset for each task may require that the schedule is tested (using 

different offset combinations) over a period of time long enough to determine that all 

the tasks will meet their deadlines (or not).  Since all tasks are periodic, the 

schedulability needed to be tested over the "major cycle" (a period of time equal to the 

Least Common Multiple – LCM – of the task periods: e.g. Section 2.4).   

In addition, since each task may have a different offset, the full schedule will not 

necessarily begin immediately; instead, the algorithm must therefore test the schedule 

for one complete cycle, measured from the time that the last task to be added to the 

schedule is executed for the first time.  Finally, it may be necessary to consider the task 

behaviour at the boundary between the end of one (major) cycle and the start of the 

next.    

As a result, for a given tick interval and set of offsets, the testing period used in this 

work is represented by Equation 7-1; the units here are "ticks" (Leung and Merrill, 

1980; Leung and Whitehead, 1982; Leung, 1989).  

Test_period = 2 * Length_of_Major_cycle + Maximum_offset Equation 7-1 

As shown in the previous section, offset of a task is in the range zero and its period, so 

for a set of n tasks the longest test period can be calculated form Equation 7-2. 
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Test_period = 2 * LCM (P[1], P[2], .., P[n]) + Max (P[1], P[2],…,P[n]) Equation 7-2 

7.1.5 Task starting time 

At any time, task Task[i] is considered to be due to run at tick ‘Tick_Num’ if the 

condition represented by Equation 7-3 is true. 

(Tick_Num - Offset[i]) mod P[i] = 0 Equation 7-3 

7.1.6 Deadline checking 

Assuming that a specific instant of task Task[i], which has deadline D[i] that is less than 

or equal to P[i], begins its execution at time ‘Starting_Time’ and finishes its execution 

at time ‘Finishing_Time’ this task is considered to have met its deadline if the condition 

in Equation 7-4  is satisfied for all its segments: 

(Finishing_Time – Starting_Time) <= D[i] Equation 7-4 

7.1.7 Taking scheduler overheads into account 

The scheduler overhead may have a considerable impact on the schedulability of the 

task set.  This overhead arises from the time spent in handling the tick interrupt, the 

time spent in updating and testing the delay of each task in turn (in order to check which 

task should run next), and the time spent in saving/resuming the state of pre-empted 

tasks in TTH designs.  The level of this overhead depends on many factors including the 

number of tasks in the system, the scheduler type, and the speed of the hardware used to 

implement the system.   

Previous work has been conducted in this area, for example Sandström et al (1998) 

handle the interrupt overhead in an efficient non-pessimistic way.  The current work 

introduces an alternative way of representing the overall scheduler overhead for a given 

number of tasks.  It assumes that the scheduler overhead can be represented by adding a 

dummy task to the set of tasks to be scheduled.  This additional task is included in the 

schedule calculations at every tick and has a WCET equal to the actual scheduler 
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overhead.  This effect is shown in the Check_Sched() function (Error! Reference 

source not found.). 

Of course, it is necessary to determine the WCET value for this "overhead" task.  This 

value can not be predicted (without conducting an extensive – and expensive – 

modelling process).  Therefore it is noted that the maximum scheduling overhead will 

occur when all the tasks run in the same tick (if ever).   

Assuming that we have n tasks and that the scheduler enters "sleep" mode after running 

all the ready tasks in each tick (if there is time left), then the scheduling overhead is 

given by Equation 7-5. 

)][WCETmode_in_sleep_time_spent(valTick_Interoverhead
1
∑
=

+−=
n

i
i  Equation 7-5 

The overhead can be determined empirically, using a scheduler with the same number 

of "dummy" (empty) tasks that will be employed in the final system.  In this case, the 

last term in Equation 7-5, ∑
=

n

i
i

1
][WCET , can be assumed to be 0, and a single set of 

measurements will be required for a given hardware platform, regardless of the 

particular system being implemented   

Determining the overhead in this way may seem to be unduly pessimistic for a static 

schedule.  However, this measure of the maximum scheduler load is easily obtained 

(one single measurement, rather than having to make numerous measurements as 

different schedules are tested).  In addition making a precise measurement of this load is 

– in practice – not straightforward.  Therefore it has been chosen to accept a slight risk 

that the scheduling decision made will be altered by the inaccuracy of this overhead 

measurement (indeed, it is assumed that any loss of accuracy that results from this 

approach is likely to be smaller than the error which results from WCET 

approximations for the tasks: as discussed in Chapter 4). 

The value of time_spent_in_sleep_mode can be determined either through the use of a 

hardware simulator or by making direct measurements from the hardware.   

The scheduling overhead for the experiments which are carried out in this thesis is 

measured as follows.  The scheduler is adjusted so that it will set a spare I/O pin to 

"high" at the start of the interrupt service routine (ISR) of the tick interrupt.  This pin is 
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then set to "low" directly before the scheduler calls the sleep function, after all tasks are 

complete.  

The duration of the time in which the pin is high in every tick is measured using 

appropriate external hardware.   

By using three dummy tasks, the above measured time approximates the scheduling 

overhead (which is shown in Equation 7-5).  The above measured time does not take 

into account the times taken to change out of the sleep mode, save registers values, or 

call the ISR.  Also the code in the scheduler that does not run in all conditions may not 

have been taken into account.  Therefore,  an additional 20% is added to the measured 

value, a figure that is in line with previous studies (Vallerio and Jha, 2003).  

7.2 Evaluating the TTSA1 algorithm 

The TTSA1 algorithm is evaluated in this section.  The "branch and bound" algorithm 

(BaB) was chosen previously as a benchmark to test the effectives of other heuristic 

algorithms (Cucu and Sorel, 2004).  The same algorithm is adapted here to evaluate the 

effectiveness of the TTSA1 algorithm.   

7.2.1 Algorithm complexity 

The algorithm complexity can be calculated by considering a set of n independent tasks, 

Task[1], Task[2], …, Task[n], with periods P[1], P[2], .., P[n],  respectively.  As 

previously discussed, the offset O[i] of task Task[i] is assumed to take any value from 

zero to P[i].  Choosing a suitable set of offsets may require testing schedulability over 

the period defined by Equation 7-1. 

Using the BaB search algorithm a partial schedule is constructed by adding tasks one by 

one to the system (trying all possible offsets of this task). A branch is terminated if the 

constraints of any added task, or the task under test, are violated.  Ignoring the possible 

task offsets, in the worst-case this will require testing n paths each of length n!; this has 

a complexity of O(n.n!) which is "computationally intractable and cannot be used in 

practical systems when the number of tasks is high" (Buttazzo, 2005a).  In this case the 

longest testing period will therefore be given by Equation 7-6 and Equation 7-7. 
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longest testing period = (number of offsets combinations) * (number of possible 

execution orders) * (test period) 
Equation 7-6 

����〖𝑃𝑃[𝑖𝑖])
𝑛𝑛

𝑖𝑖=1

∗  (𝑖𝑖!) ∗ [𝑀𝑀𝑀𝑀𝑀𝑀(𝑂𝑂[1],𝑂𝑂[2], … ,𝑂𝑂[𝑖𝑖]) +  2 ∗ 𝐿𝐿𝐿𝐿𝐿𝐿(𝑃𝑃[1],𝑃𝑃[2], …𝑃𝑃[𝑖𝑖])]〗�
𝑛𝑛

𝑖𝑖=1

 Equation 7-7 

This problem has an order of complexity O(tn.n!),  where t is the period (in ticks). 

 

By contrast, the TTSA1 algorithm tries only a subset of the possible offset 

combinations.  In this case, the longest testing period will be given by Equation 7-8. 

�(𝑃𝑃[𝑖𝑖] ∗ (𝑀𝑀𝑀𝑀𝑀𝑀(𝑂𝑂[1],𝑂𝑂[2], … ,𝑂𝑂[𝑖𝑖]) + 2 ∗ 𝐿𝐿𝐿𝐿𝐿𝐿(𝑃𝑃[1],𝑃𝑃[2], …𝑃𝑃[𝑖𝑖])
𝑛𝑛

2

)) Equation 7-8 

The complexity of this algorithm is O( (n-1)t ) or approximately O(n.t).  

It should be noted that summation in Equation 7-8  starts from index 2, (rather than index 

1).  This is because the TTSA1 algorithm assumes that, after sorting the set of tasks, the 

first task is added to the system with offset 0.  The offsets of subsequent tasks are 

determined at the time they are added to the system (one by one).  Once an offset for a 

given task is identified, this is "fixed".   

It is also noteworthy that these calculations ignore the effort required to determine the 

scheduler overhead (for both the BaB and TTSA1 calculations). 

7.2.2 Algorithm performance 

An empirical test of the performance of the TTSA1 algorithm was carried out.  The 

procedure and results obtained by applying the algorithm to a set of interdependent 

tasks are detailed in this section. 

7.2.2.1 Method 

The schedulability of the task sets was assessed using the BaB search.  The results were 

then compared with those obtained using the TTSA1 algorithm.   
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The chosen hardware platform was an NXP (formerly Philips) LPC2129 

microcontroller running on a small evaluation board (Philips, 2004a).  The LPC2129 is 

based on an ARM7TDMI core and is typical of modern (low cost) embedded 

processors.  The tests were conducted as follows: 

• The measurements of scheduler load were carried out using the NXP board. 

• The BaB and the TTSA1 algorithm schedulability tests were carried out using a 

simple (custom) schedule simulator, running on a desktop PC (making use of the load 

information obtained from the NXP board). 

7.2.2.2 Dataset used 

To explore the effectiveness of this algorithm, 1000 sets of tasks were pseudo randomly 

generated.  Each set consisted of 3, 4 and 5 tasks.  Task characteristics and constraints 

were generated according to the criteria specified in the following subsections. 

7.2.2.3 Task characteristics 

Task WCET, deadline and period were pseudo randomly generated according to the 

following inequalities: 

0 < WCET(i) ≤ 1000 µs Equation 7-9 

WCET(i) < P(i) ≤ 10000 µs Equation 7-10 

WCET(i) ≤ D(i) ≤ P(i) Equation 7-11 

In order to simplify the calculations, task periods were pseudo randomly generated at 

multiples of 1 ms (constrained by Equation 7-10).   

7.2.2.4 Task constraints 

Task constraints of precedence, exclusion, distance, latency, and upper bound of jitter 

were also pseudo randomly generated and were in line with the findings from previous 

studies (e.g. Xu (1993) and Sandström and Norström (2002)).   

• Jitter:  

In the experiment discussed in the present chapter, the upper bound of task jitter is 

pseudo randomly generated according to Equation 7-12. 
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0 ≤ Jitter  ≤ P(i) Equation 7-12 

• Precedence: 

If it is required that Task A precedes Task B, then, in any tick, Task B is allowed 

to start its execution only after Task A completes its execution (e.g. Xu and Parnas 

(1990)).   

In the current study, the precedence relation between any two tasks, Task A and 

Task B, is pseudo randomly generated if 

P(A) = P(B) Equation 7-13 

and 

P(A) ≥ ( WCET(A) + WCET (B) ) Equation 7-14 

• Distance: 

In the current study the precedence relation between two tasks, Task A and 

Task B, was pseudo randomly generated according to Equation 7-15. 

0 ≤ Distance(A, B) ≤ P(A) – (WCET(A) + WCET (B)) Equation 7-15 

• Latency 

In the current study the latency relation between two tasks, Task A and Task B, 

was pseudo randomly generated as follows: 

 

If there are no distances constraint between Task A and Task B then: 

(WCET(A) + WCET (B)) ≤ Latency(A, B) ≤ Max (P(A), P(B)) Equation 7-16 

otherwise: 

(WCET(A) + WCET (B) + Distance (A,B)) ≤ Latency(A, B) ≤ P(A) Equation 7-17 

Table 7-1 shows an example of a set of 3 tasks generated according to the above 

constraints. 



Chapter 7: TTSA1 algorithm  116 

 

 

7.2.2.5 Extending the basic algorithm 

Variations on the original TTSA1 algorithm were also investigated in this trial.  In the 

original algorithm (henceforth referred to as "TTSA1-DM"), the tasks are added to the 

schedule according to their deadline, the task with the shortest deadline is added first.   

Variations on this algorithm are also explored so that tasks were added: 

• According to their slack – or laxity – time (least laxity first).  This is "TTSA1-

LLF" and is based on a "least laxity first" scheduling algorithm  (Leung, 1989).   

• According to their periods (shortest period first).  This "TTSA1-RM" is related 

to a rate monotonic scheduling strategy (Liu and Layland, 1973). 

• According to their WCET (shortest WCET first).  This is referred here as 

"TTSA1-SJF" and is related to a "shortest job first" scheduling strategy (Stankovic and 

Ramamritham, 1987). 

• According to their upper bound of jitter (shortest jitter first).  This is referred 

here as "TTSA1-Jitter" 

7.2.2.6 Results (small task sets) 

The numbers of identified task sets that were found to be scheduled using the TTSA1 

algorithm and BaB are shown in Figure 7-3 to Figure 7-5.  The results obtained by 

combining the (unique) results from TTSA1-DM, TTSA1-LLF, TTSA1-Jitter, TTSA1-

Table 7-1  Sample of task specifications and constraints (set of 3 tasks) 

Task 
WCET 

(µs) 

Deadline 

(µs) 

Period 

(µs) 

Jitter 

(µs) 
Exclusion Precedence 

Distance 

(µs) 

Latency 

(µs) 

A 496 3964 4000 1618 

Task A 

Excludes 

 Task C 

Task A 

Precedes 

Task C 

Distance 

 between 

Task A 

& 

 Task C 

 is 3335 

Latency 

Between 

 Task A 

& 

 Task C 

 is 3921 

B 828 4711 10000 9488 

C 64 3673 4000 67 
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RM, and TTSA1-SJF are shown in these figures as TTSA1-ALL.  The number of trials 

until each of the two algorithms identified the set of tasks as scheduled/unscheduled and 

the total time is also shown in Table 7-2. 

From the results obtained it was noted that: 

• For both the TTC and TTH schedulers the results obtained from TTSA1 (when 

overheads are taken into account) are found to be a subset of the complete list of valid 

schedules identified by the BaB search.  In addition, although TTSA1 tests the 

schedulability using a subset of all the possible offset combinations, it produces results 

which are similar to those obtained with the BaB method.   

• The criteria used for adding the tasks have an impact on the schedulability of the 

set (different criteria may give different results).   

• Combining results from the variations of TTSA1 together gives results which 

are closer to those obtained from the BaB search while requiring a much lower number 

of trials, and hence less time (Section 7.2.1). 

7.2.2.7 Results (large task set) 

The results shown in Figure 7-3 to Figure 7-5 consider a maximum of 5 tasks.  This is 

not an unrealistic number for the resource-constrained systems that are concerned with 

in this thesis.  However, this task set does not fully test the algorithm.  In order to 

explore the performance of TTSA1 on larger problems, 1000 new data sets were 

created.  Each data set consisted of 50 tasks, each with a maximum execution time of 

1 ms and maximum period of 100 ms.  The task sets were randomly created according to 

the constraints described previously.  To reduce the length of the major cycle, task 

periods were randomly generated as a multiple of 10 ms.  The results from this test are 

shown in Figure 7-6.  It took approximately 10 s to complete the schedulability test for 

one set of 50 tasks using TTSA1-DM, and a total of approximately 50 s to complete the 

test for TTSA1-All.  It was not possible to complete this search using a BaB approach 

as this would have required performing a huge number of trials.   
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Table 7-2  Number of trial and the total time  

 

3-tasks sets 4-tasks sets 5-tasks sets 

TTC TTH TTC TTH TTC TTH 

TTSA1 BaB TTSA1 BaB TTSA1 BaB TTSA1 BaB TTSA1 BaB TTSA1 BaB 

Minimum number of trials 2 2 2 2 3 3 3 3 4 4 4 4 

Maximum number of trials 85 2966 75 2966 125 33571 64 35072 170 1585571 87 879901 

Average number of trials 16.3 162.0 11.4 159.8 31.7 2561.7 17.4 2544.2 59.6 56283.7 23.7 46575.6 

Total number of trials 16285 161962 11360 159823 31655 2561690 17360 2544241 59596 5.6E+07 23652 4.7E+07 

Total time (s) 1 2 1.5 3 1.5 88 2 184 3 3091 3.5 4924 
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Figure 7-4  Number of scheduled task sets (4 interdependent tasks in each set). 

 

Figure 7-3  Number of scheduled task sets (3 interdependent tasks in each set). 
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Figure 7-6  Number of scheduled task sets (50 interdependent tasks in each set). 

 

Figure 7-5  Number of scheduled task sets (5 interdependent tasks in each set). 
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7.3 Discussion 

The work presented in this chapter introduced a scheduling algorithm (TTSA1) which 

helps to automate the process of determining the parameters required to schedule a 

given set of tasks in a resource-constrained embedded system employing a TTC or TTH 

architecture.   

It has been shown in the literature that commonly used scheduling techniques (such as 

RM, DM, etc) are optimal in satisfying one of the task constraints (usually the task 

deadline).  This can be guaranteed only in special cases, for example RM assumes 

independent tasks which have deadlines equal to their periods.  On the other hand, 

finding just a workable schedule for dependent tasks with shared resources is known to 

be a challenging process.   

Therefore the TTSA1 scheduling algorithm presented in this chapter tries to use 

heuristic search guided by the most commonly used scheduling techniques (such as 

DM, RM, LLF, and SJF), in addition to adding the jitter-based scheduling, to find a 

workable scheduler.   

The effectiveness of the TTSA1 scheduling algorithm has been evaluated by applying it 

on 1000 sets of tasks.  The results were compared with those obtained from applying a 

BaB search which has been taken previously as a benchmark by other researchers (Cucu 

and Sorel, 2004).  It is believed that the aim has been achieved through the use of this 

algorithm which – while it does not perform an exhaustive search – does provide results 

close to those obtained in the BaB search, in a fraction of time.  While searching for a 

workable scheduler the proposed scheduling algorithm ensures that the CPU power 

consumption is "as low as possible" (by choosing the longest possible tick interval), and 

that task constraints are met (by adjusting the tasks’ offsets, tick interval, and task 

orders). 

Another empirical study has been done to evaluate the effectiveness of the above 

algorithm.  In these experiments the algorithm was implemented and ported to a 

separate microcontroller called scheduler agent (SA).  The aim of this agent was to 

continue measuring the execution times of the tasks running in the main target 

hardware, or main processor (MP), for a certain period of time at systems power up.  

These values were used by the algorithm to fine tune the task scheduler in the main 
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processor.  After the fine tuning process is completed the SA continue monitoring the 

MP and take appropriate action, such as resetting the system, in case of errors.  More 

details about this case study are described in Appendix B.   

7.4 Conclusions 

This chapter presented a scheduling algorithm (TTSA1) which helps in overcoming the 

fragility problem encountered in TT designs (based on TTC or TTH architecture) by 

automating the process of selecting an appropriate scheduler and configuring the 

required parameters.   

The effectiveness of the above mentioned algorithm is tested, and compared with that of 

the BaB algorithm, by empirical studies.   

The following chapter will introduce an enhanced version of this algorithm.   



 

 

Chapter 8  

TTSA2 algorithm  

In the previous chapter a novel scheduling algorithm ("TTSA1") was presented that can 

be used to automate the process of selecting an appropriate scheduler and configuring 

the task and scheduler parameters.  This algorithm focuses on time-triggered embedded 

systems (based on TTC and TTH) which employ a single processor.  

This chapter describes a modified version of the TTSA1 algorithm ("TTSA2").  TTSA2 

employs task segmentation to increase the number of task sets which can be scheduled8

8.1 Problems with TTSA1 algorithm 

.   

Despite its attractive features, in some cases the TTSA1 algorithm fails to find a suitable 

schedule for a set of tasks.  For example assume that for a given set all tasks have 

deadlines equal to their periods.  Assume also that this set includes two short tasks 

(Task S1 and Tasks S2), and at least one long task (Task L).   

The TTSA1 algorithm fails to find a suitable schedule for this set if: 

Deadline (S1) < WCET (S1) + WCET (L) Equation 8-1 

and 

Deadline (S2) < WCET (S2) + WCET (L) Equation 8-2 

For example Task B and / or Task C shown in Table 8-1 will miss their deadlines every 

time Task A runs if these three tasks are scheduled using TTC / TTH.  To overcome this 

situation, while still using a TTC / TTH architecture, long task(s) can be divided into 

multiple short tasks (Baker and Shaw, 1988; Locke, 1992; Pont, 2001): for example 

Task A can be divided into two segments, Segment SA1 and Segment SA2, as shown in 

Table 8-2.   

                                                 
8  Parts of this chapter have been published previously in Gendy and Pont (2008b) 
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8.2 TTSA2 algorithm 

As previously indicated, testing the schedulability of a set of tasks and finding a suitable 

scheduler for them (if any) is an NP-hard problem.  The problem becomes more 

complex if some parts of some tasks are required to exclude parts of other tasks in the 

set.  For example, it may be that Segment SA2 in Task A excludes Segment SB3 and 

Segment SC2 in Task B and Task C respectively, and Segment SB1 in Task B excludes 

Segment SC1 in Task C.  

In the following subsections the TTSA2 scheduling algorithm, which takes inter-task 

and inter-segment constraints into account and supports task segmentation to increase 

schedulability, will be described and assessed.   

Table 8-2  Task specifications for a task set that can be scheduled with TTC/TTH. 

Task WCET (ms) Deadline (ms) Period (ms) 

SA1 5 45 50 

SA2 5 50 50 

SB1 1 10 10 

SC1 1 10 10 

 

Table 8-1  Task specifications for a task set that cannot be scheduled with TTC/TTH. 

Task WCET (ms) Deadline (ms) Period (ms) 

A 10 50 50 

B 1 10 10 

C 1 10 10 
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8.2.1 Overview 

It is assumed that the input to TTSA2 is a list of task specifications and constraints, 

including critical-section boundaries.  

The TTSA2 algorithm tests the schedulability of the given task set, first using the TTC 

scheduler, if possible, otherwise it will try the TTH, considering each task as a single 

segment.  If the task set still cannot be scheduled the process is repeated after dividing 

one or more long tasks into two or more shorter tasks.  The algorithm calculates a 

suitable tick interval, the task order, the smallest number of task segments along with 

the required offset value for each task and task segment if all the tasks are schedulable; 

otherwise a list of the schedulable tasks and task segments is generated. 

To achieve this result, TTSA2 begins (like TTSA1) by sorting the tasks according to 

two criteria: a) task precedence, b) task deadline, laxity, period, WCET, or jitter.  It is 

then assumed that the first task will run as one segment with zero offset and the 

algorithm tries to find a suitable offset for the second task (in one segment), using the 

longest possible tick interval (the greatest common divisor of the task periods).  If such 

an offset is identified (and the constraints of both tasks are met), a third task is added to 

the system and the process is repeated.  This process continues until all tasks have been 

scheduled (if this proves possible).  If a schedule cannot be found at any stage the last 

task added to the design is removed and divided into two segments.  After adding the 

segmentation overhead and updating the segment deadlines (as explained in the 

following subsections) the search proceeds, ( 

Figure 8-1). 
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Yes

YesNo

Input task constraints

Arrange tasks
GCD[t] = {GCD1, GCD2, …, GCDm}, t=1, 2,,.., m

Sched_Strategy = {TTC, TTH}

Sched_Strategy_Index = 1

Tick_Index = 1

Tick_Interval = GCD[Tick_index]
i = 1

Offset[i] = 0
Sched[i] = TRUE
Sched_Tasks = 1

i++
s = 1

Length_of_Major_Cycle = LCM(Period[k]), k=1,2..,i
Max_Offset = Max(Offset[k][s]), k=1,2..,i, s=1,2..,Seg[i]
Test_Period = 2* Length_of_Major_Cycle + Max_Offset

Sched[i] = Check_Sched(i, Test_Period, Tick_Interval, Sched_Strategy_Index)

Sched[i] = TRUE? s++

Offset[i][s]++
take segmentation

overhead into
account

(Offset[i][s]<Period[i])
and

(Sched[i] = FALSE)
?

i < n ?

Sched_Tasks = n ?

print:
task offsets,
task order,

tick interval,
scheduler type

EXIT

Tick_index++

Tick_index <= m ?

Sched_Strategy++

Sched_Strategy <= 2 ?

Print list of
scheduled and

unscheduled tasks

Offset[i][s]=0

s = Seg[i]?s++

s = 1?Offset[i][s]=Offset[i][s-1]

 

Figure 8-1  Pseudo code for the TTSA2 algorithm. 
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8.2.2 Adjusting the segment deadline  

If Task T is divided into n segments, ST1, ST2.., STn, then the TTSA2 algorithm 

calculates the deadline of each segment as follows:  

Deadline (STn) = Deadline (T) Equation 8-3 

Deadline (STi-1) = Deadline (STi) – WCET (STi),  Equation 8-4 

where i = n, n -1, n -2…,2. 

The deadline of Segment SA1 in Table 8-2 is an example of such deadline adjustment. 

To be able to divide long tasks into multiple short tasks accurate information about the 

task WCET and the points at which the task can / cannot be pre-empted must be 

specified.  This can be done using techniques such as the "single path programming 

paradigm" (Puschner and Burns, 2002b; Puschner and Burns, 2003) or code-balancing 

techniques presented in Chapter 5.   

8.2.3 Adding the segmentation overhead  

If a task is divided into two or more segments, the TTSA2 algorithm takes segmentation 

overhead into account.  This overhead represents the time needed to save the context of 

the current segment and the time needed to restore this context when the following 

segment becomes ready to run.  The time required for saving the context 

(Context_Saving_overhead) may not be the same as that required for loading the context 

(Context_Loading_overhead).   

If Task T is divided into n segments, ST1, ST2.., STn, then the TTSA2 algorithm updates 

the segments WCETs to reflect this overhead, as follows:  

WCET (ST1) = WCET (ST1) + Context_Saving_overhead. Equation 8-5 

WCET (STi) = Context_Loading_overhead + WCET (STi) + 

Context_Saving_overhead, 
Equation 8-6 
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where i = 2, 3…, n-1. 

 

WCET (STn) = Context_Loading_overhead +WCET (STn). Equation 8-7 

8.3 Evaluating the TTSA2 algorithm 

In this section the complexity and the effectiveness of the TTSA2 is evaluated.  As in 

Chapter 7, the performance of the TTSA2 is compared with that of the "branch and 

bound" algorithm (BaB).   

8.3.1 Algorithm complexity 

Assume we have a set of n independent tasks and that each consists of s segments.  

Recalling from the previous chapter, investigating the schedulability of these tasks by 

means of a BaB algorithm has a complexity of O(sn! (sn)) which is computationally 

intractable (Buttazzo, 2005a)   . 

As noted previously, the offset of each task can be any value in the range [0, Period[, in 

ticks.  In the worst-case the BaB algorithm will take all possible offset combinations 

(tn), where t is the period, and considering each task as set of s segments, each may have 

a different offset, the complexity will increase to O(tn.s .sn!), as shown in Equation 8-8. 

 

�≪≪< (�𝑃𝑃[𝑖𝑖]) ∗ (𝑖𝑖!) ∗ [𝑀𝑀𝑀𝑀𝑀𝑀(𝑂𝑂[1],𝑂𝑂[2], … ,𝑂𝑂[𝑖𝑖]) + 2
𝑠𝑠.𝑛𝑛

𝑖𝑖=1

𝑠𝑠.𝑛𝑛

𝑖𝑖=1

∗ 𝐿𝐿𝐿𝐿𝐿𝐿(𝑃𝑃[1],𝑃𝑃[2], …𝑃𝑃[𝑖𝑖])]} 

Equation 8-8 

By contrast, the TTSA2 algorithm does not try all paths.  In addition, it does not change 

the task or / and segment offset of a given task once it has been added successfully to 

the schedule (that is, added without causing violation of the constraints of any of the 

tasks and segments which have been included in the schedule previously).  The 

complexity of this algorithm is O(n.s.t), as shown in Equation 8-9. 

�(𝑃𝑃[𝑖𝑖] ∗ (𝑀𝑀𝑀𝑀𝑀𝑀(𝑂𝑂[1],𝑂𝑂[2], … ,𝑂𝑂[𝑖𝑖]) + 2 ∗ 𝐿𝐿𝐿𝐿𝐿𝐿(𝑃𝑃[1],𝑃𝑃[2], …𝑃𝑃[𝑖𝑖])
𝑠𝑠.𝑛𝑛

2

)) Equation 8-9 
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8.3.2 Algorithm performance 

An empirical test was carried out to explore the performance of the TTSA2 algorithm.  

The procedure and the results of this test are discussed in this section. 

8.3.2.1 Method 

The method which was used to asses the performance of TTSA1 is also used here.  The 

measurements of scheduler overhead were carried out using the NXP (formerly Philips) 

LPC2129 microcontroller running on a small evaluation board (Philips, 2004a), in the same 

way previously described in Section 7.1.7 and Section 7.2.2.1.  The segmentation overhead 

was measured simply by using break points on the simulator (the Keil ARM development 

kit (v3.2)).   

8.3.2.2 Dataset used 

The dataset used to explore the effectiveness of TTSA2 algorithm was pseudo randomly 

generated in the same way which is used to generate the dataset employed to test the 

effectiveness of TTSA1 algorithm.  The only difference here is that longer tasks are 

added to some task sets to test the performance of TTSA2 in systems which include 

long tasks.  To achieve this, WCETs were pseudo randomly generated according to the 

following criteria: 

0 < WCET(i) ≤ 2000 µs Equation 8-10 

8.3.2.3 Results (small task sets):  

The effectiveness of the TTSA2 algorithm is tested when scheduling small sets of tasks 

(each containing 3, 4, or 5 tasks) and compared the results with those from the TTSA1 

and the BaB algorithms.  The results obtained from the BaB algorithm with / without 

using task segmentation are recorded as BaB1 and BaB2 respectively.  

Figure 8-2 to Figure 8-4 show the number of task sets that was found to be schedulable 

using TTSA1, TTSA2, BaB1, and BaB2.  The results obtained by combining the 

(unique) results from TTSAx-DM, TTSAx-LLF, TTSAx-Jitter,  TTSAx-RM, and 

TTSAx-SJF are shown in these figures as TTSAx-ALL, where x equals 1 or 2 for 

TTSA1 and TTSA2.  Table 8-3 also shows the number of trials until each algorithm 

identified the set of tasks as schedulable / unschedulable and the total time. 
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From the results obtained it was noted that: 

• TTSA2 found a suitable scheduler for more sets than TTSA1. 

• Because TTSA2 tries to find a suitable (TTC or TTH) scheduler using the lowest 

number of task segments, the results obtained from TTSA1 are found to be a subset of 

the complete list of valid schedules identified by TTSA2.  This means that all the 

schedulers identified by both TTSA1 and TTSA2 have the same scheduling overhead 

and power consumption.   

• The results obtained from TTSA1 and TTSA2 (when overheads are taken into 

account) are found to be a subset of the complete list of valid schedules identified by 

BaB1 and BaB2, respectively.  In addition, although TTSA1 and TTSA2 test the 

schedulability using a subset of all the possible offset combinations, they produce 

results which are similar to those obtained with the BaB1 and BaB2 methods.   

• The criteria used for adding the tasks to TTSA1 and TTSA2 have an impact on 

the schedulability of the set (different criteria may give different results).   

• Combining results from the variations of TTSA1 and variations of TTSA2 

together gives results which are closer to those obtained from the BaB1 and BaB2 

respectively, while requiring a much lower number of trials, and hence less time (as 

shown in Table 8-3). 

8.3.2.4 Results (large task set):  

In order to explore the performance of TTSA2 on larger problems, 1000 new data sets 

were created, as in the case of evaluating the TTSA1 algorithm.  Each data set consisted 

of 50 tasks, each with a maximum execution time of 2 ms and maximum period of 

200 ms.  The task sets were pseudo randomly created according to the constraints 

described previously.  To reduce the length of the major cycle, task periods were pseudo 

randomly generated as a multiple of 20 ms.   

The results from this test are shown in Figure 8-5.  It took approximately 1 minute to 

complete the schedulability test for one set of 50 tasks using TTSA2-DM, and a total of 

approximately 6 minutes to complete the test for TTSA2-All.   
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Table 8-3  Number of trials and the total time. 

3-task set 
TTC TTH 

TTSA1 TTSA2 BaB1 BaB2 TTSA1 TTSA2 BaB1 BaB2 

Minimum number of trials 2.00E+00 2.00E+00 2.00E+00 2.00E+00 2.00E+00 2.00E+00 2.00E+00 2.00E+00 

Maximum number of trials 2.70E+02 5.80E+02 2.97E+03 4.66E+06 1.65E+02 3.30E+02 2.83E+03 1.99E+05 

Average number of trials 2.46E+01 4.63E+01 3.51E+02 1.75E+04 1.59E+01 3.04E+01 1.97E+02 2.08E+03 

Total number of trials 2.46E+04 4.63E+04 3.51E+05 1.75E+07 1.59E+04 3.04E+04 1.97E+05 2.08E+06 

Total time (s) 4.00E+00 4.00E+00 3.90E+01 8.49E+02 2.50E+00 2.50E+00 2.50E+01 1.17E+02 

4-task set 
TTC TTH 

TTSA1 TTSA2 BaB1 BaB2 TTSA1 TTSA2 BaB1 BaB2 

Minimum number of trials 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 

Maximum number of trials 2.65E+02 5.30E+02 7.23E+04 1.60E+08 2.65E+02 5.30E+02 4.21E+04 2.78E+07 

Average number of trials 3.49E+01 7.01E+01 5.45E+03 5.30E+05 2.49E+01 4.99E+01 3.24E+03 1.13E+05 

Total number of trials 3.49E+04 7.01E+04 5.44E+06 5.29E+08 2.49E+04 4.99E+04 3.23E+06 1.13E+08 

Total time (s) 3.50E+00 4.50E+00 2.22E+02 1.73E+04 2.50E+00 4.50E+00 1.11E+02 4.17E+03 

5-task set 
TTC TTH 

TTSA1 TTSA2 BaB1 BaB2 TTSA1 TTSA2 BaB1 BaB2 

Minimum number of trials 4.00E+00 4.00E+00 4.00E+00 4.00E+00 4.00E+00 4.00E+00 4.00E+00 4.00E+00 

Maximum number of trials 1.40E+02 3.14E+02 1.03E+06 1.21E+09 1.02E+02 2.26E+02 1.33E+06 1.98E+08 

Average number of trials 4.04E+01 8.58E+01 8.84E+04 2.04E+07 2.93E+01 6.34E+01 5.41E+04 5.09E+06 

Total number of trials 4.04E+04 8.58E+04 8.84E+07 2.04E+10 2.93E+04 6.34E+04 5.41E+07 5.09E+09 

Total time (s) 2.50E+00 6.00E+00 3.69E+03 2.94E+06 2.50E+00 3.50E+00 5.26E+03 3.79E+05 
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Figure 8-3  Number of scheduled task sets (4 interdependent tasks in each set). 
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Figure 8-2  Number of scheduled task sets (3 interdependent tasks in each set). 
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Figure 8-5  Number of scheduled task sets (50 interdependent tasks in each set). 
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 Figure 8-4 Number of scheduled task sets (5 interdependent tasks in each set). 
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8.4 Discussion 

In this chapter a new offline scheduling algorithm, TTSA2, is introduced which helps to 

automate the process of determining the parameters required to schedule a given set of 

tasks in a resource-constrained embedded system employing a TTC or TTH 

architecture.  The TTSA2 algorithm tries to find a suitable scheduler for the set of tasks 

by dividing each task into two or more segments.   

Design patterns can be used to help identifying the points at which task may / may not 

be divided.  For example these points can be chosen to mark the critical sections 

boundaries, where tasks gain access to a shared resource.  Another way is to choose the 

points at which a condition is completed.   

The effectiveness of the TTSA2 was tested in the same way which has been used to test 

the effectiveness of TTSA1.  The results show that the TTSA2 algorithm improves on 

the performance of both a BaB search (with and without supporting task segmentation) 

and TTSA1. 

To give an idea about the potential use of the TTSA2, a simple example has been 

discussed in Appendix C.  The used set of tasks are intended to be representative of a 

case in which a single microcontroller is used to control three plants or to control a 

robot which has three degrees of freedom.  More details are given in Appendix C.   

8.5 Conclusions 

The chapter has given an overview of the problems which may limit the use of the 

TTSA1 scheduling algorithm presented in the previous chapter.  Then it introduced an 

enhanced version of the algorithm, called TTSA2, which tries to overcome these 

problems.  The main concern was to increase the possibility of finding a feasible 

schedule (using TTC or TTH) by supporting task segmentation.  The TTSA2 updates 

task parameters to take the segmentation overhead into account.    

The effectiveness of TTSA2 was evaluated and compared with that of the TTSA1 and 

BaB algorithms using the same method which is used for evaluating the TTSA1 

algorithm.   



 

Chapter 9  

Discussion and conclusions 

This chapter discusses the work introduced in the thesis and analyses the thesis 

contributions.  Limitation and future work are also discussed. 

9.1 Reasons and motivation of the thesis work 

The work described in this thesis is concerned with the development of reliable 

embedded systems using time-triggered architectures where limitted (or no) task pre-

emption is permitted (TTC , TTH schedulers). 

It has been argued that using offline schedulers, especially those based on time-

triggered architecture, produce a highly predictable system.  Building such architectures 

using approaches which support no (or limited) pre-emption helps to reduce the context 

switching overhead and increase the system determinism.   

Despite the above features these schedulers have not been given much attention 

compared to that of online, or dynamic, schedulers which is based on full pre-emptive 

priority scheduling.  It is claimed that the main reasons around this are the fragility of 

the schedule created by these schedulers and the necessity for having accurate 

knowledge of task parameters (like period and WCET) at the design stage.  On the other 

hand, it is widely believed that priority scheduling, such as RM and EDF, are optimal 

(in the sense that if there exists a scheduler that can find a feasible schedule for a given 

set of tasks, then these schedulers can too) and it is easy to check the schedulability of a 

given task set using simple schedulability tests for these scheduler.  This was taken as a 

reason to avoid using offline schedulers and support the use of full RTOSs which are 

normally based on fully pre-emptive priority schedulers, whatever the nature of the 

application at hand. 

The work presented in this thesis helps to overcome the difficulties facing developers of 

the time-triggered approaches using TTC and TTH by automating the process of 

choosing an appropriate scheduler, and configuring the scheduler parameters, whenever 

one exists.  Moreover the work discussed here introduced ways to reduce the variations 
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in task execution times and hence increase the systems predictability.  It is also shown 

that that priority driven schedulers, such as RM and EDF, are not always optimal as this 

optimality can only be achieved under certain conditions (such as assuming completely 

independent tasks which can be pre-empted at any point of time) which are seldom the 

case in real applications.  Moreover the overhead, especially that which is caused by 

context switching, may affect the task schedulability.  And finally it is shown that most 

of the schedulability tests for these schedulers normally test one constraint, such as the 

deadline, and do not take into consideration the maintainability of other constraints, 

such as precedence, distance, and jitter.  

In sum the fundamental argument of the work presented here was to support and 

encourage the developers of embedded systems, especially those who work on safety-

related applications, to first consider using time-triggered schedulers which have non 

pre-emption, or limited pre-emption, such as TTC and TTH. 

9.2 A review of the contributions 

This section reviews the key contributions of the studies presented in this document and 

discusses the extent to which the initial aims of the thesis were achieved. 

9.2.1 Scheduling in real-time systems 

The work presented in this thesis started in Chapter 1 by giving an introduction to the 

development of real-time systems and identifying the main problems facing developers 

of offline schedulers based on time-triggered architectures; in particular, the TTC and 

TTH.  Two main problems are identified (i) the fragility of the schedulers; that is it may 

be necessary to redesign the whole schedule in case of making changes in the task set 

and (ii) the necessity for available accurate WCET estimates at design time.   

Following this introduction, Chapter 2 gave an overview of the main task characteristics 

and constraints that are normally used to define tasks and inter-task relations in real-

time systems.  Then the chapter discussed various scheduling criteria and reviewed the 

most commonly used scheduling strategies.  Some misconceptions about these 

schedulers, which tend to favour online-(or dynamic)-priority-based schedulers on 

offline schedulers, are then highlighted.   
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It has been shown that in order to guarantee that task constraints will be met it is 

necessary to choose an appropriate scheduling strategy, of equal importance is the 

configuration of the scheduler and task parameters; such as task order and task stating 

times.  Schedulability tests are normally used to check the task schedulability under 

certain scheduling strategy.   

Unfortunately these schedulability tests are not sufficient as they are normally used to 

check that only one constraint; such as task deadline, is met.  Therefore Chapter 3 

reviewed the most commonly used scheduling algorithms which are used to choose 

suitable values for task/scheduler parameters for a given scheduling strategy.   

9.2.2 The need for stabilising task execution time 

In order to ensure that task constraints will be maintained when using a specific 

scheduling strategy it is important that most task characteristics (such as BCET, WCET 

and period) to be known priori.  Yet, as discussed in Chapter 4, variations in task 

execution time between its BCET and its WCET may have bad impacts in the systems 

predictability and it may also cause violations of task constraints.  On the other hand, 

stabilising task execution time will help in increase system predictability, choosing the 

appropriate scheduler, and configuring the scheduler and task parameters.  Moreover, 

with the use of TT schedulers (such as TTC and TTH) the complete task schedule can 

be known in advance and hence safety agents can easily be used to monitor the system 

while it is running and take appropriate actions in case of faults. 

9.2.3 CB1 techniques 

Chapter 5 started by reviewing previous work that has been done by Puschner and 

Burns (2002b; 2002a; 2003) to fix the task execution time.  They introduced a technique 

called "single path programming paradigm".  As its name implies, this technique is 

based on the idea of ensuring that the execution of any task will always follow one path.  

This is basically achieved by using a conditional move instruction, whenever a branch is 

needed.  If the condition of the branching instruction is evaluated to be true the required 

set of instructions is executed; otherwise no operation instructions are executed. Hence 

the total execution time will be the same; this is obviously achieved at the expense of 



Chapter 9: Discussion and conclusions  138 

 

under-utilisation of the processor as tasks always run with their WCET even if this is 

not always the actual case.   

The work presented in Chapter 5 highlighted two issues in the above technique: (i) it is 

limited to hardware that supports "conditional move" or similar instructions;  (ii) it used 

no-operation instructions to balance the time which can increase power consumption.  

In an effort to tackle these problems the work presented in the chapter introduced a set 

of code-balancing techniques (CB1).  The main idea around the CB1 techniques was to 

use a timer to measure the execution time of each form of branch / loop structure.  

These measurements are then used to (i) calculate the corresponding maximum 

execution time and (ii) use an interrupt-based sandwich delay, after sending the 

processor to idle mode to save power consumption, for a period of time equals to the 

difference between the current execution time and the maximum calculated execution 

time.   

The effectiveness of the CB1 techniques was demonstrated using empirical studies.  The 

results suggests that (i) the variation in task execution time, and hence the obtained jitter 

levels, achieved by using the CB1 techniques were less than those obtained by using the 

traditional coding techniques and higher than those of the single-path programming 

paradigm (ii) the average power consumption obtained by using the CB1 techniques 

was less than that of the single-path programming paradigm and higher than that of the 

traditional coding techniques (iii) both the results obtained by using single-path 

programming paradigm and CB1 techniques were achieved at the expense of an 

increase in the maximum task execution time; which can be seen as an acceptable price 

to pay for achieving this in safety-related systems.   

9.2.4 Effects of task and scheduler parameters 

After the attempts made to reduce variations in the task execution time, while avoiding 

excessive increase in power consumption, the focus of the work then shifted to tackle 

the problem of the scheduler fragility.  As mentioned earlier the main cause of this 

problem is the need to recalculate task and scheduler parameters in case of updating the 

task set.  The first step for addressing this problem was to study the effects of various 

task and scheduler parameters on task behaviour and average power consumption.  



Chapter 9: Discussion and conclusions  139 

 

Chapter 6 presented an analysis of the effects of different values of task offsets, task 

order, and tick interval.   

It was shown that inappropriate choices of task offsets may mean that the task set is not 

schedulable at all.  Even in situation where task offsets do ensure that the set of tasks is 

schedulable, for example: task constraints such as deadline, precedence, distance, and 

latency are met, inappropriate choices may still lead to unnecessary high levels of jitter. 

The analyses suggested that similar effects, as those which resulted from inappropriate 

offset values, may be caused by inappropriate configuration of task order and/or tick 

interval. 

An empirical experiment was conducted to study the effects of choosing different values 

for the length of tick interval on the average power consumption.  The results suggested 

the use of the longest possible tick length, as this will help in reducing the average 

power consumption.   

9.2.5 TTSA1 algorithm 

It was shown in the literature that testing the schedulability and choosing appropriate 

values for task and scheduler parameters is an NP-hard problem.  Moreover, it is argued 

that schedulers based on TT architectures are seen to be fragile.  In an attempt to 

address this problem, Chapter 7 introduced a novel scheduling algorithm (TTSA1 

algorithm) which helps to automate the process of choosing an appropriate scheduler 

and configuring the scheduler and task parameters, whenever one exists, for time-

triggered embedded systems, the focus was to choose between TTC and TTH 

schedulers. 

It was shown that testing the schedulability of a given set of tasks using all the possible 

parameters combinations is a tedious and time consuming process even for a small 

number of tasks.  Therefore the TTSA1 algorithm tries to choose a suitable scheduler, 

and suitable values for of task offsets, task order, and tick interval, whenever the set 

proved to be schedulable, using a heuristic approach that tests only a subset of all 

possible parameters combinations.  In doing so the TTSA1 algorithm tries to test the 

task schedulability using the non pre-emptive scheduler first, the TTC scheduler.  In 
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order to keep the average power consumption as low as possible the TTSA1 algorithm 

tries to schedule the set of tasks using the longest possible tick interval.   

As it is required to ensure that all task constraints, such as deadlines and jitter, are met, 

the TTSA1 algorithm tries to schedule the tasks using different strategies; TTSA1-DM, 

TTSA1-LLF, TTSA1-RM, TTSA1-Jitter, and TTSA1-SJF.   

In reality any scheduler has an overhead, which is the time spent by the scheduler to 

check and update the status of each task in each tick, load the ready task(s) into 

memory, and perform the context switching.  The work presented here suggested a 

simple method to empirically measure this overhead.  This overhead was also taken into 

account by the TTSA1 algorithm.  Moreover, with the help of using the CB1 techniques 

task WCET (which is required to be known a prior for almost all scheduling algorithms) 

can be easily obtained and fed to the TTSA1 algorithm. 

The complexity of this algorithm has been evaluated and compared with that of the 

branch and bound algorithm which is used to test the effectiveness of other scheduling 

algorithms introduced in the literature.  It has been found that the TTSA1 algorithm has 

considerably lower complexity than that of the BaB algorithm.   

To test the effectiveness of the TTSA1 algorithm, different sets of tasks, sets of 3, 4, 

and 5 tasks, are randomly generated and fed to the algorithm.  The number of sets which 

were found to be schedulable, the number of trails, and the total time taken by the 

TTSA1 algorithm has been recorded and compared to those of the BaB algorithm.  The 

results showed that the number of identified sets that were found to be schedulable by 

the TTSA1 algorithm was close to those found by the BaB algorithm while the TTSA1 

algorithm uses a smaller number of trials and shorter time to identify them.  The 

experiment was repeated for sets of 50 tasks to test the effectiveness of the TTSA1 

algorithm for scheduling sets of large numbers of tasks.  In this experiment only TTSA1 

algorithm was used as it has been found that the time taken by applying BaB algorithm 

was intractable. 

Another set of empirical tests, described in Appendix B, were conducted to evaluate the 

effectiveness of the TTSA1 algorithm.  In these experiments the TTSA1 algorithm was 

implemented in a separate microcontroller, called scheduler agent (SA), which is used 

to fine tune the schedule of a set of tasks running in the main target hardware, which 
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was called the main processor (MP).  After the fine tuning process is completed the SA 

continues to monitor the MP and takes appropriate action in case of faults. 

9.2.6 TTSA2 algorithm  

It was found that, despite its attractive features the TTSA1 algorithm cannot always find 

a workable scheduler, even if one exists.  This happens if the task set has one or more 

long task(s) which has a WCET longer than the deadlines of other two or more shorter 

tasks.   

To cope with this problem a modified version of the TTSA1 algorithm, called TTSA2 

algorithm, was implemented.  The TTSA2 algorithm tries to find a workable scheduler 

for a given task set by dividing one or more tasks into multiple segments, in case they 

cannot be scheduled as one segment.  The points at which a task may / may not be 

divided into multiple segments may be chosen as the starting (or ending) points of 

critical sections, or the points at which a condition is completed.   

The TTSA2 takes the segmentation overhead into account while checking the task 

schedulability and calculating the task and scheduler parameters, whenever one is 

found.  The complexity and the effectiveness of the TTSA2 algorithm is calculated and 

compared to that of the BaB algorithm in the same way used for evaluating the TTSA1 

algorithm.   

A typical representative example that shows the effectiveness of the TTSA2 algorithm 

is given in Appendix C. 

9.2.7 Potential appliaction 

The algorithms (TTSA1 and TTSA2) can be used as part of a tool that can be used for 

automatic code generation for safety-related resource-constrained embedded systems.  

Using such a tool will not only reduce the time and effort required to develop such 

systems but it will also reduce the probability of the occurrence of scheduling errors, 

which may cause serious damage (an example of such damage is given in Reeves 

(1997)).   
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9.3 Limitations and future work 

The work presented in this thesis was concerned with the development of time-triggered 

embedded systems which employ a single processor.  This is a limitation as embedded 

applications are becoming more complex and hence tend to use multiple processors 

(Short and Pont, 2007; Short and Pont, 2008).  Therefore future work needs to be done 

to extend the current work to support the use of multiple processors in cases where a 

workable scheduler can not be found using a single processor. 

Another interesting extension of the code-balancing techniques presented here can be 

done at the compiler level to automatically balance the code for safety-related 

applications, which is currently worked on by another member of the ESL group. 

It was shown that the number of tasks identified to be schedulable using TTSA1 and 

TTSA2 were close to (but still less than) those found by the BaB search.  So in cases 

where a workable schedule can not be found the developer may still need to investigate 

the possibility of finding one using the BaB search.  In which case someone may ask 

what is the benefit of using the TTSA1 or TTSA2 algorithms if it may be the case that 

BaB search may be needed at the end.  The answer is that the time taken by either 

TTSA1 or TTSA2 was considerably shorter than that of the BaB search which was 

found to be intractable if the number of tasks in the set is large.  So it is recommended 

to try the TTSA1 and TTSA2 algorithms at first and only use BaB if they cannot find a 

workable scheduler.   

It was found that the results obtained by applying the TTSA1 and TTSA2 algorithms to 

find a workable schedule using the TTH scheduler were not as good as those obtained 

using the TTC scheduler compared to the results obtained by the corresponding BaB 

search.  Thereby more work is needed to improve the performance in this case.  This 

can be done by investigating ways to better choose the pre-emptive task as this can 

affect the task schedulability.  Furthermore, the TTSA1 and TTSA2 algorithms can be 

extended to support other schedulers (such as the time triggered rate monotonic).   

Finally it has been assumed that the points at which a task can be divided into more than 

one segment when applying the TTSA2 represent the critical section boundaries and 

they are defined in advance.  Future work needs to be done to find a more efficient and 
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flexible way of deciding these points of time to increase the efficiency of the TTSA2 

algorithm.   

9.4 Conclusions 

The project described in this thesis has made three major contributions to the field of 

scheduling embedded systems using time-triggered architectures (TTC and TTH 

schedulers).  Firstly, it introduced and assessed a set of code-balancing techniques 

which intend to reduce the variations in task execution time, and hence reduce the jitter 

and increase the systems predictability, while limiting the overhead in the average 

power consumption.  This will, in turn, make the problem of estimating or measuring 

the WCET an easy job.   

Secondly, it analysed the effects of inappropriate choices of a suitable scheduler and / or 

task and scheduler parameters on the task schedulability and power consumption.   

Finally, it developed and assessed novel scheduling algorithms (TTSA1 and TTSA2) 

which help in automating the process of choosing an appropriate scheduler and 

configuring the scheduler parameters, in cases where one is found.  Future work to 

extend and improve the efficiency of the introduced techniques is finally discussed.    

 



 

Appendix A  

TT architectures implemented in ESL  

This appendix reviews the main implementation characteristics of TT schedulers used in 

this thesis (TTC and TTH schedulers).  These implementations have been developed by 

researchers in the ESL research group at the University of Leicester. 

A.1 TTC scheduler 

One possible implementation of the TTC scheduler is described in the literature (Pont, 

2001; Kurian and Pont, 2007).  In this design, tasks are added to the scheduler in the 

initialisation stage, in the main() function, as shown in Figure A-1.  A separate 

function, the SCH_Dispatch_Tasks() function in Figure A-2 , can be used to 

check / update the status of each task, in each tick, and send the system to the idle mode 

(to reduce the power consumption) after running the ready tasks, if any.  One of the 

microcontroller’s timers is set to overflow, causing an interrupt, every specified time 

interval (tick interval).  In order to ensure having a fixed tick interval the timer interrupt 

service routine is kept as simple as possible.  This can be achieved by allowing the tick 

ISR, the SCH_Update() function in Figure A-3 , to perform only its basic job of 

awaking the system from the idle mode and keeping track of the systems time through 

updating a global tick count.   
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void main(void) 
   { 
   // Set up the scheduler 
   SCH_Init_T2(); 
    
   // Init tasks 
   TaskA_Init(); 
   TaskB_Init(); 
 
   // Add tasks (10 ms ticks) 
   // Parameters are <filename>, <offset in ticks>, <period 
   // in ticks> 
   SCH_Add_Task(TaskA, 0, 3); 
   SCH_Add_Task(TaskB, 1, 3); 
   SCH_Add_Task(TaskC, 2, 3); 
 
   // Start the scheduler 
   SCH_Start(); 
 
   while(1) 
      { 
      SCH_Dispatch_Tasks(); 
      } 
   } 
 

Figure A-1  The main function of a TTC scheduler which executes three periodic tasks,   

adapted from Kurian and Pont (2007). 
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void SCH_Update(void) 
   { 
   // Note that an interrupt has occured 
   Tick_count_G++; 
   }   
 

Figure A-3  The tick ISR function of a TTC scheduler,  

copied from Kurian and Pont (2007). 

void SCH_Dispatch_Tasks(void)  
   { 
   Update_required = 0; 
    // Need to check for a timer interuppt since this  
   // function was last executed (in case idle mode is not 
   // being used) 
 
   Disable_Timer_Interrupt(); 
   if (Tick_count_G > 0) 
      { 
      Tick_count_G--; 
      Update_required = 1; 
   } 
   Enable_Timer_Interrupt(); 
 

   while (Update_required) 
      { 
    // Go through the task array 
      for (Index = 0; Index < 3; Index++) 
         { 
         Update_Task_Status(); 
         if (Task[Index] due to run) 
            { 
            Run(Task[Index]); 
            } 
         } 
 
      Disable_Timer_Interrupt(); 
      if (Tick_count_G > 0) 
         { 
         Tick_count_G--; 
         Update_required = 1; 
       } 
      Enable_Timer_Interrupt(); 
      }  //end of while 
      SCH_Go_To_Sleep(); 
   } 
 

Figure A-2  The dispatch function of a TTC scheduler,  

adapted from Kurian and Pont (2007). 
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During the operation of the TTC scheduler, if a task temporary overran and its 

execution exceeded the tick interval, the tick ISR will pre-empt that task and update the 

system global time to keep track of the timing.  In this case the pre-empted task will 

regain access to the CPU and continue its execution directly after the ISR ends.  So 

there will be no chance for an uncontrolled access to a shared resource to occur.   

Figure A-1, Figure A-2, and Figure A-3 show an example of three tasks run with TTC 

scheduler with a tick interval of 1 ms.  It should be noted that the offsets (the time, 

measured from the start of the schedule, at which the task first starts execution) of Task 

A is zero, Task B is one, and Task C is 2 ms. 

A.2 TTH scheduler 

As explained earlier in Chapter 1 there are situations in which co-operative schedulers 

cannot satisfy task constraints, for example systems that have to react to some events 

within a period of time smaller than the execution time of a given task in the system.  If 

these long tasks cannot be divided to multiple short tasks, then co-operative schedulers 

cannot be used.  In such situations a modified version (called TTH) of the TTC 

scheduler discussed above may be used.  As described in (Pont, 2001 and Maaita and 

Pont 2005) this scheduler has limited pre-emption capability, to reduce the scheduler 

overhead.   

TTH supports multiple co-operative tasks and one short pre-empting task, which has 

priority higher than that of the co-operative tasks.   

TTH can be implemented in the same way as TTC, with the exception of running the 

pre-emptive task from within the tick ISR to enable it to easily pre-empt other tasks 

whenever it becomes ready to run, as shown in Figure A-4. 
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A.3 Conclusions 

This appendix gave an overview of a possible implementation of the TTC and TTH 

schedulers as presented by researchers in ESL, University of Leicester.   

void SCH_Update(void) 
   { 
   // Note that an interrupt has occured 
   Tick_count_G++; 
   Run pre-empting task; 
   }   

Figure A-4  The tick ISR function of a TTH, adapted from (Pont, 2001). 



 

 

Appendix B  

TTSA1 Case study (Scheduler agent) 

 

This appendix describes a case study which is developed during the course of the work 

in the thesis and is used to study the effectiveness of the TTSA1 algorithm9

B.1 The basic system description and functionality 

.   

In the proposed architecture introduced here, TTSA1 is used to fine tune the schedule of 

a set of tasks.  For achieving this, TTSA1 is implemented and run in a separate 

hardware platform, in which case it is called the "scheduler agent" (SA).   

The architecture is based on two components (i) the main processor (MP) platform, 

containing the time-triggered (co-operative) scheduler and task code, and (ii) a second 

processor, executing the "scheduler agent" (SA).  In the experiments described in this 

appendix, the MP contains an instrumented scheduler and, during a "tuning" phase, the 

SA measures – on line – the execution time of each task as it runs.  The measured 

values are then used by the TTSA1 algorithm to fine tune the task schedule in an 

attempt to ensure that (i) all task constraints - such as deadline and jitter - are met (ii) 

power consumption is reduced.  After the tuning phase is completed the SA continues to 

monitor the MP and can take appropriate action (such as reseting the systems) in case of 

errors.  The effectiveness of the proposed architecture is demonstrated empirically by 

applying it to a set of tasks that represent a typical embedded control system.   

The monitoring approach in another TT architecture should also be mentioned here.  

The high-level Giotto language (Henzinger et al., 2001) splits the system into two 

components, an "Embedded Machine" and a "Scheduling Machine".  In the case of 

Giotto, the two components execute (as virtual machines) on the same CPU. 

                                                 
9  Parts of this appendix have been published previously in Gendy et al.(2007) 
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The following section describes the proposed system architecture in detail.   

B.2 THE MP-SA ARCHITECTURE 

The remainder of this appendix presents and assesses the proposed system architecture.   

B.2.1 Overview 

An overview of the proposed system architecture is given in Figure B-1. 

 

The proposed architecture employs an additional microcontroller (the Scheduling 

Agent, SA) to measure the BCET and WCET of each task while they are running on the 

main processor (MP) for a specified period of time.  The SA also measures the 

scheduler overhead.  The information gathered in this way is used in an attempt to fine 

tune task parameters (such as the task offsets, or "initial delay") and scheduler 

parameters (such as the tick interval) in order that all task constraints are met and the 

power consumption is reduced.  After the fine-tuning phase is finished the SA continues 

to monitor the MP while running the tasks with the new parameters and take the 

appropriate action in case of errors. 

For ease of reference, it will be referred to this two-processor arrangement as the "MP-

SA architecture" throughout this appendix.   

B.2.2 How does the MP-SA architecture operate?  

The MP-SA architecture operates as follows: 

 

Figure B-1  An overview of the MP-SA architecture.   

Communication bus 

Task status 

 

 

MP 

 

SA 

Reset signal 
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i) At compile time, the task specifications (estimated BCET, estimated WCET, 

deadline, period, and upper bound of jitter) are provided to the MP. 

ii) When the system starts, the MP sends task specifications to the SA. 

iii) The SA asks the MP to schedule a number of dummy (empty) tasks, equal to the 

total number of the real tasks.  The SA measures the scheduler overhead (by measuring 

the time spent by the scheduler out of "idle" mode as it executes the dummy tasks) for a 

pre-specified period of ("overhead") time.   

iv) The SA calculates the initial task order, task offsets, and the scheduler tick 

interval based on the measured scheduler overhead and the given task parameters.  In 

doing this the SA assumes that the overhead can be represented as an additional task 

that runs at every tick with BCET equal to zero and WCET equal to the scheduler 

overhead measured in Step iii.  The SA sends these parameters to the MP and asks it to 

begin running the real tasks for a specified period of ("tuning") time. 

v) While the MP is running the real tasks, the SA measures the actual BCET and 

WCET of each task. 

vi) The SA repeats Step iv to fine tune the scheduler based on the actual measured 

BCET and WCET of each task.   

vii) If a set of parameters is found so that all task constraints are met then the SA 

sends these parameters to the MP to restart the scheduler according to these new 

parameters (If a set of such parameters cannot be found then the SA tells the MP to "sail 

silently"). 

viii) If a suitable set of parameters have been found, the SA monitors the system 

during the normal program execution (functioning as a form of "task watchdog"). 

In Step i and Step ii it is assumed that the task specification will be (initially) stored in 

the MP.  This allows us to create a generic SA (suitable for use for a wide range of 

different MPs).   
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B.2.3 Calculating task and scheduler parameters 

Given a set of tasks each described by (BCET,WCET, deadline, period, jitter), the SA 

tries to calculate the appropriate task orders, task offsets, and tick interval so that task 

constraints (deadline and jitter in this study) are met and the power consumption is 

reduced.  In doing this, the SA does not attempt to complete an exhaustive search.  

Instead, the SA employs the TTSA1 scheduling algorithm presented in Chapter 7.   

B.3 THE MP-SA PERFORMANCE 

An empirical test was carried out to study the performance of the MP-SA architecture10

The procedure and results obtained by using this architecture for a system with a set of 

3 tasks are detailed in this section.  A time-triggered co-operative (TTC) scheduler 

described previously was used to schedule the tasks.   

.   

B.3.1 Task set 

To explore the effectiveness of the MP-SA architecture a set of 3 tasks (Task Sa, Task 

Co, Task Ac) was used: these were intend to be representative of those used in a typical 

embedded control system.  In such a system, Task Sa would be the first task to run and 

would be used for data sampling.  Task Co would then execute the control algorithm 

and – finally – Task Ac would control the actuator(s).  In this study, it is assumed that 

the tasks run co-operatively, in this sequence. 

The specifications of the tasks (BCET, WCET, deadline, period, and the maximum 

allowed jitter) are shown in Table B-1.  There are two values for the BCET and another 

two for the WCET of each task indicated in this table.  The first value is the value 

estimated by the designer and the second value is the value which measured by the SA 

while the tasks run on the target MP.   

                                                 
10 It should be noted that for the purpose of simplifying the process of testing the proposed 

architecture various steps described in section B.2.2 have been carried out separately. 
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The chosen hardware platforms for both the SA and the MP were an NXP (formerly 

Philips) LPC2129 microcontroller running on a small evaluation board (Philips, 2004a).  

The communications between the SA and the MP was carried out via a CAN bus in this 

design (as shown in Figure B-2).   

 

B.3.2 Task scheduling without the MP-SA architecture 

One possible way to schedule the task set described Table B-1 is shown in Figure B-3.  

This schedule is based on the estimated values for the BCET and the WCET along with 

the other constraints for the periods, deadlines, and the upper bound of jitter11

This schedule has several potential drawbacks which can be summarised as follows: 

.  The tick 

interval of this scheduler is chosen to be 100 ms length and the offsets of all the tasks 

are set to 0.   

i) Estimated values of BCET and WCET may not be accurate (Table B-1).  

Building the scheduler based only on the estimated values may cause some tasks to miss 

their deadlines and / or encounter high level of jitter (Task Ac in this example: as shown 

in Figure B-4). 

                                                 
11 Jitter is calculated as the difference between the maximum period and the minimum 

period. 

 

Figure B-2  The MP-SA hardware. 
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ii) Ignoring the scheduler overhead can lead to similar effects (such as missed 

deadlines and / or increase the level of jitter): as shown in Figure B-5. 

iii) Using a short tick interval, such as the 100 ms tick interval that was used here, 

instead of using the longest possible tick interval (which is 400 ms in the current case), 

will increase the system power consumption.   

B.3.3 Task scheduling with the MP-SA architecture 

The impact of the MP-SA architecture is illustrated in Figure B-6.   

In this case, the SA has adapted the task schedule based on the measured values of the 

task BCET and WCET.  One consequence is that the SA has identified a "compromise" 

tick interval (200 ms), which could be expected to reduce the power consumption 

(compared with the original value of 100 ms) while also ensuring low levels of jitter in 

both of the time-sensitive tasks (Task Sa and Task Ac).  In this case, the jitter in the 

original schedule was 0.014 ms and 8.001 ms for Task Sa and Task Ac (respectively): 

after use of the SA, the jitter became 0.014 ms for both the tasks.   

It should be noted that in addition to adjusting the tick interval to 200 ms, the SA 

adjusted the offset of Task Ac to 1 tick (rather than 0).  

B.3.4 System behaviour in case of faults 

The effectiveness of the MP-SA architecture on the system behaviour in the "normal" 

operating mode was also tested.  During this test, a fault was injected in the system 

which changed the characteristics of Task Sa (the BCET became 37 ms and the WCET 

became 50 ms respectively).  This error was assumed to represent the impact of a 

hardware fault. 

Under these circumstances, without using the MP-SA architecture, the system ran 

without sensing the violated deadline and jitter constraints.  In this test, the measured 

jitter of Task Co was 25.35 ms.   

When the test was repeated in a system using the MP-SA architecture, the SA sensed 

the violated constraints and it forced the MP to restart (in an effort to recover from this 
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fault).  Other recovery behaviour (e.g. backup tasks) could also be implemented in 

response to the detected errors. 
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Table B-1  Task specifications. 

Task Execution time (ms) Deadline 

(ms) 

Period 

 (ms) 

Jitter 

(ms) Estimated Measured 

BCET WCET BCET WCET 

Sa 37 38 37 40 50 400 1 

Co 10 11 10 11 65 400 6.5 

Ac 20 21 20 22 70 400 4.5 
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Figure B-4  Effect of inaccurate estimations of BCET and WCET on task behaviour. 
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Figure B-3  A simple schedule based on the estimated BCET and WCET with 100 ms tick interval. 
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Figure B-6  Task behaviour with the scheduler produced by the MP-SA architecture  
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Figure B-5  Effect of scheduler overhead on task behaviour. 
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B.3.5 Extended task set 

To test the effectiveness of the MP-SA architecture with a slightly more complex 

system, two additional tasks (Task EXT1 and Task EXT2) were added.  Table B-2 

shows the specifications of the additional tasks (BCET, WCET, deadline, period, and 

the maximum allowed jitter).   

The same hardware platforms were used in this study. 

In this case, the SA set the tick interval to 200 ms and the offsets of the Task Ac, Task 

EXT1 and Task EXT2 to 1 tick. 

Using the SA, the measured values of the jitter from the Task Sa, Task Co, Task Ac, 

Task EXT1 and Task EXT2 was found to be 0.014 ms, 6.008 ms, 0.014 ms, 4.012 ms 

and 5.995 ms respectively.  The jitter constraints for all 5 tasks were met.   
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Table B-2  Extended Tasks’ specifications. 

Task Execution time (ms) Deadline 

(ms) 

Period 

(ms) 

Jitter 

(ms) Estimated Measured 

BCET WCET BCET WCET 

EXT1 3 4 4 5 80 400 5 

EXT2 5 6 6 7 90 400 6.5 
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B.4 Conclusions  

This appendix presented a novel architecture that can be used in time-triggered 

embedded systems to:  

[1] Measure the BCET, WCET, and scheduler overhead during "normal" system 

operation.  

[2] Fine tune the scheduler using the TTSA1 algorithm so that task constraints (such as 

deadline and jitter) are met and power consumption is reduced.   

[3] Monitor the system and take the appropriate action in the event of faults. 

These results were achieved at the expenses of using an additional microcontroller in 

the system. 

The effectiveness of the proposed architecture was demonstrated using a small 

empirical study.   

 



 

Appendix C  

TTSA2 application example 

This appendix describes a simple example that can be used to show the effectiveness of 

the TTSA2 algorithm.   

C.1 The basic system description and functionality 

This application example assumes having a system with a simple set of 3 tasks, each has 

3 segments (Segment Sa, Segment Co, Segment Ac).  In each task for such a system, 

Segment Sa would be the first segment to run and would be used for data sampling.  

Segment Co would then execute the control algorithm and – finally - Segment Ac 

would control the actuator(s).  Although in reality each of these segments are usually 

implemented as a separate task, they are used here to in this way to explain a logical 

way of diving long tasks into multiple segments.  These three tasks are intended to be 

representative of three plants that are controlled by a single microcontroller; such as 

controlling 3 inverted pendulums (Cervin et al., 2004) or controlling a robot which has 

three degrees of freedom.  

C.2 Task specifications 

Table C-1 shows an example of the specification of the 3 tasks system.  Table C-2 

shows an example of the exclusion relation between various segments of different tasks. 

In this table a value of "T" in cell (i, j) means that segment i excludes segment j and vice 

versa.  A value of "F" in cell (i, j) means that there is no exclusion relationship between 

segment i segment j. It should be noted that the shaded cells in that table are redundant 

entries so they do not need not to be filled.   
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Table C-1  Task specifications for the application example. 

Task No of 

Segments 

WCET 

(ms) 

Deadline 

(ms) 

Period 

(ms) 

Jitter 

(ms) 

Latency 

(ms) 

Distance 

(ms) 

Precedence 

1 3 

Total:0.315 

Sa1:0.010 

Co1:0.300 

Ac1:0.005 

1.0 1.0 0.01 

Latency (A
,B

): 1.0 

D
istance (A

,B
): 0.0 

Task A
 Precedes Task B 

2 3 

Total:0.340 

Sa2:0.013 

Co2:0.320 

Ac2:0.007 

1.0 1.0 0.10 

3 3 

Total:0.370 

Sa3:0.012 

Co3:0.350 

Ac3:0.008 

5.0 5.0 1.00 
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C.3 Task scheduling according to one segment per task  

Figure C-1 shows the schedule of this task set considering each task as only one 

segment.  As can be noticed this will violate, at least, the jitter, and may be deadline, 

constraints of Task 1 every time Task 3 runs.   

C.4 Task scheduling with considering multiple segments per task 

By applying the TTSA2 scheduling algorithm to test the schedulability of this task set a 

workable schedule is found without violating any task constraints, as shown in Figure 

C-2.  It should be noted that Task 1 and Task 2 each will run as one segment with offset 

0, and Task 3 will as 2 segments, the first with offset 0 and the second with offset 1.   

Table C-2  Task exclusion relations for the application example  

Segment Sa1 Co1 Ac1 Sa2 Co2 Ac2 Sa3 Co3 Ac3 

Sa1    T T T T T T 

Co1    T F F T F F 

Ac1    T F F T F F 

Sa2       T T T 

Co2       T F F 

Ac2       T F F 

Sa3          

Co3          

Ac3          
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C.5 Conclusions 

In this appendix a simple example of a typical control system is used to show the 

effectiveness of the TTSA2 algorithm.  It has been shown that allowing task 

segmentation may increase the chance of finding a feasible schedule for the task set 

using TTC; the same applies for TTH. 
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Figure C-2  Illustrating of the first 3 ticks for the tasks shown in Table C-1 and Table C-2 

scheduled by TTC with considering task segmentation (TTSA2 algorithm). 
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Figure C-1  Illustrating of the first 3 ticks for the tasks shown in Table C-1 and Table C-2 

scheduled by TTC without considering task segmentation. 
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