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Abstract

FRATRICIDE IN AIR OPERATIONS
OPENING THE BLACK-BOX: REVEALING THE ‘SOCIAL’

Anthony J Masys

In a study of accidents among major air carrie@8p &f those involving human error
could be attributed to problems with situation aaveass (SA); similarly problems

with SA were found to be the leading causal fatta review of military aviation
mishaps (Endsley, 1999). Studies of fratricideifroperations reflect similar issues
pertaining to pilot error and situation awarendtsis. argued in this thesis that pilot
error is not an explanation but rather is sometlanige explained. Through an
analysis facilitated by Actor Network Theory (ANThe ‘black box’ of pilot error is
examined revealing a de-centered accident aetiglegiging within a network of
heterogeneous elements characterized as the ‘hyditettif’ (Callon and Law,

1995). ANT is a theoretical perspective that hadwad to address the socio-technical
domain. The black box associated with pilot/hum@areas the result of the
relationality that obscures the fact that the bllagk is dependent on the network of
heterogeneous elements and alliances of whichaipisrt. Within the black box are
the silenced, deleted voices associated with thielawt aetiology that emerge as
hardwired politics and illusions of certainty. Weetefore must suspend our traditional
conceptualization of causality and rethink its natn terms of conditions of
possibilities. Synthesizing and synergizing pertipes from Systems Theory, Actor
Network Theory, and Complexity Theory, the findirage far reaching regarding our
understanding of accident aetiology pertaining&bricide in air operations and
complex socio-technical systems.
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Chapter 1
| ntroduction

11 INTRODUCTION

Human error is often cited as a major contributaxgor or cause of incidents and
accidents. Accident surveys in aviation have aiteld 70% of incidents to crew error
citing pilot error as the root cause of an aviatagident (Woods, Johannesen, Cook
and Sarter, 1994:2; Helmreich, 2000:781; Shappel\&iegmann, 2001:60). In a
study of accidents among major air carriers, 88¥hos$e involving human error

could be attributed to problems with situation aaveass (SA); similarly problems

with SA were found to be the leading causal facta review of military aviation
mishaps (Endsley, 1999). Likewise, investigationts friendly fire incidents have
cited poor SA as a major contributing factor (Minysof Defence, 2002). Despite the
advent of precision-guided munitions, ‘smart bombsd unprecedented navigational
accuracy, friendly fire continues to be prevaléithough Shrader (1982) reports a
fratricide rate of 2% to be the norm, the 1991 DEeStorm experience showed this
assessment to be unrealistic; in fact during Destenm 24% of American lives were
lost and 15% wounded in action resulting from ffidéy fire’. Human error and, in

the case of air to ground incidents, pilot erromdmates the findings from the accident

investigations associated with fratricide.

According to Woods et al. (1994), human error carcharacterized either as a cause

of failure or as a symptom of a failure. Patteradoods, Roth, Cook, Wears and



Render (2006:35) argue that the frequent attrilbudiohuman error as a ‘root cause’
often serves as a stopping point for an investigatdiowever, in the new view of
human error, it becomes a starting point therelsgakng how multiple interacting
factors combine in a complex socio-technical syst#&rmsystems view of the problem
space regards human error as a symptom of ‘...caotiaas, pressures and resource
limitations deeper inside the system’ (Dekker, 20@2 This systems view supports a
complexity perspective, whereby the attributiorpibdt error is seen as an
oversimplification of a complex aetiology resultiftgm a number of causes (Shappell

and Wiegmann, 2001).

The label ‘human error’ as reported by Woods e{1#194) is considered prejudicial
and unspecific. They argue that the label ‘humaareretards rather than advances
our understanding of how complex systems fail &xedrole of the human in both
successful and unsuccessful system operationsplost of this, Hollnagel (2004:31)
remarks that ‘...the concept of ‘human error’ is aifact of a theoretical
development coupled to a technological developmehs reported by Woods et al.
(1994:4), the question surrounding the attributbhuman error is a complex matter
presenting an argument that human performancenslédimensional issue that is a
function of the context in which an incident takdsce; that technology shapes human
performance thereby creating new pathways and fofresror and failure; that
human performance involves a set of interactingofgedhat competing goals within
the organizational context creates dilemmas shagioglent aetiology; and that the

attribution of error is a social judgment ratharttan objective conclusion. Within



the context of fratricide, this is supported by &&eh and Outteridge (2006:7-8) who
argue that in previous studies of fratricide, inigegors tend to take a narrow view of
the problem space and consider only the direcimantediate causes of the incident

thereby failing to consider the systems contexiltegy in a limited understanding.

This thesis entitled “Fratricide in Air Operatior@pening the Black Box, Revealing
the Social”, applies Actor Network Theory as a lemfacilitate a systems thinking-
based (Wickramasinghe, Tumu, Bali and Tatnall, 2@Dalysis to examine the key
dynamics that reside in the black box of pilot eassociated with fratricide. The
black box we call pilot error contains, as statgd &tour (1987:285) ‘...that which no
longer needs to be reconsidered’. The black bax feeomes a substitute for a
complex relation such that its opacity is maintdibg the concern for only the input
and output. Various kinds of elements can be placdlack boxes- ‘thoughts, habits,
forces and objects’ (Callon and Latour, 1981:285% by opening the black box that
we reveal the ‘social’ that characterizes the amticetiology. Paraphrasing and
modifying Dekker (2001:3) we purport that: Pilotaris not an explanation but is
something to be explained. Challenging the trad#@iwiew of human error, this thesis
recognizes that ‘...accidents are seen as emergiegopiena in complex systems and
as the result of an aggregation of conditions ratten the inevitable effect of a chain
of courses’ (Hollnagel, 2004:xv). This chapter pd@s an overview of the argument
with a focus on the theoretical foundations, methogly and findings associated with

this research.



1.2 BACKGROUND
The technical perspective of accident aetiologp@ted within the probability of
failure models associated with components of aesysT his perspective traces the
failure of a system to a chain of events withirystesm that linearly define the path
towards an accident. It has been cited by Leve2002) that event-based models
provide a poor representation of systemic accithstors and focus primarily on
proximate events. According to Leveson (2002:9):
Viewing accidents as chains of events may limitarathnding and learning
from the loss. Event chains developed to explaiacndent usually
concentrate on the proximate events immediatelggatieg the loss. But the
foundation for an accident is often laid years befo
The body of knowledge within the social sciencegrding accident aetiology of
complex socio-technical systems has increasedthedast 20 years, recognizing the

social and technical dimensions of accidents.

The term ‘System Accidents’ (Perrow, 1984) desaibe aetiology that arises from
the interactions among components (electromechiadiggal, and human) rather
than the failure of individual components. Accidemvolving complex socio-
technical systems, such as those resident witlkimtitlear power industry, aerospace
industry and military operations, reflect this a&igy characterized by its nonlinearity
and inherent complexity. As a consequence de Alanardl Johnson (2008:1) remark

that:



It is becoming increasingly difficult to identifia¢ causes of incidents and
accidents back through the complex interactionslézal up to an adverse
event. At the same time, there is a growing apptixi of the need to consider
a broad range of contextual factors in the aftelnodany mishap.
The features of systems thinking and complexitpti¢hat shape the methodological
approach associated with this work stem from theeptualization that the general
system is not simply an aggregation of objectastdther a set of interrelated,
interconnecting parts creating through their intBom new system properties.
Informed by complexity theory, Ottino (2003:293yaes that ‘complex systems
cannot be understood by studying parts in isolafldve very essence of the system
lies in the interaction between parts and the dveehaviour that emerges from the
interactions’. The application of complexity theamnpsses many domains, thereby
reflecting the multidisciplinary perspective inhetrevithin the concept. Within the
social sciences, the advent of complexity theoy/faailitated a re-examination of the
concept of system. As stated by Walby (2003), cexipt theory informs the systems
perspective by challenging assumptions about dxjuwiin with a view to dynamic
processes of systems. Addressing issues thatthe &undation of sociological
theory, complexity theory facilitates a rethinkireggarding systems, inter-

relationships, and interdependencies giving risgyttamic behaviour (Walby, 2003).

Sociology offers an interesting approach for logkat the socio-technical elements of
complex systems through the application of Actotwek Theory (ANT). The

systems perspective of ANT looks at the inter-catedness of the heterogeneous



elements characterized by the technological andti@dmological (human, social,
organizational) elements. The network space oatter network provides the domain
of analysis that presents the accident aetiologyr@stwork of heterogeneous
elements that shape and are shaped by the netpack.sYeung (2002) notes that
much of the work that draws on actor network thgmages its analytical focus on
unearthing the complex web of relations betweendnsand non-humans. The
interaction of non-human actors with the humanradtsuch as a pilot) gives shape
and definition to identity and action. Latour (189806) argues that ‘it.is

impossible even to conceive of an artifact thatsdoa incorporate social relations, or
to define a social structure without the integnatod non-humans into it. Every human
interaction is socio-technical’. The ‘social’ ietieby described as ‘materially

heterogeneous’ (Callon and Law, 1997:166).

Germane to this work, the socio-technical systemtipic of inquiry within sociology
that combines the social and technical paradigrdseaamines the relationship
between them. As described by Coakes (2003:2)joSechnical thinking is holistic

in its essence,; it is not the dichotomy impliedthy name; it is an intertwining of
human, organizational, technical and other fac&shge (1990) argues that since the
world exhibits qualities of wholeness, the relevant systemic thinking is captured
within its paradigm of interdependency, complexnd wholeness. Although events
can be considered to be discrete occurrences endimd space ‘...they are all
interconnected. Events can be understood only bieaplating the whole’ (Flood,

1999:13). The holistic perspective of ANT makesdtl suited to facilitate an



examination of the complex socio-technical systassociated with accident

aetiology.

13 SYSTEM THINKING

Systems thinking is both a worldview and a prodedbke sense that it informs ones
understanding regarding a system and can be usatasproach in problem solving
(Edson, 2008:5). As a cross-disciplinary domaysteams thinking spans from the
physical sciences and engineering to the sociahses, humanities and fine arts.
Because of this feature of systems thinking, tieere universally agreed definition of
a ‘'system’ that satisfies all domains, althouglytimay share similar defining
characteristics (Checkland, 1981). A system acogrth Hall and Fagen (1956:18) is
described as ‘.a set of objects together with relationships behwée objects and

between their attributes’.

“Systems theory” represents a theoretical frameywaerspective and a set of
methodological tools that may be applied to anldfed study. The systems
perspective reveals properties of the whole trahat evident with an examination of
the components thereby revealing emergent behathatiarises from the dynamic
interaction of components. Systems theory as dsscls Senge (1990) emphasizes
interconnectedness, causal complexity and theaelaft parts to the whole (Ackoff,
1994), thereby challenging traditional linear thimkand simple causal explanations.
A systems perspective of accident aetiology empkasias Hollnagel (2008:8)

remarks that ‘. explanations cannot be found nicely tucked awagy simgle part of a



socio-technical system, such as the operator antegace, but are rather due to the

ways in which normal performance variability camdmne in unexpected ways’.

With the advent of complexity theory, a new vocalyland understanding regarding
systems has evolved, providing a new set of cosdeptdescribing complex

nonlinear systems (Capra, 2005). Urry (2003) dbssrhow complexity recognizes
the emergent properties that result from the dynamteraction within a system,
thereby developing collective properties that areraflected in the individual
components. As such, complexity argues againstctexdusm. Complexity theory
recognizes that previous situations influence ritumes and that small changes in the
system may cause disproportional change throughewtystem. As noted in Styhre
(2002), the complexity perspective recognizes ¢thanges result from a multiplicity

of interconnected causes and effects. The traditiomear perspective makes

comprehension of the interrelationships difficolicbnceive of.

As a guiding methodology for this thesis, the syst@pproach as a foundation
perspective informed by complexity theory facista break from ‘.mechanistic,
linear, and causal methods of analysis towardsingwmterdependence and

interrelation rather than linearity and exclusiéennis, 2007:140).

14 ACTOR NETWORK THEORY
Actor Network Theory is a theoretical perspectivatthas evolved to address the

socio-technical domain and in particular the conealzation of the ‘social’. This



perspective challenges the way we think of ageth®yhuman and non-human. The
application of the ANT perspective (terms and c@tgehas been instrumental in
revealing insights within such fields as informatiechnology, organizational theory,
geography, medical anthropology and psychologyouwaf2005) introduces ANT as a
‘relativistic perspective’ that challenges the emtrparadigm associated with the
sociology of the social. It is through this exantioa of the ‘social’ that the inherent

complexity associated with understanding accidetibkogy is revealed.

ANT treats both human and machine (non-human) ei&sne a symmetrical manner,
thereby facilitating the examination of the sitoat{such as an accident) where Callon
(1999:183) argues, ‘...it is difficult to separatentans and non-humans, and in which
the actors have variable forms and competencigs’noted by Ashmore, Woolfitt

and Harding (1994:735), through ANT “... the assump®f the ontological primacy

of humans in social research and theory is suspemMttEn-human entities,

traditionally overlooked in sociological accountslre social world, take their rightful

place as fully fledged actants in associationgtiats, and networks’.

Fundamental concepts within ANT are the conceptatibn of the Actor and the
Network. An actor-network as described by Lato@8®), Callon (1986, 1991) is
characterized as a network that is inherently bgemeous, where the relations
between the actors are important, rather than éssential or inherent features.
The actor, whether technical or non-technical xsneined within the context of a

heterogeneous network. In fact the actor is a ndtwoitself *...in the same way,



elements in a network are not defined only by thaternal” aspects, but rather by
their relationships to other elements, i.e., astawvark’ (Aanestad and Hanseth,
2000:360). The actors or actants of ANT can be msnarganizations, cultures,
ideas, animals, plants or inanimate objects andl@seribed in terms of the alliances
and exchanges they exhibit in the interconnectédork of relations. Latour
(1987:180) defines the word network as that whichndicates that resources are
concentrated in a few places the knots and thesastiéch are connected with one
another- the links and the mesh: these connedtiansform the scattered resources
into a net that may seem to extend everywheree fidiwork, from an ANT
perspective, may not have the characteristicsiwkghby the technical perspective.
Williams-Jones and Graham (2003:279) argue that:
ANT is an approach that is interested in the terslmetween actor, network
and technology, and how they manifest in practiegqur, 1997; Law, 1999).
Failed networks are thus often a fruitful placedtrdy, because it is here that
the actor-networks reveal themselves and the nandssalues built into
technologies are made apparent.
Viewed through the lens of ANT the world is seeraasist of numerous
heterogeneous elements, demonstrating that natdreaziety are not so much causes,

but outcomes that emerge from a complex set ofieas (Murdoch, 1997).

As a piece of research informed by sociology, c@xglystems are seen as

heterogeneous actor-networks that consist of &péat configuration of more or less

aligned human and non-human components. Withincthmgeptualization, actors may

10



have different interests and agendas that areiliestm both material and social
actors/arrangements such that they enroll otheratirough the process of
translation (Roland and Aaenstad, 2003). Exanonatf actors such as those
characterized traditionally as technologies, ftatiéis an exploration of how these
‘actors’ mediate action and how they are entanglddcal techno-social
configurations. By virtue of this, it challenges ¢raditional conceptualization of
agency. For example Latour (1992) describes howddloe groom (a barely noticeable
technology) shapes the action of human users hyevaf such qualities as the
strength of the spring. As noted in Michael (2Q33) the door groom ‘.prescribes
and proscribes what human actors must do in ocdget through the door’. The three
elements from ANT that are particularly relevantie study of pilot error and
fratricide include the principal of symmetry; thectis on actor-networks and
dissolving dualisms; and the emphasis on proceddesnslation (Van der Duim,

2005: 86) in which is hereby explored throughoig tody of work.

With regards to the context of a cockpit filled kvdomputers, glass displays, and the
pilot, we leverage the comments from Harbers (2005who asks the question
‘Where does one draw the line between man and mechetween human
responsibility and technical inevitability, betwettye subjective world of politics,
culture and morality and the objective world ofeswe, technology and nature?’.
Harbers (2005:10) argues that *...we are confronté with a hybrid situation in
which human beings and technology are tightly imtafen- a mixture, a muddle of

man and machine’. We address these questionsrgachants through the concept of
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the *hybrid collectif’ that emerges from the anatydNVe introduce here an entangled
state that represents our system of interest, minigm space of analysis thereby
challenging current notions of agency, space, ek causality. Blamism is not the

same as causality. Pilot error is not an explanabat is something to be explained.

15 RESEARCH PERSPECTIVE

Chapman (2005:350) argues that accidents involsaagp-technical systems are
difficult to mitigate ‘...because the nature of comty in these systems is not well
understood by those who design, manage and ogheate. Chapman (2005:350)
further argues for the requirement to progressebetinceptual models and
frameworks that reveal the inherent complexity Hredeby make these complex
socio-technical systems more transparent. The AAfmework, supported by
Systems Dynamics Modelling and Anticipatory Faillretermination, applied in this
thesis takes this challenge by facilitating a m@thig of how we view human error and
in particular pilot error within complex socio-tagbal systems. The theoretical
perspective of ANT challenges the fractured viewhefworld that stems from the
deficiencies of dualistic thinking as describedviardoch (1997). Murdoch (1997)
argues that ANT presents a nondualistic positiofolbysing on the relations and
associations that characterize the heterogenetwsmhkeof elements that combine the
social and the material. The perspective desciieed presents new ways of viewing
the world of accident aetiology associated with ptam socio-technical systems
which is complementary to other approaches aslddta Ladkin and Loer (1998),

Leveson (2002), Busse (2002), Johnson (2003), trad& (2004).
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16 SCOPE OF THESIS
The scope of this thesis focuses on fratriciddriogerations. This thesis does not
claim to characterize all accidents involving coexgsocio-technical systems, but

rather focuses on the problem space defined bigdahads detailed in chapter 4.

17 RESEARCH STRATEGY

From the domain of physics it has been arguedhinatwe look at the world
determines what we see (Heisenberg, 1962; Bar&¥,)2Blolinagel (2004) argues
that ‘cause fixation’ rather than explanation ia#d by the methods applied in the
conduct of an accident investigation. The applcaof a Root Cause Analysis
approach, by the very nature of the method andludaay, implies a linear
decomposition and a principle of causality ‘deriviesin the Axioms of Industrial
Safety’ (Hollnagel, 2004:27) whereby the root calsssonsidered as an abstraction or
artefact. Challenging the linear decompositionahplex socio-technical systems it is
recognized as noted by Urry (2002), that theretgxslisproportionality of causes and
effects such that history matters and past eveataever forgotten. Through
complexity theory, we recognize that the systeneispective reveals the
interdependencies and interactions among the elsrtteat create the whole. This
suggests that the key to understanding complex4echnical systems is derived
from an analysis of the patterns of relationships iateractions comprised of the
heterogeneous elements. A systems thinking pergpesformed by complexity

theory is therefore applied as an integrating eldgroéthis research strategy.
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Qualitative analysis, as described in Denzin amatdin (2005), characterizes this
research which involves the analysis of a varidétyaterials including case study and
participant observation involving distributed simtibns. The case study strategy is a
powerful tool for increasing our understandingsarelgng aviation accident aetiology
(Anderson, Crabtree, Steele and McDaniel, 2005.6A3)a sociological informed
piece of research, Actor Network Theory providesaceptual foundation with
regards to the approach towards the problem sp&¢E.is used where it is difficult to
separate human and non-human elements (Callon; 1®889n a world which is full

of hybrid entities (Latour, 1993). It is appliedittin the context of this thesis, to a
socio-technical system whereby the traditional diomy between the social and the
technical is no longer a priori assumed such thaking in terms of human/non-

human binaries is challenged.

Building on in-depth analyses of a number of ergttase studies and relevant social,
psychological and cognitive theory, we charactepiksat error associated with
fratricide as a de-centered accident aetiology revkiee unit of analysis that emerges
from the study is the *hybrid collectif’ (Callon driaw, 1995). Through a distributed
simulation, we garner insights into matters pemgjro trust, situation awareness and
decision making that supports and informs the saisdy analysis. The overall
analysis provides a new characterization of thimlagy associated with fratricide
through the application of ANT. The methodologigaldance purported by ANT is to

follow the activities of both human and non-humatoes (Callon, 1986; Latour,
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1987). Within the framework of ‘follow the actothematic analysis of the data was
conducted (Boyatzis, 1998; Braun and Clarke, 2006is was supported by insights
from system dynamic modelling and Anticipatory Eeal Determination (AFD)

modelling (appendix B).

18 THESISOUTLINE

The thesis is organized in 6 chapters with 4 apesd

Chapter 1: Introduction. This chapter introduces the problem space anlysina
perspective. It presents the foundational theakgtierspectives of System Thinking,

Complexity Theory, and Actor Network Theory andatédses the thesis structure.

Chapter 2: Foundational Theory/ Literature Review. This chapter presents the
theoretical foundations necessary for the analy$is includes discussion regarding
human error, and accident aetiology in order tal@dsh the context of the problem
space. To shape the perspective of the thesigmdirction into systems theory and
complexity theory are followed by a detailed intuotion into Actor Network Theory.
Concepts from the cognitive domain are introducedanplementary material that

enriches the analysis and provides insights inégtioblem space.

Chapter 3: Methodology-A discussion of resear ch design. This chapter presents the

methodology inherent within the Actor Network Theperspective. The case study

approach is managed within an iterative spiralaegedevelopment plan. Insights
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derived from modelling and simulation experiment®im the case study research

findings.

Chapter 4: Resear ch Data: Defining the Problem Space. This chapter presents the
contextual problem space of the thesis: fratriamdair operations. Quantitative data
regarding fratricide is introduced to capture tkeent of the problem space. A number
of case studies are presented from which the gesfithis thesis are based upon. The
primary case studies include: 1991 Apache helicdpéricide; 1994 Black Hawk
fratricide; and 2002 Tarnak farms fratricide. Atitahal case studies are included to
help validate the findings and provide additiormedretical development. They
include: 2001 B-52 fratricide; 2005 Patriot misdiiatricide; and the 2006 A-10

fratricide.

Chapter 5: Discussion- Opening the Black Box. In this chapter an analysis of the
case studies is presented drawing upon the thear&iundations discussed in chapter
2. The chapter is organized along the salient figsliderived from the case study

analysis interweaving concrete substantiation enaolving discourse.

Chapter 6: Conclusion. This chapter presents a summary of the research

contributions and conclusions stemming from thdyamaas well as outlines

opportunities for future work.
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Appendices A-D: Represent background/supplemental material $haferred to in
the thesis.

Appendix A: Papers Published

Appendix B: Anticipatory Failure Determination

Appendix C: JISMARTS 1lI/ MALO TDP Overview

Appendix D: Future Research

19 CONTRIBUTIONS

The results from this thesis reflect contributiemshe body of knowledge associated
with sociology and our understanding of accidetibémyy. In particular the results
contribute to three broad areas: further developimgdjinforming the theoretical
perspective of Actor Network Theory; presentingi@ent aetiology associated
complex socio-technical systems through the lenh@fANT perspective; and

providing insights into the solution space of fictte.

1.10 CONCLUSION

As described in this chapter, the nature of théeaech is truly an interdisciplinary
effort. It draws upon various domains of inquirysteed light upon the problem space
of fratricide in air operations and aviation accitlaetiology. Chapter 2 begins our

analysis by presenting the theoretical foundatigmsn which this work is based.
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Chapter 2
Foundational Theory/Literature Review

21 INTRODUCTION

The anatomy of disasters and accidents involvimgpstechnical systems depicts an
aetiology that reflects an inherent complexity tinablves elements beyond the
temporally and spatially proximate thereby req@ranholistic or systemic view of
disasters and accidents. The reductionist parathgitfocused on the parts of a
system and how they functioned is replaced by adigm that embraces the complex.
As such the focus is on the interrelationshipstaednteractions of the actors in an

analysis of the behaviour, dynamics and topologhefsystem.

The complex socio-technical domain presents chgdleno the linear event based
models of accident causation and the attributionushan error. It is common in the
literature to focus on a chain of failures modelsliéscribe the accident aetiology. As
Leveson (2005:37) remarks:
...this approach may have been satisfactory foretagively simple
electromechanical and industrial systems for witthehmodel was developed,
it does not explain system accidents (arising frot@ractions among system
components rather than individual components faduand is inadequate for
today’s complex, software intensive, human mackystems.
Supporting this Dekker (2006:78) argues “...itrisical to capture the relational

dynamics and longer term socio-organizational tsdsehind system failure’.
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Sociology offers an interesting approach for logkat the socio-technical elements of
complex systems through the application of Actotwdek Theory (ANT). The
systems perspective of ANT examines the inter-coteamess of the heterogeneous
elements characterized by the technological andi@dmological (human, social,
organizational) elements. The network space oatter network provides the domain
of analysis that presents the accident aetiologigleat in a network of heterogeneous

elements that shape and are shaped by the netpack.s

This chapter presents the underlying theoretiaahdi@ations of this thesis. In section
2.2 we begin with the theoretical perspectives @ased with accident aetiology
providing an overview of some of the contemporasues regarding human error.
This is followed in section 2.3 by an introductimnsystems thinking, thereby
defining the foundational elements of the analyBislding upon the systems thinking
paradigm, in section 2.4 we introduce complexigotty detailing the concepts and
vocabulary that challenges the inherent lineassident within the social sciences and
in particular accident aetiology. We then introdtioe social theoretical foundations
that facilitate the analysis of aviation accidesti@ogy. In section 2.5 Actor Network
Theory is introduced and explained as a ‘relatiwigterspective that will shape and
guide the analysis of fratricide aetiology. In s&tt2.6 we end this chapter with an
overview of some concepts stemming from the cogmitiomain associated with

accident aetiology exploring the concepts of situmawareness, decision theory and
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trust thereby providing a theoretical linkage torent thoughts regarding aviation

accidents.

22 ACCIDENT AETIOLOGY: Accident M odels and Per spectives

Accident models have over the last 70 years slasleloped from linear cause-effect
sequences to systemic descriptions of emergenpinema. The different perceptions
of accident phenomenon stem from interpretatiosgd@n accident models. This

section highlights the current thinking on accidesuisation perspectives and models.

Event, linear sequential approach to understanaicglent aetiology stems from a
desire to search for specific causes and well-ddfrause-effect relations. This
approach paradigm focuses on some ‘root’ causeutidgrlies the accident aetiology.
The domino theory (Bird, 1974) depicted in figuré Bepresents a linear aetiology
that, although intuitively apropos for simple megical description of physical

failures, proves to be inadequate for more compiastems (Leveson, 2002).
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Figure 2.1- Bird’s Domino Model (adapted from Wiegymn and Shappell, (2003:38))

Accident analysis utilizing such techniques astfaekes work within a worldview
characterized by temporal and spatial linearityvBtue of this worldview, these
models tend towards an explanation of the aetiol@itly a concentration on the
proximate events and actors immediately precediaddss (Leveson, 2002).

Leveson (2002:25) characterizes event-based maddisst suited for component
failures rather than explaining systemic factorshsas ‘...structural deficiencies in the
organization, management deficiencies, and flavtkersafety culture of the company
or industry’. Leveson (2002:25) argues that ‘newdels that are more effective for
accidents in complex systems will need to accoonsdcial and organizational
factors, system accidents and dysfunctional intemas, human error and flawed

decision making, software errors, and adaptation’.
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Perrow (1984) coined the phrase ‘systems accidemtéscribe an aetiology that
resides within complex relationships between elémeomprising a system. The
complexity that resides in current systems creates Perrow (1984) refers to as
“normal accidents”. Perrow (1999:12) remarks that:
We have produced designs so complicated that weotamticipate all the
possible interactions of the inevitable failureg add safety devices that are
deceived or avoided or defeated by hidden pathseisystems. The systems
have become more complicated because either teayeating with more
deadly substances, or we demand they functionen ®wre hostile
environments or with ever greater speed and volume.
What characterizes “normal accidents” as an inblgtavent are the precursors of
what Perrow (1984) calls “interactive complexityica“tight coupling”. Tight
coupling refers to a system in which as Perrow 419B8argues ‘...processes happen
very fast and can’t be turned off; the failed padanot be isolated from the other
parts’. Interactive complexity refers to a sysesign ‘...so complicated that we
cannot anticipate all the possible interactionthefinevitable failure’ (Perrow,
1984:11). In what Perrow (1984) classifies as higk-systems, accidents are
inevitable or normal stemming from the way failungtgract and tie a system
together. His introduction of the term ‘normal i@ent’ refers to the inherent

characteristics of the system.

Challenging this perspective of Normal Accident diyg High Reliability Theorists

argue that if organizations are properly designetirmaanaged then they can
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compensate for shortcomings of the human and eeftire be more effective than
can individuals (Sagan, 1993). High Reliabilityg@nizations (HRO) represents a
subset of hazardous organizations characterizeddwoyds of high safety over long
periods of time. The key design feature in HRGedundancy. Sagan (1993:19)
argues that ‘multiple and independent channel®ofraunication, decision making
and implementation can produce, in theory, a higélable overall system, even if
each component of the organization is subjectrar’erThe High Reliability
perspective was derived from analysis of probleatep such as air traffic control and
aircraft carrier operations. Recognizing that HRgliability environments are
characterized by uncertainty in which errors casppgate quickly, Weick and
Sutcliffe (2007:9-16) identify five defining pringies of HRO: Preoccupation with
Failure; Reluctance to Simplify; Sensitivity to @aeons; Commitment to Resilience;
and Deference to Expertise. It is argued that aorgdions can avoid system accident
and embrace high reliability by creating the appidp behaviours and attitudes that
are congruent with the five defining principles yeson, Dulac, Marais and Carroll,

2009:228).

Reason (1997) builds upon Perrow (1984) normaldactitheory through his
description of organizational accidents. Reasowgrid®ss organizational accidents as
arising from multiple causes involving people opi@gat different levels of their
organizations. Although a large proportion of tieeidents can be attributed to human
error, Reason proposes a view that many accideatsatalyzed by persons not

present at the time of the event (Bennett, 200&as@n (1997) argues that human
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decisions and actions are implicated in all orgatonal accidents, since people
design, manufacture, operate, maintain and mamagelex technological systems.
The complex nature associated with the aetiologgvadtion accidents supports the
requirement for a systemic approach to acciderdataan. Viewing errors as
consequences rather than causes, Reason idetwifiggpes of errors: active errors
and latent conditions. Active errors are unsafe eammitted by people who are in
direct contact with the system. These active errariside slips, lapses, fumbles,
mistakes and procedural violations. For examplgédting to lower the landing gear
or failure to use a checklist would constitute gaharal violations and mistakes.
Usually active failures are characterized as bemgediate and relatively short-lived
(Reason, 1997) whereas latent conditions can limdot for a time doing no harm
until they interact with local circumstances toat#fsystem defences. Reason (1997)
argues that latent conditions are always presetunimplex systems and are seeded
into the systems, products of strategic decisidraent failures arise from poor
design, gaps in supervision, undetected defectgotkable procedures, clumsy
automation, short fall in training, and less thde@uate tools. As well they can also
stem from government decisions, and decision ma&kasgciated with regulators,
manufacturers, designers, organizational manatjesshese decisions that can shape

the corporate culture and creating error-produ&etprs (Reason, 1997:10).

As described by Reason (1997) the systems apptodulman error contains

safeguards and defences in a layered schema intordetigate the danger to

potential victims from local hazards. Hazards esged with complex socio-technical
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systems such as that found within the aviationrardear power industry are
mitigated through the advent of barriers and sadedgi These barriers however can
be breached/eroded through human, technical arahizaional factors thereby
precipitating a catastrophic event. Reason’s lidtariure Model (Reason, 1997),
conceptualizes the defensive layers within theesyqffigure 2.2). The holes represent
the active and latent conditions present in théesysuch that the alignment of the
holes permits a trajectory of accident opporturdtyharacteristic of such defences is
that they do not always respond to individual faki As articulated by Reason
(1997), the failure can be either countered or ealed without the individual’s
awareness. This can facilitate the build-up offat®nditions or “resident pathogens”
that may subsequently combine with local conditiand sharp end errors to breach or
bypass the defensive layers precipitating intocdent or disaster (Reason, 1997).
Like Turner (1978), Reason (1990) uses the comueprganizational accident’ and
latent failures as a central theme in his accidansation model. His model ‘Reason
Swiss Cheese model’ (figure 2.2) has become arstngdstandard (ICAO 1993) for
use in investigating the role of management pdiaied procedures in aircraft

accidents and incidents (Zotov, 1996).
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Figure 2.2- Reason’s Swiss Cheese Model (adapted Reason (1990))
The Swiss Cheese model is an apt metaphor intthiastrates how defences, barriers
and safeguards can be penetrated creating a tvayeof aligned ‘holes’ precipitating

a mishap.

Turner (1978) provides a systemic perspective oidants involving socio-technical
systems. He introduces the idea of latent failaresa period of incubation whereby
social and technical elements of a system repnegsesgparate features of a system,
together incubate over a period of time, creatmg@vironment where an accident
can be triggered. He approaches the problem spdeems of organizational theories
and information flows and argues that accidentstipesinderstood with
consideration of the systems perspective. Turnéfadgeon (1997:3) argue that “...it
is better to think of a problem of understandingpdters as a socio-technical problem

with social organizational and technical processtesacting to produce the
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phenomena to be studied’. Turner’s (1978) incumatnodel highlights the plethora

of preconditions that fall into place creating arderlying causal chain. The effect of
these factors, ‘...a multiplicity of minor causessperceptions, misunderstandings
and miscommunications accumulate unnoticed duhisgimcubation period....ready

to contribute to a major failure’ (Turner, 1994:2161e argues that disasters are rarely
the result of technical factors alone, but rathieseafrom failures of the complex

system.

Rasmussen’s (1997) approach to accident causdéors$rom a systemic perspective
that involves the entire socio-technical systemnbies that when focusing on
accidents that consider the socio-technical systieenaccident analysis must embrace
a ‘systemic’ perspective taking into account tHatrenships between the parts of the
system and how they fit together, thereby challegdfe reductionist paradigm
(Leveson, 2004:11). According to Rasmussen (1995§:19
The stage for an accident course of events veellils prepared through time
by normal efforts of many actors in their respeztilaily work context,
responding to the standing request to be more ptivduand less costly...an
explanation of the accident in terms of eventss,aatd errors is not very

useful for design of improved systems.

New thinking that embraces capturing and describegorocesses by which

organizations drift into failure requires systemmsking. Within this paradigm,

Dekker (2005b:8) views the ‘socio-technical system not as a structure congistin
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constituent departments, blunt ends and sharp defisiencies and flaws, but as a
complex web of dynamic, evolving relationships #maghsactions’. The simple cause
and effect paradigm does not account for the ief@eddent nature of the system.
Rather emergent properties are only visible whewwig the problem space from a
systems perspective. Viewing the accident aetioingerms of ‘drift into failure’,
Dekker (2005a:x) argues that:
Drift into failure is associated with normal ada&ptiorganizational processes.
Organizational failures in safe systems are natqued by failures; by the
breaking or lack of quality of single componentstéad, organizational
failure in safe systems is preceded by normal wieylgormal people doing
normal work in seemingly normal organizations.
Dekker (2002b) differentiates between an Old and Menking regarding human
factors, system safety and accident aetiology as/shn table 2.1.

Table 2.1 Old View/ New View of human error (Dekk2002b:vii)

Theold view of human error Thenew view of human error

Human error is a cause of accidents | Human error is a symptom of trouble
deeper inside a system

To explain failure you must seek failure To explain failure, do not try to find wher
people went wrong

[¢)

You must find people’s: inaccurate | Instead, find how people’s assessments jand
assessments, wrong decisions, bad | actions made sense at the time, given the
judgments circumstances that surrounded them.

Within the paradigm of old thinking Dekker (2005gargues that:
The choice between human cause and material causa just a product of

recent human factors engineering or accident imyesbns. The choice is
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firmly rooted in the Cartesian-Newtonian worldvi¢lwat governs much of our
thinking to this day, particularly in technologilyatiominated professions such

as human factors, engineering and accident in\agiig

Hollnagel (1998) examines accidents in terms oh&vand conditions that result in
breaching barriers. Hollnagel (1999:175) definbsaier as ‘...an obstacle, an
obstruction, or a hindrance that may either (1y@n¢ an action from being carried out
or an event from taking place, or (2) prevent esén the impact of the consequences,
for instance by slowing down the uncontrolled rekeaf matter and energy, limiting
the reach of the consequences or weakening thethén ways’. Hollnagel (1999)
proposes four different types of barriers: matefiaictional, symbolic and immaterial
barriers systems. These barriers have a functignalierms of: ‘containing,
restraining, keeping together, dissipating, premgntindering, regulating, indicating,
permitting, communicating, monitoring and preser@i(Hollnagel, 1999:175). From
this perspective an accident occurs when one oe inarriers have failed.

Hollnagel (1999) describes how physical barrieesspnt action from being carried

out or consequence spreading such as that exhlijtedildings, walls, fences,
railings, bars. Essentially it provides a phystualdrance. A functional (active or
dynamic) barrier impedes action from being carnatiand sets up pre-conditions that
must be met, such as a lock. A symbolic barrietkedy requiring an act of
interpretation (visual signs, aural signs). An inbenl barrier is enacted through

rules, guidelines, restrictions and laws.
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The systems perspective considers accidents asgafiem the interactions between
components of a system. As an emergent propettyeasystem, safety arises from the
interrelated system components. Leveson (1995:2@R)es for a control theory
model that views safety as an issue of control:
In these models, systems are viewed as interretateghonents that are kept in
a state of dynamic equilibrium by feedback loopsédrmation and control.
Accidents occur when disturbances are not adequiadeldled by the control
system.
The Systems-Theoretic Accident Model and Proce&SEAMP) recognizes that
accidents involving complex socio-technical systeilmsiot result from independent
component failures, but rather represent dysfunatioteractions among system
components. STAMP views accidents resulting fraawéd processes involving
complex interactions between people, processeseghdology. Accidents thereby
result *.. from inadequate control of safety-related constsaom the development,
design, construction and operation of the socib+taal system’ (Leveson et al.,
2006:97). Rather than a root cause being the timgia@vent in a chain of events, ‘...
accidents are viewed as resulting from interactaomeng components that violate the

system safety constraints’ (Leveson et al., 2006:98

The linear perspective of accident causation thatdinaped much of human factors is
oriented towards finding failures and modeling arglaining the mishap in terms of
a sequence of events. This model does not take@atount the latent failures and

drift toward failure. It represents the dichotonetween static and dynamic models of
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accident aetiology. The systems perspective fatak a holistic view that contributes
to our understanding of accident aetiology. Themant behaviour and dynamic
topology within a systemic view reflects the conxtiginherent within socio-

technical systems. Comparing the linear eventdasmdels with the systems
perspective, the literature is clear that systeensygective challenges the reductionism
inherent within linear models. Rather than focusinga single domain and thread of
aetiology, systems analysis is holistic and recogmthe inherent relational
connectivity. It recognizes that each part of th&tam is in fact affected by being in

the system and is changed if it leaves the system.

From the preceding discussion, three categories@tlent models emerge:
sequential, epidemiological and systems models® sBguential models characterize
an accident aetiology that is derived from a sesfesteps/events in a specific order.
This can also be expanded to include an eventég@esentation and essentially
support thinking and worldviews in terms of causaies. The domino model for
example is useful for providing a linear understagdegarding accidents but
‘...reinforces the misunderstanding that accident®zroot cause that can be found
by searching backwards from the event through tiaéncof causes that preceded it’
(Hollnagel, 2006:11). As such this model purptht ‘...system safety can be
enhanced by disrupting the linear sequence, diyh@emoving’ a domino or by
spacing the dominos further apart’ (Hollnagel, 20@§. Hollangel (2006:15) further
argues that:

Most major accidents however are due to complexwwances of multiple

factors, some of which have no apparent a pri¢ations. Event and fault trees
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are therefore unable fully to describe them — aitfothis does not prevent
event tress form being the favorite tools for Ptwolstic Safety Assessment
methods in general.
As reported in Hollnagel and Goteman (2004:155-E&@juential models once
adequate for early industrial accidents are nodosgfficient in explaining accidents

involving complex systems.

The epidemiological model is characterized by th@@gy of a spreading disease,
whereby accidents arise stemming from latent fackod the interaction of a host,
agent and environmental factors. From this perspgedhese models account for more
complex interactions compared to the sequentialeisod One of the strengths of this
model is the implications of the metaphor ‘resideatthogen’ which ‘...emphasizes
the significance of casual factors present in ffstesn before an accident sequence
actually begins’ (Reason, 1990:197). The Swiseshenodel highlights the latent
conditions ‘...but has problems in accounting for ginedual loss of safety that may

also lead to accidents’ (Hollnagel and Woods, 2854).

The systemic model of accident aetiology, challsribe structural decomposition
associated with the sequential models and vievetysak an emergent property. The
perspective focuses on the system as a whole ‘her#tan on the level of specific
cause effect “mechanisms” or even epidemiologiaeidrs’ (Hollnagel and Goteman
2004:155-156). When accidents are beyond the eafgdanpower of complex linear

models, systemic models with their view of accideag nonlinear phenomena
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emerging from complex systems are used providingliatic view of the problem
space. Each model described carries with it afsessumptions that make the
selection of use applicable for certain views @f pinoblem space. For the purpose of
this work, the systems perspective is used to theethallenges associated with

complex socio-technical systems characterizingineal accident aetiology.

These three categories of accident models (se@legpidemiological and systems)
provide a basis that shape accident investigatioogsses and protocols. As described
by Frei et al. (2005:2):
Within investigations, there are many types of t#gkong this variety are four
main types to which analytical tools are applieotéthat these categories that are
not mutually exclusive): organising facts sequdiytigenerating hypotheses;
identifying norms, novelties and deviations; antitg into root cause.
The overall process of incident investigation witthe safety field is similar across
many of the methodologies reviewed. The differerazese within the area of focus
such as management and organisational issues sidecation of human performance
issues. The first stage of the incident investarainvolves obtaining a full description
of the sequence of events which led to the failliree use of techniques such as
Events and Causal Factors Charting, Multiple Ev&eiguencing (MES) and the
Sequentially Timed Events Plotting Procedure (STER]litate a systematic and
structured framework to aid the collection of inf@tion. These sequencing
techniques can also be used in conjunction witthoust such as Barrier Analysis,
Change Analysis and Fault Tree Analysis to asaetha critical events and actions,

and thus the direct causes of the incident (LivigsJackson and Priestley, 2001:4).
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The sequencing task characterizes the accideatnmstof a chronological based cause
and effect relationships. The causal analysis ambraescribed by Johnson (2003)
focuses on the accident event itself as well asg¢asons why the accident occurred.
For example employment of a Root Cause Analysismpasses a methodology that
‘...provides a means of distinguishing root causemfcontributory factors and
contextual details’ (Johnson, 2003:342). WhereBsa@ Cause Analysis methodology
focuses on finding a single root cause associatedtihae accident, Gerdsmeier, Hohl,
Ladkin and Loer (1997) argues that ‘normally maaysal factors explain the
occurrence of an event, and that one cannot digshdetween ‘more necessary’ and

‘less necessary’ factors’.

There are several different accident analysis nustlawailable to the investigator,
depending on the level and type of analysis reduif@ese are described in detail in
Blackett (2005:35) and include: Event Causal FactBCF); Multilinear Events
Sequencing (MES); Sequentially Timed and Event#iRtp(STEP); Management
Oversight and Risk Tree (MORT); Systems Theoreticident Modelling and
Process (STAMP); Why-Because Analysis (WBA); Satetpugh Organisational
Learning (SOL); and Multilinear Events SequenciltES). As described in detail in
Blackett (2005), in all investigative methods Igstéhe aim is to understand why the
accident occurred. As Ferry (1988:116) explains,itivestigator must be able to
break down the entire sequence of events intonithieidual events that led to the
accident. This linear representation of the acdidetiology is normally presented in

flow charts and diagrams (figure 2.3) thereby réaythe accident to a description of
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a collection of events and conditions chronolodycatdered into cause and effect
relationships. It is from this common point thattfier analysis can be conducted
within the context of the linear event sequenceet@al many of the non-linear causal

influences.

(=

Event A Event B Event C
Actor 1 Actor 1 Actor 1
Actor 1 Time T 7| Time T2 N 7 Time T4
Action N Action O Action P
Y
Event D Event E
Actor 2 Actor 2
Time T1 7 Time T3
Action Q Action R
T T T2 T3 T4

Figure 2.3 Simplified MES Diagram (Johnson, 200943

From the evolution of these perspectives presemtesee the recognition that to study
human error in real world situations such as tkabeiated with pilot error one must
move beyond the study of individual cognition asastad with sharp end analysis to
include the resources, constraints and artifasisieat within the system. The
attribution of human as a root cause often sergessopping point of an

investigation with recommendations to improve safeliowever when the label
‘human error’ becomes the starting point then tmmexity of the problem space

emerges. Solutions stemming from such an exammatao lead to new insights into
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matters pertaining to human performance withingteater socio-technical frame of

reference.

Human error/ pilot error is viewed from the systgmesspective as a label and
represents a symptom, not a cause. As Wood et%4(26) argues: ‘The label error

is often used in a way that simply restates thetfat the outcome was undesirable.
Error is a symptom indicating the need to invesédhe larger operational system and
the organizational context in which it functiond’/hat is challenged here is the notion
that ‘human error, is our default when we find necmanical failures, as described in

equation 2.1 (Dekker, 2005a:6).

Human error =f(1-mechanical failure) (2.1)

To conclude this section, we recognize how theesystworldview has permeated the
safety community and how it has impacted our viehaccident aetiology and human
error. What the preceding section of accident@wdighlights is that accident
aetiology is multidimensional and can be viewearfrdifferent perspectives. But
given the complexity associated with accidents iving socio-technical systems and
the inherent interrelationships between the sauidl the technical, the systems
perspective facilitates a methodology to understaeccomplexity, relationality and

emergent behaviour.

36



2.3 SYSTEM THINKING
Anderson and Johnson (1997:2) define a system as:
...a group of interacting, interrelated, or interdegent components that form
a complex and unified whole. A system’s componeatsbe physical
objects...and can also be intangible, such as presgssationships, policies,
information flows; interpersonal interactions; anternal states of mind such
as feelings, values, and beliefs.
Systems thinking, according to Senge (1990:68) tlsscipline for seeing wholes. It is
a framework for seeing interrelationships rathantthings, for seeing patterns of
change rather than static snapshots’. As a waldvsystems thinking recognizes
that systems cannot be addressed through a redisttapproach that reduces the
systems to their components. The behaviour ofyiseem is a result of the interaction
and interrelationships that exists thereby ackndgiley emergent behaviours and
unintended consequences. As a process, systerkithrecognizes the requirement
to assess the system within its environment antegb(Senge, 2006). The intellectual
tradition of systems thinking stem from the intéiaghe holistic property that is
different from that of its constituent parts. Sysgethinking emerged from the
domains of biology and information technology ie t930s and has since had a
significant impact on various domains of inquirys éited in Mingers (2006:1) such
contributions include: General Systems Theory (Bentalanffy,1971), Cybernetics
(Weiner, 1948), living systems approach (Miller/89 dialectical systems

(Churchman, 1968,1971), purposeful systems (Ackoff Emery, 1972), engineering
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systems (Hall, 1962), autopoiesis and cognitiore@Rland, 1981), social system
theories (Buckley, 1967; Luhmann, 1995), critiotems thinking (Flood, 1991;
Jackson, 2000; Midgley, 2000) chaos and complékigufmann, 1995). Central to
systems thinking is the concept of interrelatiopshof objects that form a whole and
in which show a property unique to the whole tlsatot a property of the components.
Systems thinking purports that, although eventsamects may appear distinct and
separate in space and time, they are all interaiadeSenge (1990) remarks that,
because the world exhibits qualities of wholeness,investigation of it should stem

from a paradigm of the whole.

Within the application domain of accident aetiolpgystems thinking recognizes that
the ‘whole is greater than the sum of the partd @nrat understanding accident
aetiology requires a holistic perspective stemnfiiam the interrelationships and
interconnectivity that so characterises aviatiotidents. This is reflected in the work
of Perrow (1984), Reason (1990), Hollnagel (19984, Hollnagel et al. (2006),
Bennett (2001), Dekker (2002), Leveson (2002, 200dhnson (2007, 2008). The
attributes of systems thinking make it a fundamlegieament of this thesis as it

directly supports and embraces an ANT and complgatspective.

24 COMPLEXITY THEORY

The objective of this section is to develop an us@ading of complexity as it
pertains to accident aetiology. Of particular iestris the nature of the complex

system and the system behaviour that emerges. @aityptheory is an
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interdisciplinary field of research that has becaemgnized as a new field of inquiry
focusing on understanding the complexity inhereitiw the behaviour and nature of
systems. The interest and importance of this coxitglperspective has given rise to

research initiatives and communities of intereshsas the Santa Fe Institute and the

New England Complex Systems Institute (NECSI).

The word complexity is derived from the Latin ‘colapus’ meaning braided together
and is therefore associated with the intricaterini@ing or inter-connectivity of
elements within a system and between a systemtsedvironment. The inherent
complexity of a system is such that the system ctbe fully understood by simply
studying its constituent parts. Cilliers (1998:@jnarks that a complex systemis..

not constituted merely by the sum of its compondnis also by the intricate
relationships between these components. In cutifing system, the analytical method
destroys what it seeks to understand’. As a fiélaquiry in its own right, complexity
theory crosses disciplinary domains from the platsciences to the social sciences,
humanities and fine arts. In the field of sociaéace, there is a growing interest
regarding the integration of complexity theory ase@ans to generate insights. One of
the key contributions of the complexity theory ghgan is the departure from linear
models (Anderson, 1999; Morel and Ramanujam, 189f)e acknowledgement of
the inherent nonlinearity associated with socia aatural systems thereby facilitating
new views of the problem spaces. As a paradigits iown right, complexity
theory/thinking challenges the linear, mechanigigev of physical systems and

causality.
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Complexity, Systems and Social Theory

In Chesters and Welsh (2006:8) it was remarkeddaiplexity theory has permeated
the social sciences reflected in the relevanceiémtitative empirical social science
(Eve et al., 1997; Byrne, 1998); metaphorical esit@mmfor theory building (Thrift,
1999); and recognition of emergent social compyeftirry, 2003; Chesters and
Welsh, 2006). In particular, complexity thinkingshfacilitated a new thinking about
the concept of system and offered a new set ofaqmnal tools. It is not about
importing ideas from the “hard sciences” but ratsteedding light on the dynamic
nonlinearity and emergent behaviour of systemse thkoretical developments in
systems theory shaped by the complexity paradigihessribed by Walby (2003) as a
re-thinking of the concept of ‘system’ rejectingditional notions, with a focus on
dynamic processes of systems far from equilibridvithin the socio-technical
domain, the acknowledgement of nonlinearity enabésg views on causality, agency
and space/time, all of which are relevant to thpgctof this thesis. It has been shown
in the literature across various domains of inghioy small changes to a system can
produce large effects (Casti, 1994; Massen and §éein2000). Urry (2003) cites
how much of the physical world is characterizedrionlinearity’. Key features of the

complex system are listed in table 2.2:
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Table 2.2: Key features of Complex systems (SweanelyGriffiths, 2002:2)

* Complex systems consist of multiple componentshSystems are understood
by observing the rich interaction of these compasiamot simply understanding
the system’s structure.

* The interaction between components can produceedigiable behaviour

» Complex systems have a history and are sensitivatial conditions

» Complex systems interact with and are influencethleyr environment

* The interactions between elements of the systemanrdinear. Small inputs may
have large effects, and vice versa.

* The interactions generate new properties, calleergemt behaviours of the
system, which cannot be explained through studthegelements of the system

* In complex systems such emergent behaviour careptduicted.

What is germane to this thesis in terms of compyekiinking is not only the
introduction of the descriptive terminology asst@ibwith complexity theory but also
recognition of uncertainty and unpredictability.tétmms of understanding accident
aetiology, embracing a complexity perspective @maes the linear event based
models. Making use of concepts such as emergemtceaniinearity enables an
alternative image of accident aetiology that depfdm the traditional linear,

mechanical explanations and ontology.

25 ACTOR NETWORK THEORY

Introduction/ Background

Actor Network Theory (ANT) emerged from the socmitmal studies of science and
technology through the contributions of Serres laaur (1995), Callon and Law
(1995) and influenced by the work of Foucault (1,98886), Deleuze and Guattari
(1987) with a focus on the socio-technical domaihe study of the socio-technical

domain is not new to sociology. Bijker and PincB84) introduced the notion of the
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Social Construction of Technology (SCOT) arguingt thrtifacts are socially
constructed by social groups and that the proceisgéesaction among these groups
enters into interpretations of success and faildMT offers an alternative approach
to SCOT arguing that the social and the technieaktansidered inseparable and
argues that people and devices should be analygseg thhe same conceptual
apparatus (the principle of symmetry). Developedrtalyse situations where
separation of the social and technical elemerdgfisult (Callon, 1999), ANT
provides a ‘relativistic’ approach to sociology toar, 2005). Inherent within the
approach is a fundamental ‘complexity’ shift thhalbenges the traditional paradigm

of linearity and reductionism.

As a methodological approach to analysing the stegbnical domain, ANT shares
fundamental principles with other qualitative apgrioes, such as ethnography.
Shaping the methodological approach of ANT, La{@®05:5) traces the etymology
of the ‘social’ realigning the definition with itrigins associated with a ‘trail of
associations’. In this sense he describes thedbamt as a designated thing among
other things, but rather as a ‘...type of connechietween things that are not
themselves social’. In line with this train of thlght Latour (2005:24) argues that we
must ‘...be prepared to cast off agency, structusgclpe, time and space along with
every other philosophical and anthropological catggno matter how deeply rooted
in common sense they appear to be’. This has aadelbgical impact on how one is
to conduct ‘social’ analysis. Latour (2005:29) aguhat ‘...the choice is thus clear:

either we follow social theorists and begin ouvéleby setting up at the start which
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kind of group and level of analysis we will focus, @r we ‘follow the actors’ own
ways and begin our travels by the traces left lkbintheir activity of forming and
dismantling groups’. ‘Following the actors’ (Calld986a; Callon 1991; Latour
1996) lies at the foundation of the ANT methodolo¢yollowing the actors’ allows
the researcher to investigate those actors tha been ‘silenced or deleted’ and *...to
bring them back to light by using archives, docuteememoirs, museum collections’
(Latour, 2005:81). With this in mind Latour (2083) argues that ‘...if objects are

not studied it is not due to a lack of data, bthheato a lack of will'.

Within the ANT paradigm, Latour (2005) makes a ckaad important distinction
between what he terms intermediaries and mediaAgrdescribed by Latour
(2005:39):
An intermediary is what transports meaning or éongthout transformation:
defining its inputs is enough to define its outpsr all practical purposes, an
intermediary can be taken not only as a black bakalso as a black box
counting for one, even if it is internally madenosény parts.
A mediator as described by Latour (2005:39):
Their input is never a good predictor of theirpuit their specificity has to be
taken into account every time. Mediators transfdranslate, distort, and
modify the meaning or the elements they are sugptusearry. No matter how
apparently simple a mediator may look, it may bee@omplex; it may lead in
multiple directions which will modify all the coratdictory accounts attributed

to its role.
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This distinction between intermediaries and medsl@s profound effects on our

understanding of ANT and its application in thiegls as is discussed in chapter 5.

Networ k/ Relations/Topology/Time and Space

One of the key attributes that shaped the choiestploy ANT in this thesis is its
inherent challenge to the binary distinction tleatds one to a priori designate an actor
as either technical or social. In place of thisTAptesents a schema of a network that
is characterised by relations, fluidity and dynasnithis network schema has far
reaching implications beyond the visual representatto include how we
conceptualize space and time. The traditional qotoedization of networks views
them as a collection of nodes and connections,wioion a web-like structure

(Barab, Hay, and Yamagata-Lynch, 2001). ANT dedaot® this perspective of
network to support rather a fluid topology charaegd by an inherent complexity

that focuses on the relations. A topological ustierding reflects a non-metric
geometry whereby the properties of the shapesxamiaed without considering
distance or measurement. A topological space cerssitie relationality inherent
within its form (Mingers, 2006:73). Within this tojogical construct, Urry (2003:122)
describes how the micro/macro distinction losesiémning since *....both micro and
macro are local effects of hooking up to circulgtemtities (Latour, 1999b:19)’. As
such, this challenges our notions of far/close,lsseale/ large scale and
inside/outside (Latour, 1996:370) and to thinkemtis of associations and relations
thereby raising questions of how we view time goace. ANT as a ‘relativistic

sociology’ paints an image of a flat landscape ghalhthere is no above or below, no
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micro or macro. We therefore approach this landseefhout some a priori decision

regarding size and scale.

One may say that the relationality is brought abouthrough a wide array of
networked or circulating relationships that are liogied within different overlapping
and increasingly convergent material worlds’ (U2905:245). This inherent
relationality is central to our understanding of ANArguing this point, Latour
(2005:184) remarks that *...it is of little use t®pect the actors’ achievements if in
the end we deny them one of their most importaintlpges, namely that they are the
ones defining relative scale. It's not the anaby/gib to impose an absolute onghe
spatial and temporal implications are profound. @br network recognizes that
‘what is acting at the same moment in any pla@®ming from many other places,
many distant materials, and many faraway actoratdur, 2005:200). Hence we begin
to see the emergence of systems thinking and caityptlinking inherent within the

actor network theory.

The relational approach of ANT (Latour, 2005), eagibes as argued by (Neu,
Everett, Rahaman, 2009:322) that it is ‘...not ohly micro processes of assembling a
network but also how such assembled networks doofsisiman and non-human
actants — an idea that is also present in Anti-@Qesland A Thousand Plateaus’.
Deleuze and Guattari (1987) present the assemhbkbaving a supple and diffuse
microsegmentarity (the rhizomatic) in which it eatend in all directions. The

Deleuzian ‘rhizome’ has influenced ANT (Callon, $88 Latour, 1987; 1999;
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Law,1992; Law and Hassard, 1999) creating a leatsdaracterizes networks as
essentially heterogeneous reality made up of moigdsional and constantly

evolving entanglements (Grabher, 2006). Crawfo@98lL 26) reports that the
‘...rhizome is the perfect word for network’. In tatis argued that ‘. Actor-

network theory should be called actant/rhizome loghp ..it is about actants, and it is
about rhizomes’ (Crawford, 1993:26). As GrabhelO@Motes, the rhizome as
developed by Deleuze and Guattari (1987) facilt@eeconceptualization beyond the
established dualisms of structure/agency, subjgettt human/non-human and to
move further towards topological understandingspaice and networks. Described
by Deleuze and Guattari (1987:7), the ‘rhizome’ i$.a non-hierarchical, horizontal
stem that develops underground, operates by vamiagxpansion, conquest, offshoots,
and which is ‘absolutely different from roots amrdlicals’contrasting the rhizome

with the structure of a tree. It represents arrliot&ing knotted complex space

without a beginning or an end: ‘Any point of a rhizome can be connected to
anything other, and must be. This is very diffeffeotn the tree or root, which plots a
point, fixes an order’ (Deleuze and Guattari, 198 A/isually, this is depicted as a
decentered system of points or lines, which cacdmmected together in any order and
without hierarchy (figure 2.4). As argued by S€R005:187) ‘..The law of both the
rhizome and the network lies in the connectionshed the actors is related to all the

others’.

Within Anti-Oedipus (Deleuze and Guattari, 1988git ‘schizoanalysis’ emphasizes

not the psyche but rather the primacy of part,atefogeneous multiplicities
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(Colebrook, 2002:5). This influence is noted in AhiTterms of interconnectivity,
relationality and translation. The introductiontié Rhizome in A Thousand Plateaus
(Deleuze and Guattari, 1987) illustrates a sotigdity and infinite potentiality. Here
Deleuze and Guattari (1987) shift the unit of as@lpf the social world from
individual agents to include a fusion of peopl@ugps, things, and ideas representing
a decentered system. As noted in Dolwick (2009:883-3

Against this logic, a rhizome is chaotic and basedlifference, allowing for

all possible forms of association. The point ofrdpexploratory rhizomatic

analysis is to see how social units are relatedaarathged (or rather to see

their potentialities). Furthermore, there is no ¢togottom to a rhizome.

Whatever is in it is always in the middle.

Deleuze and Guattari (1983) regard the concepesirel as one of the most important
social bonds connecting a heterogeneous actorsasuysgople, and things. In this
sense desire is understood as a ‘...circulatingyeatitarging or shrinking people,

denying access to a building, or more generallkingapeople act’ (Seijo, 2005:197).
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Figure 2.4 - Top: standard tree structure. Bottdiifierent depictions of rhizome

(from Dolwick, 2009: 34)

In a rhizomatic or topological geography, Grabl2§06:178-179) argues that ‘time-
space consists of multiple pleats of relationglséitl together’. Topology as the
science of nearness and rifts’ as articulated byddch (1997:358), ‘interweaves time
and space with a heterogeneous network of actaatfas been differentiated, for
example, into regions, networks and fluid spacesl@hd Law, 1994)’. Van Loon
(2006:307)describes the network as a trope deployed to dapionlinear grid of
multiple connections and marked by multiplicitykkicomplexity thinking, the
relational milieu of the rhizome presents a powerfay of viewing multiplicity. The
network space, so defined within the ANT perspectiefines its objects and
dynamics such that it ‘...undermines the reificatioh&uclidean space’ (Law, 2000).
As reflected in ANT, the social is characterizedussons or couplings of ‘people-
groups-things-ideas’ thereby extending the sooigrtcompass the material world. In

fact as noted in Dolwick (2009: 33) ‘the social world itself is regarded as an
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interactive assemblage, an open creative processnoiections, exchanges and
divergences’. Battersby (1998:192) describesdhtutres of the rhizome that is
relevant to its application in describing accidaetiology: the rhizome involves the
bringing together of diverse elements; the rhizdimegs together elements that are
not usually thought of as belonging together: hased on heterogeneity; the rhizome
is not reducible to a series of points or individoarts: it is a non-localizable relation
sweeping up the two distant or contiguous poirdg)ying one into the proximity of

the other; the rhizome cannot be traced back tinaipal root or source.

The genealogy of ANT (Callon, 1986a; Latour, 192205; Law, 1999) recognizes
the contributions of Deleuze and Guattari (19887)9 The rhizome as described in
ANT (leveraged from Deleuze and Guattari) informas enderstanding of accident

aetiology involving complex socio-technical systems

Actor

Fundamental to our understanding of ANT are theeptualization of the Actor and
the Network. An actor-network, as cited in Aaneg2@D3:6-7), ‘...isa
heterogeneous netwodf human and non-human actorsvhere the relations
between them are important, rather than their ¢éisd@mn inherent features (Latour,
1987; Callon, 1986, 1991)’. The actor, whether tecdl or non-technical, is
examined within the context of a heterogeneous oitwn fact the actor is a network
in itself ‘...in the same way, elements in a netwar& not defined only by their

“internal” aspects, but rather by their relatiompshio other elements, i.e., as a
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network’ (Aanestad and Hanseth, 2000:360). Latd@87:180) defines the word
network as that which ‘...indicates that resourcescancentrated in a few places- the
knots and the nodes-which are connected with oothan the links and the mesh:
these connections transform the scattered resountcea net that may seem to extend
everywhere’. The Actor Network becomes a netwdrelligned interests formed by
the heterogeneous actors, characterised as faltlofd entities (Latour, 1993)

comprised of both human and non-human elements.

Latour (1996:373) describes the actor in ANT as ‘semiotic definition — an actant —
that is, something that acts or to which activetgranted by others’. The principle of
symmetry inherent within ANT supports the notioattheople and machines should
be treated as equal and thereby introduces theaeton. Further Latour (2005:71)
defines the actor as:
... (e.g. person, group, idea, material object, planimal, etc.) is
something that acts, or to which activity is granbg others. It may not
necessarily be the source of an action, but somgethiat modifies a state of
affairs by making a perceptible difference. Addiadly, it may have as many
dimensions as it has attachments. Thus, an actpbmeegarded as an
intricate ‘network’ in its own right.
Law (1999:3-4) describes the notion of an actor as:
... taking its form and acquire their attributes assult of their relations with
other entities. In this scheme of things entitiagehno inherent qualities....For

the semiotic approach tells us that entities a@htbeir form as a consequence
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of the relations in which they are located. Bus tmeans that it also tells us

that they are performed in, by, and through thetsions.
Latour (2005) describes the actor network in teofrsttachments first and actors
second. It is that which is made to act by a |Iatge-shaped web of mediators flowing
in and out of it thereby reflecting the fluid dynamature (figure 2.4). An actor is
therefore a network of heterogeneous elementsartiens and associations. For
example Law (1987:114-116) describes the Portugcesack as simultaneously an
actor within a much wider network, ‘such as the spice trade, and a network of wood
planks, mast(s), sailcloth, crewmembers, investensg, stars, and navigational

equipment, etc. In turn, each of these actors neayfarded as networks, and so on’.

The dynamic nature of the actor network is desdripeLatour (2005) in terms of an

actor on stage. Latour (2005:46) remarks:
If we accept to unfold the metaphor, the very wactbr directs our attention
to a complete dislocation of action, warning ug thes not a coherent,
controlled, well-rounded, and clean-edged affay.dBfinition, action is
dislocated. Action is borrowed, distributed, suggdsinfluenced, dominated,
betrayed, and translated. If an actor is said tarbactor-network, it is first of
all to underline that it represents the major sewfuncertainty about the
origin of action.

Within the context of pilot error, this establistiae notion of the relational and

distributed actor network that characterizes tlaelbbox.
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Hybrid Collectif

With the imagery of the rhizome and its inherenttiple entanglements, ANT
examines the established binary juxtapositiongratture/agency, subject/object, and
human/non-human and thereby gives meaning to atttedns not solely embodied in
human actors. Action rather takes place in ‘*hybotectifs’ (Callon and Law, 1995)
that entangle human actors as well as non-humantaan multiple ways. Tools, for
example, are not just things that are used to aeldertain ends: ‘They contribute to
the making of the universe of possibilities thakeaction itself’ (Callon and
Caliskan, 2005:18). In Actor Network Theory théwark is not purely social, but is
constructed by hybrids of social (human) and nariadgtechnological, natural,
material) elements simultaneously. Law (1994:28)as that the social world is
‘materially heterogeneous’, ‘there would be no abordering if the materials which
generate these were not heterogeneous...Left todiveirdevices human actions and
words do not spread very far at all'. The tenéfreke association’ within ANT, rejects
a priori distinctions between ‘the social’ and tlen-social’, and thereby facilitates an
examination of the ways in which people and thiagsassociated in networks. From
this viewpoint we see that ‘there are not a few hybrids but that there are only

hybrids’ (Crawford, 1993:261).

ANT Processes
Fundamental processes within ANT are inscriptioth @anslation. Inscription refers
to the way technical artifacts embody patternssaf. T'echnical objects thus

simultaneously embody and measure a set of relabetween heterogeneous
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elements (Akrich, 1992:205). Monterio (2000:7Quwes that although ‘inscription’
might sound deterministic, ‘...the artifact is alwagterpreted and appropriated
flexible, the notion of inscription may be usedd&scribe how concrete anticipations
and restrictions of future patterns of use arelwveain the development and use of a
technology’. Inscriptions enable action at a dis&aby creating ‘technical artefacts’
that ensure the establishment of an actor’s intesesch that it can travel across space
and time and thereby influence other work (Latd®87). Inscripted artifacts such as
texts and images are central to knowledge work Kydimasinghe et al., 2007:270)

and thereby can shape sensemaking, decision makahgction.

The process of translation has been describedsatapin any analysis of how
different elements in an actor network interactn(®oville, 1997). As a
transformative process, translation emphasizes é. ctntinuous displacements,
alignments and transformations occurring in themeétwork’ (Visue, 2005:115).
Translation rests on the idea that actors withmetavork will try to enroll (manipulate
or force) the other actors into positions that their purposes. When an actor’s
strategy is successful and it has organized otttersafor its own benefit, it can be
said to have translated them. Translation as argyéchllon (1991:143) *...are
embodied in texts, machines, bodily skills [whitielcome their support, their more or
less faithful executive’. This process of transiatcomprises undertones of power
mechanisms as described in Callon (1986a). H€R885:117) argues that translation
can be regarded as ‘...negotiations, intrigues, taticuns, acts of persuasion and

violence, thanks to which an actor or force take€auses to be conferred on itself,
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authority to speak or act on behalf of anotherragtdorce’. The actor network is
therefore comprised of human and non-human elentierdsgh a series of
negotiations such that actors seek to impose defnsi of the situation on others

(Callon, 1986b).

The Social and Politics/power

If we think of the social in the traditional way s@mething of an object, then the
associations and relations that we trace in ANTobexhidden and, as articulated by
Latour (2005:248), ‘...there is no way to inspeciititentent, to check their

expiration dates, to verify if they really poss#ss vehicles and the energy to be
transported all the way to what they claim to ekplalt is through the actor network
lens that we begin to understand the nature of pawea relation. Power is an
emergent characteristic property of the networlcefghat cannot be defined a priori
but rather emerges from the inscription and trdimigorocess of the actor network.
Foucault's (1977) notion of disciplinary power help explain the inscription and
translation processes within ANT as applied tos®echnical systems. Roland and
Aanestad (2003) note that according to Foucaolier is embodied in heterogeneous
micro-practices and power is seen as enacted andrdinuous rather than stable and
exercised by a central actor. As articulated bunég(2002:6), ‘Actors in these
relational geometries are not static “things” fiiedime and space, but rather
agencies whose relational practices unleash poweribed in relational geometries
and whose identities, subjectivities, and expergsrare always (re)constituted by such

practices’. Combining ANT with its inherent compiigxand Foucault’s
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conceptualization of power, highlights how the raipractices get configured and re-
configured as disciplinary technologies (Rolland &anestad, 2003), as reflected in
design and organizational decisions. Power becohgedynamic property of the actor
network that relationally integrates and intercaria¢he social, political, economic
and technical. One effect of this, as argued byaRdland Aanestad (2003:21) is
...that power is delegated to material structures tuedeby made durable.
...Thus, in this way, we should think of power asfpened and changing —
and not a zero-sum game where one actor gains patvédre expense of
another. In this case there are constantly changpadjtions and the different
actors attempt to enroll other actors — both humrah non-human in order to
strengthen their networks — to support particutagimes of truth” .
Through ANT one recognizes that power resides withe network of heterogeneous
elements and is characterized as relational, emeagel distributed. Power is
perceived as the capacity to influence that iszedlonly through the process of
exercising this influence. In this sense, consiagthe relationality inherent within
ANT, power can be conceived as a practice rattaar ghposition. Willcocks
(2004:255) argues that ‘power must be analyzed as something that circulatiest
functions only when it is part of a chain. It isveelocalized here or there, it is never
in the hands of the some, and it is never apprtgatien the way that wealth or a

commodity can be appropriated’.

What is important to take away from this discussstihat ANT challenges the notion

of the dualism between human and non-human andchsdoes not a priori assume
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any such distinction in the conduct of the analifsidow the actor’. As Latour (2005:
72) states:
ANT is not the empty claim that objects do thingstead’ of human actors: it
simply says that no science of the social can &egm if the question of who
and what participates in the action is not firsalbthoroughly explored, even
though it might mean letting elements in which, leok of a better term, we
would call non-humans.
Thus as articulated by Law (1992:381), the sociailk' nothing other than patterned
networks of heterogeneous materials’. ANT ther@gilitates a unique lens on the
problem space of fratricide. As discussed, thedl@ements from ANT that are
particularly relevant to the study of pilot errardafratricide include the principal of
symmetry; the focus on actor-networks and dissgldunalisms; and the emphasis on
processes of translation (Van der Duim, 2005:88)ese three elements shape the

ensuing analysis of fratricide.

26 COGNITIVE DOMAIN (Situation Awar eness, Decision-making, Trust)
Introduction

Complex socio-technical systems represent manyectgads to operators. Strauch
(2004:197) notes that deficiencies in decision-mgkuvithin the context of complex
socio-technical systems contribute to errors amttaats. Because accidents are
implicated with decision errors and situation awass, understanding these is
essential to our understanding of ‘pilot errorhelcognitive domain has provided the

main thrust in the study of situation awarenessdauilsion-making. Recently
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however, the hegemony of the cognitive approachiwihe field of Human Factors is
being enriched by innovative applications from stagy such as symbolic
interactionism, ethnomethodology, cultural-histatitheory and phenomenology.
These perspectives encourage us to re-examinentblmgical and epistemological
foundations of the traditional paradigm (Bannor@&%2-3). As an interdisciplinary
research project, this thesis draws upon the cegrdibmain in order to better
understand the problem space of ‘pilot error’ witthe context of fratricide. In this
section we will examine contributions from the citige domain to include situation

awareness, decision-making and trust.

Situation Awareness

It is well documented in the literature that maimitag situation awareness (SA) is one
of the most critical and challenging features fayse operating complex socio-
technical systems such as that within aviation,iomeel and the nuclear industry
(Endsley, 1999). In fact, the challenges assocmiddthe introduction of new
technology is one of the main factors that contalduo the growth in interest in SA
(Endsley, 2000). In a study of accidents amongmeij carriers, 88% of those
involving human error could be attributed to praob¢eassociated with situation
awareness, similarly problems with SA were fountieédhe leading casual factor in a
review of military aviation mishaps (Endsley, 1998% noted in Bosse, Roy and
Wark (2007:28) ‘...bad perception of needed informmais present in 76% of SA
errors, while a problem with comprehension of tiferimation perceived was noted in
20% of SA errors’. As articulated by Stout andaSg1998), SA should be regarded

as an essential requirement for competent perfarenemdynamic environments, with
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inaccurate and incomplete SA often leading to demgeand life-threatening
consequences. Given the problems and consequessmsaded with human error in
aviation, current strategies to address SA oftendgan aircraft systems design and
training programs in order to improve the efficacy safety of flight operations. In
complex domains such as aviation, situation awaeigeinherently distributed over
multiple people and groups and over human and moahuwactors. Bosse et al.
(2007:28) cites an example to contextualize SA:
When a pilot neglects to check the flaps at takexofl consequently crashes,
the error can hardly be attributed to inadequat@itrg, lack of practice
(because that task has been practices hundreus, ttiousands, of times), or
scarce cognitive resources. Considering the riskagadly error, such a
mistake is certainly not the consequence of a gregigence. Inappropriate

SA has been suggested as a prime explanation¢brascidents.

Within the context of aviation and pilot error, $#en becomes a relevant attribute of
the problem space as pilot performance, errorgnrtige and decision making are
implicated. SA can be seen as both product andepso¢As product, it is the state of
the active schema- the conceptual frame or cotiextgoverns the selection and
interpretation of events. As process, it is théestd the perceptual cycle at any given
moment. As process and product, it is the cycliesétting of each by the other’
(Salmon, Stanton, Walker and Jenkins, 2009:13k ifffportance of SA in the study
of human work is well reported in the literaturan@isey, 1995, 1997, 1999; Klein,

2000; Wright, Taekman and Endsley, 2004). KleirO@0specifies four reasons why
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SA is important: SA appears to be linked to perfamge; Limitations in SA may
result in errors; SA may be related to expertise; 8A is the basis for decision

making in most cases.

To establish effective SA within the military av@t domain, certain classes of
elements are required such as geographical SAakpanporal SA, system SA,
environmental SA and tactical SA (Endsley, 199 AMhen we consider the problem
space of this thesis, accident aetiology (spedi§iessociated with fratricide), we
recognize that it is characterized by ‘...ill-strugtd problems, changing and stressful
conditions, technological advances in threat teldgyg the increasing tempo and
diversity of scenarios, and the volume, rate, irfgmmature, and complexity of the

information among other things’ (Bosse et al., 2009).

As proposed by Endsley (1995, 1999) SA encompdbses elements as depicted in
figure 2.5. The three key elements of SA includevel 1 SA- Perception of elements
in the current situation; Level 2 SA- Comprehensibourrent situation; and Level 3
SA-Projection of future status. The informationgesved (Level 1 SA),
comprehended (Level 2 SA), and projected (LeveABiS a function of not only the
cognitive limitations of the aircrew but also sctézhnical elements of the system
(environment). Both the individual cognitive atites coupled with the socio-
technical system play a role in the mental modsebaated with SA. As shown in
figure 2.5, the development of SA encompassesia-sechnical dimension that

affects all three levels. Endsley’s (1995, 1999)raach to SA is one rooted in
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individual psychological phenomenon, whereby SAadmething that can only exist in
the mind. Within the model of SA, Endsley (199%5kB elements stemming from the
psychological domain such as perception, attentimnking memory, long-term
memory, automaticity, goals, plans, mental modsapts, decision making and
action as described in (Stanton, Salmon, WalkerJamdins., 2010:31). As reported
by Strauch (2004:204), ‘Operators with deficientr@ccurate SA have difficulty
interpreting system-related information and areliiko commit errors’. It has been
reported extensively in the literature that an aepmts mental model is the foundation
of situation awareness (Endsley, 1999, 2000; Besak, 2007). Expectancies have a
significant impact on decision-making based on BAxpectancies did not match the
cues encountered because of incorrect mental mtaesperators often failed to
perceive cues critical to situation awareness,hamte they retained inaccurate
situation awareness (Jones and Endsley, 2000:3B03ituations of high workload,
operators may lack the spare cognitive capacigttend to multiple cues, thereby
affecting their SA. To compensate for this appaliemtation, automation has been
integrated into the systems, however in some daste detriment of maintaining
SA. This arises due to the opacity of the automadind subsequent delegation of
responsibility of the operator to the automatiodafs et al. (1995) suggest that when
presented with ambiguous or incomplete informataperators may expend
considerable cognitive effort to interpret the mh@tion. This may result in distortion,
diminishing, or even blocking their ability to peree and comprehend arriving

information.
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Figure 2.5- Model of Situation Awareness (Endsl95).

Equation (2.2) (Bosse et al., 2007:93) succindtigracterizes the composition of SA
and indicates that SA is the combined product ofggaion, comprehension and
projection.

SA = Perceptiori] Comprehensiofnl Projection (2.2)

Endsley’s definition of situation awareness hasydwer, been criticized for its strictly
individual perspective. For example, Artman andi&a(1998:151) maintain that

situation awareness should be defined in a pelspeuftinteraction between
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individuals, artifacts, rules and culture, as deysthat makes decisions. Hence
Artman (2000:1113) gives the following definitioh®A, focusing on a common and
active process: ‘Two or more agents’ active cormsiton of a situation model which is
partly shared and partly distributed and, from \ititey can anticipate important
future states in the near future’. Alternate views provided by the engineering
perspective in which SA is situated in the world aepresented in the artefacts and
objects that people use. The alternate systemsplewes emphasis on the interaction
between people and the artefacts they use (Sta2®d0;2). This approach is

informed by distributed cognition (Hutchins, 1995a)

SA has very much to do with what Weick (1995) refieras sensemaking defined as
how meaning is constructed at both the individual group levels. Hutton, Klein and
Wiggens (2008:1) defines sensemaking athie. deliberate effort to understand
events and is typically triggered by unexpectedhglea or surprises that make a
decision maker doubt their prior understanding.s&araking is the active process of
building, refining, questioning and recovering atian awareness’. Alberts and
Hayes (2003:102) note that ‘...sensemaking is muctertt@an sharing information
and identifying patterns. It goes beyond what igpesing and what may happen to
what can be done about it. This involves generaipigpns, predicting adversary
actions and reactions, and understanding the effguarticular course of action’.
Distributed cognition (Hutchins, 1995a, b) resosat&h the concepts of SA and
sensemaking and has inspired the notion of digetb8A (Stanton, 2010:32).

Hutchins (1995b) applied the distributed cogniticmmework to the field of aviation
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by showing *..how the cockpit system performs the cognitive tagksomputing and
remembering a set of correspondences between atfsmel wing configuration’
(Hutchins, 1995hb: 266). This involved the integvatof pilots, their physical
surroundings, and tools working as one functiogatesm. Distributed cognition
emphasizes the distributed nature of cognitive pheama across individuals,
tools/technologies, and internal/external repredenis. What makes distributed
cognition so applicable to this study is that theuls goes beyond the cognitions of a
single individual and focus on the functional systas a whole. As Hansberger
(2008:1) notes, ‘...distributed cognition examines telation between individuals, the

task environment, and artifacts used for task cetnpi’.

Within the context of this thesis as we begin terothe black box of pilot error the
significance of sensemaking becomes apparent tgithew as ‘..a paradigm, a tool,
a process, or a theory of how people reduce unogrtar ambiguity; or to socially
negotiates meaning during decision making evehiti€n and Leedom, 2007:2). In
terms of situation awareness and distributed cmgmisensemaking is significant as
‘...the process of being aware of a situation by usifggmation in context to predict
the consequences of the individual and team actrlagve to the interpretation and
assignment of meaning to that context, while d@aghrough progressive enactment

of knowledge management process’ (Ntuen and Lee8001,:2).

Decision-Making
Military operations are characterized as an infdromarich environment whereby

information is received from multiple sources witirious formats in highly dynamic
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and unpredictable environments, needing rapid fuaian and recovery, high
reliability and dissemination. The management érnmation and knowledge
becomes an essential role of all components witierorganization. Unreliable,
misleading, false or poorly disseminated informatioreatens operational
effectiveness. As discussed, data/information guahd timeliness are essential
features of SA, which is key in shaping the decisiwaking process as argued by
Endsley and Garland (2000). SA represents the ‘ahembdel’ of the environmental

state acting as a precursor to decision-makingg@es al., 2007:40).

In the literature there are various schemas thadrdee the decision-making process.
To help explain the SA as it pertains to pilot erme will discuss Boyd’'s OODA

loop and Naturalistic decision-making (NDM). BoyqX087) Observe, Orient,
Decide and Act (OODA) loop was developed as a sehenhelp support the analysis
of pilot decision-making at a tactical level antleets an iterative process. As shown
in figure 2.6, the decision-making process beginthe physical domain whereby
observations are made and contextualized in ocderiént the operator. From this

phase of the process, the operator then makessiateas a precursor to an act.
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Figure 2.6 - Boyd’s OODA loop (Brehmer, 2005:3)
The environment associated with military flight cgt@ons is characterized as a
dynamic environment of complex systems, where pn@ssure, uncertainty and
ambiguity describe the natural state. Centrahéo@ODA loop, Klein (1993)
suggests that decision makers in such dynamicteihsaemploy what is referred to as
naturalistic decision-making. Naturalistic decisimaking (NDM) emerged from the
study of decision makers in real-world setting sashire commanders and military
decision makers. The decision context in these dwna characterized as fast-paced,
complex in dangerous situations where optimizaisamot availablgLipshitz, Klein
and Carroll, 2006:917NDM facilitates an examination of how decision make
approach real decisions that thereby guide actiotiisreal consequences. Models and
research in NDM are based on some particular fa¢chat appear to characterize and
influence decision-making in natural settings. Enhesntextual factors are:
nonstructured (that is nonartificial) situationglgmmoblems; uncertain and dynamic

environments; ill-defined, conflicting, or changioljectives; a decision-action-
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feedback cycle; time pressure; involvement of ssMadividuals; existence of
organizational norms and objectives; presencegif and potentially personal stakes

(Bosse et al., 2007:16).

The dominant process model in the naturalistic medd@ein (1993) Recognition-
Primed Decision model (RPD) shown in figure 2.7eiKI(1993) focused on how
proficient decision makers manage to be effectivéen high stress and time pressure.
Klein’s principal conclusion is that, contrary teettraditional definition of decision
making as choosing among alternatives, proficiecision makers rarely compare
among alternatives. Instead they assess the rnatthie situation and, based on this
assessment, select an appropriate course of atti@model depicted in figure 2.7
shows how the situation generates cues that eogmezed as patterns from which
action scripts are developed and played that shthpegecision and the evolving
situation. Some of the limitations of the RPD miaate that it does not address
cognitive processes such as metacognition, it doesxplain how the pattern
matching or judgment of typicality occurs, it doégxplain what happens when
people do have to compare courses of action, afmkedgn’t account for the generation
of new courses of action. It does explain howdnmv people can make decisions
without analyzing strengths and weaknesses ofnaltiee courses of action. It
explains how people can use their experience tptate first action they consider. It

shows how expertise can affect decision makingi(KiE999:16).
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Figure 2.7- Recognition Primed Decision Cycle (nfiedi from Greitzer, Podmore

and Robinson (2010:281))

The decision-making processes described revealaimplexity resident within the
domain of aviation. In chapter 5 we will examine #tcident aetiology through the
ANT perspective to provide insights to help explailot error within the context of

decision-making.
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Trust

Exploring the notion of trust within the actor netk sheds light on understanding
situation awareness and decision-making procebaéarte examined within the case
studies. The investigation of trust as a phenomenosses many domains of inquiry
such as economics, political sciences, person@ggarch and social psychology. As
cited in de Vries (2005:5), each of these domawets the topic in a contextual
manner viewing trust in various schema ‘...whethés geen as an dependent,
independent, or interaction variable, whether gtatic or dynamic, or whether it is
studied on the institutional, group or individuavél’. The concept of system trust that
is explored in this thesis ‘...can be seen as a apease of interpersonal trust’ (de
Vries, 2005:5) and is developed within the actdwoek perspective recognizing the
inherent symmetry of the actor network, neitheviggging human or non-human

actors.

As described in Lee and See (2004:52) recognitidheoimportance of trust as a
subject of inquiry has grown over the last numldgrears in recognition of its
importance in shaping decision-making, cooperadioth communication. In
organizational theory trust has emerged as a deapig as noted in contributions
from Kramer and Tyler (1996), Jones and George&}L9orritore, Kracher and
Wiedenbeck (2003). In terms of understanding the @btrust in mediating human-
automation interaction, some researchers have édoois trust as an attitude or
expectation defining trust as: ‘expectancy heldmfndividual that the word, promise

or written communication of another can be relipdni (Rotter, 1967:651);

68



‘expectation related to subjective probability adividual assigns to the occurrence of
some set of future events’ (Rempel, Holmes and Zah®85:96); ‘expectation of
technically competent role performance’ (Barbe8324). As reported in
Riegelsberger, Sasse and McCarthy (2005:7), ‘trutgtchnology is of particular
importance for delegating to or relying on decisaihs or software agents (Muir,
1987; Milewski and Lewis, 1997; Dzindolet et alD03)’. Trust has been
characterized as a nonlinear and dynamic funchiahis highly contextual

individually, organizationally and culturally. A spial case and one that is apropos in
this thesis is technology trust. It is charactetibg Lippert and Swiercz (2005:341) as
‘...an individual’'s willingness to be vulnerable taeechnology based on person-
specific expectations of the technology’s preditiigbreliability, and utility as
moderated by the individual's predisposition tcstrthe technology’. This
conceptualization will help in establishing a vieWsystem’ trust described in

chapter 5.

As noted in Lippert and Swiercz (2005:342), thaarotf trusting an inanimate object
is not new. Giffin (1967) suggests that trust barbestowed on a person, place,
event, or object. In another effort along thesediMuir (1987, 1994), Muir and
Moray (1996) employed an interpersonal approadietter understand the nature of
trust between humans and machines and to detetherfactors affecting this one-
sided trust relationship. From the research of NL®&87, 1994) three common trust
elements were identified: the description of tasan expectation or confidence; the

focus of trust toward a specific person, placelmect; and the presence of multiple
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characteristics of trust referents. Lippert andeserz (2005:343) present the argument
that ‘trust as an expectation is tied to the nottat a technology will function in a
consistent manner at a future time leading to dividual’'s assessment that the
technology is predictable’. Factors that affecteystrust are: direct information,
indirect information, consensus information (whéineo information was not
available). It has been argued that trust mediaésnly relationships between
people but also between people and automation astden shown to affect reliance

(Lee and See, 2004:51)

The significance of trust in this thesis stems fittim issue regarding factors shaping
decision making. For example technology trustrikdd to socio-technical trust in that
‘...human trustors are known to treat technologica&facts in similar ways as they
treat human ones’ (Riegelsberger, 2005:71). Fra@AINT perspective trust resonates
with matters pertaining to inscription and translatand their effects throughout the
actor network. As discussed trust has a role withénsocio-technical domain in
shaping action and decision making as well as seals@g. In particular we note the
extension of trust beyond the person to persondinide the inanimate thereby
reflecting the impact of the technical on the ‘sdiciBut even more so we see how

trust becomes entangled within the socio-techroatain.

27 CONCLUSION
This chapter highlighted the salient theoreticat@sions of this thesis, namely

human error conceptualizations, accident aetiologgels, systems theory,
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complexity theory, actor network theory and cogmitineory. Chapter 3 will present

the methodology applied during the conduct of thsearch.
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Chapter 3
M ethodology
A discussion of research design

31 INTRODUCTION

Approaches to research, both quantitative and tgtiak have become more holistic
in nature, embracing notions of complexity and egaece supporting cross-method
collaboration and multi-method work exploring atigtive methodological approaches
(George and Bennett, 2005:3). Building upon thesrik, this chapter introduces the
methodological influences associated with systdnmking, complexity theory and
actor network theory. Section 3.2 of this chaptgibs with a discussion of the
systems thinking paradigm that has shaped curoantlsgical thought and
methodology. Section 3.3 focuses on qualitativeaesh methodology detailing the
raison d’étre behind the selection of the reseapgroach applied and developed for
this work. We begin with a review of qualitativeadysis and in particular case study
analysis. As case study design is dependent oresiearch objective and
methodological perspective, presented here isgumant for the particular choice,
tailored for the study, embracing single (focuseahe studies and comparative case
studies. Section 3.4 describes the research ddsigeioped and applied in this work.
The research design is an adaptive, inherentlybiiexnethodology integrating
elements from Actor Network Theory and case stuthsis. A spiral development
methodology facilitates the study by providing anfiework for the iterative analysis

of complex socio-technical systems.
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32 SHAPING SOCIOLOGICAL THOUGHT AND METHODOL OGY

Systems Thinking and Complexity

Systems thinking, as discussed in detail in chehtemerged from the successes and
unsolved problems within the domains of classi¢gigics and biology. The early
development of general systems theory by BertaJgd®68) led to a subsequent
development of systems thinking as an independeece in mathematics, electrical
engineering and computer science in addition tmkt@ning the social sciences,
notably psychology, linguistics, sociology and emmiics (Altmann and Koch, 1998).
The features of systems thinking that shape théodelogical approach associated
with this thesis stem from the conceptualizaticat the general system is not simply
an aggregation of objects but rather is a settefrielated, interconnecting parts
creating through their interaction new system prioge The realization of this
interconnectivity helps us to understand and erptamplex phenomena and
processes (Altmann and Koch, 1998:186). Withinciwatext of this thesis, Dekker
(2005b:7-8) points to the requirement for a systperspective with regards to
understanding accident aetiology. Dekker (2005h:&s8erts that:

Systems thinking is about relationships and irgggn. It sees a socio-
technical system not as a structure consistingpos$tituent departments, blunt
ends and sharp ends, deficiencies and flaws, batasplex web of dynamic,
evolving relationships and transactions. ...Undeditajthe whole is quite
different from understanding an assembly of separainponents. Instead of

mechanical linkages between components (with aecand an effect), it sees
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transactions- simultaneous and mutually interdepenishteractions. Such
emergent properties are destroyed when the systeimgected and studied as
a bunch of isolated components (a manager, depai;tnegulator,

manufacturer, and operator).

Complexity theory provides a new set of conceptols to help address the classic
dilemmas of social science, facilitating new waf/ghinking of ‘system’ as well as
challenging the reductionist perspective so regidescientific enquiry (Walby,
2003). As applied to the social sciences, complakieory provides a perspective of
the ‘social world’ that as argued by Dooley, CormislicPhee and Kuhn (2003)
reveals emergent properties, nonlinearity, conatttar of the ‘dynamic system’,
interactions, interrelations that is transformihg traditional views of the social. This
is similarly reflected in Guastello (1995), Doolgy®97), Eoyang (1997), McKelvey
(1997), Zimmerman, Lindberg and Plsek (1998), Aader(1999), and Poole, Van de
Ven, Dooley and Holmes (2000). The contributiortamplexity theory to sociology
is reflected in the attention to the dynamic preess systems thinking, matters of
unpredictability and uncertainty, thereby shapimg tesearch strategies and methods

used within the social sciences.

From a methodological standpoint, we must move hdybe view of the system as
simply ‘a whole equal to the sum of its parts’ aadsider the interrelations and
causal influences, which are often complex andineat, thereby shedding light on

the ‘system effects’ such as emergence, equifinahtd mutlifinality. Systems
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thinking gives rise to multiple perspectives toilitate understanding the problem
space. The ‘systems’ paradigm facilitates a cpodignation of analogies and
abstractions from one field to another therebydyrej insights and enriching the
methodological processes involved in this studyngjvise to the interdisciplinary and
multidisciplinary crossovers. The application o$tgms theory facilitates a
foundational perspective that guides the developrokan accident aetiology model

based on insights from ANT and complexity theory.

3.3 QUALITATIVE ANALYSIS

In the social sciences the role, benefits and qp@it® use of qualitative research
methods has been discussed extensively in therobsi@arature Goode and Hatt
(1952), Yin (1984, 2003), Merriam (1988), Guba &mttoln (1994). Proponents and
supporters of qualitative analysis have convingiraggued ‘that qualitative methods
contribute findings and insights that cannot beveerfrom ‘conventional’ or
‘quantitative’ research methods’ (Mittman, 2001:&uch methods as participant
observation, case study, thematic and content sisagthnography, and in-depth
interviewing characterize qualitative research.gaithe nature of the problem space
of this thesis, (analysis of accident aetiologyasged with complex socio-technical
systems: replete with interconnections, relatiogaglitative research methodology
was selected as it facilitates rich descriptior/jaling insights into the complexity
inherent within the events and experiences. Quktaesearch, with its emphasis on
understanding complex, interrelated and dynamiophena, is particularly relevant

to the challenges associated with research of astmktiology as demonstrated in
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such works as Perrow (1984,1999), Sagan (1993)ghau(1996), Toft and Reynolds
(1999), Snook (2000), Bennett (2001), Leveson 220Dekker (2005) and Johnson

(2008).

Case Study

Case studies are a common way to conduct quastatoiry. The case study method
facilitates an in-depth analysis of particular aitans, which makes it germane to this
dissertation. In situations characterized by comiptethe case study method
facilitates the retention of a holistic perspectig®ing rise to greater understanding
regarding nonlinear, complex and emergent behavisisuch, Yin (2003:1) argues
‘the case study has been a common research strategydhglogy, sociology,

political science, social work (Gilgun, 1994)’. dbibach (1975:123) denotes
‘interpretation in context’ as that which differates case study methodologies from
other research designs. This approach facilitatemnalysis to uncover key interaction
and interconnectivity that resides within the phreeaon of study and thereby focuses
on a holistic description and explanation. Yin (4p8bserves that case study design is
particularly suited to situations in which it idfdiult to separate a phenomenon’s
variables from its context. As such, observatwiik the case study problem space

take meaning from their time and place, context@mteptions of the actors.

Goode and Hatt (1952:331) provide a classic dafimiof case study research

identifying it not as a specific technique but eths ‘..a way of organizing social

data so as to preserve the unitary character fdbial object being studied'.
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The versatility of case study design stems fronféloethat it can ‘accommodate a
variety of disciplinary perspectives; as well agqaophical perspectives on the nature
of research itself. A case study can test theobyudd theory, incorporate random or
purposive sampling, and include quantitative analitptive data’ (Merriam, 1988:2).
Merriam (1988:17) points out that researchers ch@ase study designs because they
‘... are interested in insight, discovery and inteigdren rather than hypothesis
testing... One does not manipulate variables or adteina treatment. What one does
do is observe, intuit, and sense what is occuinragnatural setting- hence the term
naturalistic inquiry’. The main concern associatgth the case study is to embrace
the detail and complexity inherent within the dages such, the focus of case studies
is not so much on discovering the quantitativealadds such as frequency of events
but on finding the conditions under which specifeedcomes occur, and the
mechanisms through which they occur (George anah@&er2005). To contextualize
this we are reminded that pilot error is not anlaxation but rather is something to be
explained. We seek to intuit, interpret, and garngights regarding aviation accident

aetiology and in particular fratricide in air opeoas.

Within the complex socio-technical system, a caisdysanalysis consists of a search
for patterns within the data that has been colte(Btake, 2005). The aggregation of
this data (from a plethora of sources) providegésearcher with the opportunities to
reach new meanings and insights regarding theadneaestigation thereby creating
conditions whereby ‘emergent behaviour’ is realiz€he of the features of case

study methods that makes it so applicable to tindysdbf complex socio-technical

77



systems and in particular fratricide is that itdses on understanding the dynamics
resident within a particular setting and can ineleither single or multiple cases
facilitating numerous levels of analysis (Yin, 1984s such, the case study methods
tailored for this study uses comparative method (tbe of comparisons among a
small number of cases) and within-case analysis i§tsupported by George and
Bennett (2005:18) who argue that this approach .ighe strongest means of drawing

inferences from case studies’.

Multiple sources provide insights into the openatod contextual ‘causal’ mechanisms
in individual cases in detail therefore throughoanbination of within-case studies and
cross-case comparisons, the researcher ‘can lamkaage number of intervening
variables and inductively observe any unexpectpdds of the operation of a
particular causal mechanism or help identify whaatdstions present in a case activate
the causal mechanism’ (George and Bennett, 2005r2ig approach facilitates the
ability to accommodate complex causal relation$ agcequifinality, complex
interactions effects, and path dependency (Ra§®7)l As stated in Mingers (2001:
243) and supported by Yin (1994):
Case study inquiry relies on multiple sources aflence. In studies
characterized by complexity one should draw upgarg wide range of
disciplines that encompass different researchttoadi, and advocates ‘strong
pluralism’ where ‘all research situations are sagmherently complex and

multidimensional, and would thus benefit from agamf methods.
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The decision to utilize a case study method reggrthe study of complex socio-

technical systems and accident aetiology is wglpsued.

Actor Network Theory

A theoretical paradigm lies at the foundation steaentific endeavour and comprises
‘...a loose collection of logically held together asgptions, concepts, and
propositions that orientates thinking and reseafiBbgdan and Biklan, 1982:30) and
thereby defines a worldview that guides the ingagion. The ANT worldview
presents a methodology that stems from the intexfioa of the word ‘social’ as
described in Latour (2005). In the broadest sénsscial means association. This is
after the Latin word socius, meaning a companioassociate, with the root, sequi,
meaning ‘to follow” (Dolwick, 2009:21). As suchhé social is construed as a
connection, and interaction which may includeglants, animals and material
artefacts as well as humans’ (Dolwick, 2009:21-22ihin this context, actors are
regarded as relational effects. Through the apjdicaf ANT methodology, we open
the black box to reveal the network space, repldie actors and relations and
examine the processes of inscription and transiatidhe construction of the black
box, thereby ‘undeleting’ the ‘silenced voices’ttheside within. As we focus on Pilot
Error as something to be explained rather tharxptapation, ANT provides an
avenue whereby the privileged ‘human’ or technatgéct is relegated the position of
an actor within a greater socio-technical systéwa.Latour (1993) emphasizes, ANT
declares that the world is full of hybrid entitieentaining both human and non-human

elements, developed as Callon (1999) remarks tlysaaituations where separation
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of these elements is difficult. In terms of accidaetiology, human action (or
inaction) does not take place in a vacuum; it imgsla contextual dimension that
situates the event within a holistic perspectivenée ANT, as a theoretical
perspective for this thesis provides a mechanisexémine accident aetiology from a

systems viewpoint.

Method
Rooted in ethnography, ANT seeks to understandioak dynamics from the inside-
out through qualitative inquiry by following thetacs and thereby asking how the
world looks through the eyes of the actor doingwioek. Through this approach
emerge issues pertaining to the roles that toalso#tmer artefacts (actors) play in the
actor network in the accomplishments of their takekker and Nyce, 2004:1630).
The foundational method associated with an ANT \stad suggested by the main
proponents of ANT, is to ‘follow the actors’ Call¢h986a), Latour (1996, 2005) and
‘let them set the framework and limits of the stuldgmselves’ (Tatnall, 2000:80).
Through this approach we search out the interagtioegotiations, alliances and
networks that characterize the network space. urgti®87:175-176) remarks:
...we have to be as undecided as possible on wherhegits will be tied
together, on when they will start to have a comriaba, on which interest will
eventually win out over which. In other words, wavé to be as undecided as
the actors we follow...The question for us, as welthose we follow, is only
this: which of these links will hold and which wilteak apart.
This therefore suggests that we approach the stodlysis without specifying

different levels of analysis in advance (Murdoc®917).
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The steps associated with the ANT approach invfaitewing the actor and then
determining the relational significance of theilerm the actor network.

In step 1, identifying and tracing the network lesgwith ‘follow the actor’ (Latour
1996) in order to investigate the relevant ‘leagksth actor suggests. This is
significant in that it is essentially the actorriselves and not the researcher that
determines the direction of the investigation. &mmple a policy or standard
operating procedure (SOP) may lead (influence)tyre¢o a physical (technical) or
informational actor. These interrelations markdirection of analysis. In Step 2 the
goal is to ‘interview’ the actors. This is acconspled through a relational mapping of
the influences across both human and non-humansadtioe aim of this step is to see
how these actors relate to each other and theiatisos they create — to identify how
they interact, how they negotiate, and how theynfatliances and networks with each
other. The relational mapping described resonaiistie propositional networks

described in detail in Stanton et al. (2009).

Complemented by a thematic analysis (Boyatzis, J,%98lational mapping was
conducted within the context of the Combat Idecdifion (CID) process of detect,
classify, recognize, identify (described in detaithapter 4). Translation and
inscription processes were recognized within thegignal mapping from which
insights into the dynamics of the accident aetiplagre explored. Distributed
simulation exercises were conducted to providelidaton and to generate additional
insights into matters pertaining to fratricide. Atdzhally, the application of system
dynamic modeling and Anticipatory Failure Deterntioa (AFD) further validated

and informed the ANT analysis. This will be dise$n section 3.4.
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ANT was selected as the ‘lens of investigationhmatfocus on the socio-technical
system treating both humans and non-humans synoalétras actors. The ‘relational’
nature of ANT created an unbiased, ‘level playiietpf to examine the complex
dynamics, interactions, interrelationships and sp@ossibilities. The actor network
theory approach to analysis thereby examines ther@mt relationality that permeates
the network, giving rise to a topological mappiridhe problem space. The ‘systemic’
focus that stems from this approach brings to ligbtdynamics and nonlinearity that

characterizes accident aetiology.

34 RESEARCH DESIGN

Resear ch Framework

To begin a discussion of the research design fstthiesis requires understanding and
articulation of the framework that is the foundatif this work. Four basic elements,
Table 3.1, form the framework for this study (Cyp®005:3).

Table 3.1 Research Framework Elements

Epistemology The theory of knowledge embedded in the theoretical
perspective and thereby in the methodology.

Theoretical perspective | The philosophical stance informing the methodolagg
thus providing a context for the process and grougids
logic and criteria.

M ethodology The strategy, plan of action, process or desigmglyi
behind the choice and use of particular methods and
linking the choice and use of methods to the ddsire
outcomes.

Methods The techniques or procedures used to gather arigsana
data related to some research question or hypsthesi
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The epistemology describes the way of understaraiigexplaining what we know
(Crotty, 2005). Such foundations give researchqmtsja guiding compatible
framework for design and methodology choice. Treesyic epistemology enacted in
this thesis ‘...provokes thinking about the worldaicompletely different manner than
other forms of thinking (Gharajedaghi, 2006)...setekderive knowledge from a
strategic vantage point (Haynes, 2001) and maksesaicausality from various
perhaps conflicting perspectives’ (Houghton, 2000)1 The theoretical perspective
supports the methodology by providing an approaamterstanding the ‘world’ and
grounds a set of assumptions supporting the metbggselected. Within a particular
methodology are a myriad of assumptions that reflextheoretical perspective.
Crotty (2005:66) remarks that ‘Different ways oéwiing the world shape different
ways of researching the world’. The theoreticabpectives that form the foundation
of this work are inherently complementary in thegyt facilitate greater explanatory
rigour and enrich the theoretical development efdbncepts that emerge. These
theoretical perspectives include: Systems Thinkiapr Network Theory and
Complexity Theory. They describe a set of assumpt{described in chapter 2) that
support the methodology developed for this worke Tirethodology associated with
Latour (2005) ‘follow the actor’ used in this wonkas chosen as it is sensitive to
emergent behaviour that so characterizes compkesg. Thus as noted in van der
Duin (2005:90):

The methodological result of this perspective & tho a priori assumptions

will be made about who will act in any particulat sf circumstances. Action

will be the result of network construction, andweitks are constructed out of
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all kinds of bits and pieces, some of which we rhighel ‘social’, or ‘natural’
or ‘technical’, and so on.

The case study characterizes the method suppdhiggtudy.

Resear ch process

The challenge associated with opening the ‘blacK isp as argued by Williams-Jones
and Graham (2003:272) ‘to. ‘unpack’ and better understand the underlyiracpsses
and components of actors and networks that mapeotadily apparent’. To start
following actor interactions, it is necessary to@ep a preliminary sketch of the
network. Combining the central tenets of ANT, thsaarcher follows the actors
analyzing the inscription and translation proceslerseby tracing and revealing the
inherent interconnectivity and complexity residesthin the network construct. Mind
mapping (Buzan and Buzan, 2006) proved to be aabéduool to facilitate the
visualization of the interrelationships and coniwetd within the network space
thereby giving rise to the emergence of insighisifthe coding and thematic analysis
processes. These insights were further analyssdpoort the argumentation and
presented using causal loop diagrams (Sterman,) 20@0explored using

Anticipatory Failure Determination (AFD) describeddetail in Appendix B.

The spiral development approach facilitated the AhNathodology in that it allowed a
process whereby increments of collecting, coding, @nalysis facilitated a conceptual
convergence regarding pilot error and fratricidee pPhases of thematic analysis: data

familiarization; generating initial codes; searahfor themes; defining and naming
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themes; and producing a report were integratedmitte spiral development

approach in figure 3.1.

IV Conceptual Scoping |
Analysis \-\

= =

Coding Collecting Conceptual
Converaence
Figure 3.1a - Top view of spiral research Figure 3.1b - Side view of spiral research
framework framework illustrating conceptual
convergence

Framing the Resear ch

The boundaries of the case study were set widedqpad —ended) thereby allowing
the ANT approach ‘follow the actor’ to work withan open system. A number of
information sources were identified to generatevldedge in relation to aviation
accident aetiology and friendly fire. These in@ddctase studies of incidents,
statistics, official government reports and theriture regarding accident aetiology
from the domains of engineering, physical sciencegnitive science and social
sciences. In addition the case study analysis wagplemented by results from two
distributed simulations.

Literaturereview. A comprehensive literature study was carriedtowain

knowledge regarding accident aetiology involvingngbex socio-technical systems

85



and specifically aviation accidents and fratricieurces of literature included
military and academic books and journal articlesdia reports, official government
reports, transcripts, video and audio recordinggeré was no shortage of relevant
case studies to draw upon for this work. As sorc&lents were classified, only
unclassified incidents were used during the coafsbe research. Of particular use

were the US, UK and CA government reports.

Experimental data. As noted by Garson (2009:267) After years at the periphery
of the social sciences, simulation is now emergis@n important and widely used
tool for understanding social phenomena. Througtukition, researchers can identify
causal effects, specify critical parameter estisyaead clarify the state of the art with
respect to what is understood about how processdgecover time’. Simulation
facilitates exploration of assumptions that shajreneodels and understanding of
complex systems. To inform the concepts of senkgmand situation awareness
and to facilitate understanding regarding the AMdcpsses of inscription and
translation, insights were drawn from distributedidations JSMARTS Il and the

MALO Project.

JSMARTS Il (Appendix C) was a limited scope expenirconducted to examine the
JSMARTS principle of a Modeling and Simulation ‘iap game’ within the context
of a dirty bomb in Ottawa. The distributed simuati utilizing a High Level
Architecture (HLA) facilitated the problem space foe scenario. The MALO Project
developed and demonstrated a limited syntheticrenwient (SE) of the Maritime Air

Littoral Operational Environment required for a Miane Air platform to operate as
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part of a task force. The SE was developed andsa@dased on HLA distributed
Federation Technology. The Project demonstrationgded on two specific
applications in the context of littoral/C4ISR tdsekce operations: namely multi
platform, multi sensor, Anti Submarine Warfare (Ap&vid Anti-Surface Warfare
Task Group support operations; and the applicaifairborne sensors to coastal and

overland surveillance and targeting.

To facilitate within-case and cross-case analgsraymber of fratricide case studies
(primary case and secondary case) were conduatatary case studies, identified in
chapter 4, constituted the detailed within-case@nds-case studies that revealed the
‘emergent social’. Secondary case studies provédeehicle for ‘validation’ and

‘sensitivity analysis’ of the research results.

Application

Actor Network Theory stems from ethnographic amsecstudy methodologies and as
such does not have specific methods associatedtpattthough Callon (1986, 1991)
and Latour (1996) do provide the guidance ‘to falline actor’ and ‘....let them set
the framework and limits of the study themselva@sgitfiall and Burgess, 2002:184).
As argued by Law and Callon (1988:285) ‘...we arecewned to map the way in
which they [actors] define and distribute rolesj amobilize or invent others to play
these roles’. The term black box was originallgdign information science to reduce
the complexity of the objects to inputs and outputstechnology studies, the black

box represents a technical artefact that appeHrewsdent. The application of ANT to
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open the black box ‘... leads the way to an invesibgeof the ways in which a variety
of social aspects and technical elements are adedand come together as a durable

whole, or black box’ (Cressman, 2009:6).

Following the actors was conducted within a spiatelopment process thereby
giving rise and facilitating an iterative procesthm a data collection methodology.
Following an approach much like that articulatethum Tatnall (2000:85) required
one:
To search continually for new actors and to ingzgé how these actors
formed alliances to create or strengthen their agtsu It involved continually
asking questions like: ‘which networks now exist®,what extent are these
networks durable?’, are they in contention withenthetworks?’ As questions
are asked more questions are suggested by the @nsnd the process goes
on. Once the first actors are identified and inemed, networks and new
actors emerged. It was then necessary to ‘loop’ badkterview these new
actors and to analyse the networks and allian@shtd formed. Sometimes
this analysis uncovered additional new actorshhbatto be interviewed, and
the process looped again.
By following the actors we begin to reveal the fanmgkntal importance of ‘objects’
within the context of fratricide and pilot errordahence learn from the actors
‘...without imposing on them an a priori definitioh their world-building capacities’
(Dolwick, 2009:38). Essentially ANT is likened @éthnography extended to non-

humans. As suggested by Latour (2005:97-120) th& Adsearch entails five sources
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of uncertainty, connecting the nature of: grougsipas, objects, facts, and how to
write research accounts.

1. The nature of ‘Groups’ concerns identifying whatioas were assembled
together. This was accomplished through examinatfdhe sources of
evidence described in section 3.4. In each of #se studies, the relations
between the actors were mapped and coded for cortireares that were
identified in the data (written reports, video, andlio).

2. The nature of ‘Actions’ concerned the examinatibagency within the actor
network. This was accomplished by tracing the ageiwork and analyzing
the inscription and translation processes.

3. The nature of ‘Objects’ concerned recognizing tagipipation of non-humans
in the course of action associated with fratricM& examined which objects
were being enrolled, mobilized or dispatched? Weese objects making a
difference in the course of action?

4. The nature of ‘Facts’ concerned, within the conteXratricide, ‘.. which
facts were being disputed and made matters of coBd&’hich ones were
being challenged, and which ones were standing apd surviving those
challenges?

5. What characterizes an ANT analysis is the way obanting for the social. As
Latour (2005:131) argues here, social is not aiapegredient, or domain of
reality, implying humans only. Instead, it refepsassociations of radically

heterogeneous actors.
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Due to the arising complexity of the network anelyg was necessary to identify key
moments within the context of the case study aacktthe relations from these points.
These were derived from the linear event basedigéisas of the accident aetiology
contained in the case study material drawing uperiégssons learned from Tatnall
(2000) and applications of ANT such as Callon @88.986b), Law (1987), Law and
Callon (1988), Latour (1993), the work containedanestad and Hanseth (2000),
Aanestad (2003), Czarniawska and Hernes (2005y. eents within the case study
were starting points for the analysis. It providedentry point whereby the incident
(black box) was opened revealing a network of i@t The relational analysis was
informed through analysis of all case study makan@uding supporting analysis
using Why Because Analysis (WBA) (Ladkin and Stuph@004), Systemic
Theoretic Accident Mapping Process (STAMP) (Levestfi02; Leveson, Allen and

Story, 2002) and Snook (2000).

Within the framework of ‘follow the actor’, thematanalysis of the data was
conducted. As described by Boyatzis (2006:6) ‘thieremnalysis is regularly used by
scholars and researchers in literature, psycholagiplogy, cultural anthropology,
history, art, political science, economics, mathersachemistry, physics, biology,
astronomy and many other fieldsSThematic analysis (Boyatzis, 1998) is a search for
themes that emerge as being important to the géseriof the phenomenon (Daly,
Kellehear, and Gliksman, 1997). The process ire®hhe identification of themes
through ‘careful reading and re-reading of the d@ae and Ezzy, 1999:258). Itis a

form of pattern recognition within the data, whereerging themes become the
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categories for analysi&raun and Clarke (2006:78) argue that ‘througlhéoretical
freedom, thematic analysis provides a flexible aseful research tool, which can
potentially provide a rich and detailed, yet compkccount of data’. Braun and
Clarke (2006:82) present the theme asamething important about the data in
relation to the research question, and representge $evel of patterned response or
meaning within the data set’. Rather than ‘volumois description’, the research
methodology sought to provide insights into accidetiology and generate a

conceptual model ‘construct’ to facilitate undenstimg regarding the ‘social’.

The follow the actor approach of ANT was framedhwita case study analysis
methodology (Yin, 1994). Each case study was aedlysing within-case analysis
methods, thereby examining each event, mappingvbat occurred over the event
timeline and what factors appeared to influencebttgaviors of those involved. The
purpose of this stage was to allow the unique pattef each case to emerge before
generalizing across cases. Following the withisecanalysis, cross-case analysis was
conducted to search for cross-case patterns. adans were derived from
iterative constant comparative methods, crossimgden the data and emerging
concepts thereby defining and refining the insightd emerged. Thematic analysis
(Boyatzis, 1998; Braun and Clarke, 2006) was tlueeecintegrated into the process of
following the actors. The application of thematiwalysis was not linear but rather
required an iterative approach which was inductind data-driven (Boyatzis, 1998:
29). As an inductive approach, the themes weraglydinked to the data themselves

(Braun and Clarke, 2006:83). The results of ‘fellog the actors’ and thematic
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analysis were subsequently explored within AFD.DAE based upon inventive
problem solving, described in appendix B. The psiacluded:

1. Formulation of the original problem.
a. ldentify the system function and the failure unsterdy.

2. Formulation of the inverted problem.
a. Transform the problem identifying the system whik failure as the
intended consequence.
3. Amplification of the inverted problem.
a. Expand upon the new frame of reference, explotegactors involved
in the creation of the failure.

4. Search for apparent solutions to the inverted jerabl
a. Examine cases in which the same phenomenon isdraata solution.

5. ldentification and utilisation of resources.
a. Examine the relational network for leverage pototsealize a solution.

6. Search for the needed effect.
a. Look for mechanisms that would activate the levenagints within the
relational actor network.

7. Search for new solutions.
a. Explore where the solution space resides.

8. Formulation of hypotheses and tasks for their \eiion.
a. Create opportunities to verify the solution.

9. Development of means to prevent failures.

The AFD modeling environment also facilitated tetional mapping of the space of
possibilities combing both the results from thenlaéic analysis and following the

actors.
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Data Considerations

Addressing the rigor in research attests to thdileiléy of the research findings.
Padgett (1998) describes six strategies that bedms$ure rigor: Prolonged
engagement; Triangulation; Peer debriefing and eadpMember checking; Negative
Case analysis; and Auditing. To address the cilegiof the findings these six
strategies were employed during the course ofrésisarch. Within the qualitative
domain the positivistic criteria of internal andemal validity, reliability and
objectivity are translated in terms that providgigihts into establishing
trustworthiness of the research: credibility, tfarsbility, dependability and
conformability (Denzin and Lincoln, 1994). Credibjlrefers to the confidence that
one has with the findings. To establish credibilitg methods of triangulation,
member checking, peer debriefing and support agdtne case analysis were
employed. As noted by Yin (1994) converging lioégvidence is one methodology
that contributes to validity. This can be achievedtriangulation. Yin (1994) and
Maxwell (2004) emphasize the importance and benefitriangulation in qualitative
research design, ethnography, and case study ceg@ackman and Rog, 1998:xvii).
Triangulation was engrained as a research desggnesit in order to address issues
pertaining to validity and reliability. Patton (2D0argues for the use of triangulation

to strengthen the study by combining methods a datrces.

Using diverse arrays of evidence such as documentatrchival records, and

participant observation supports a convergencaaiffassociated with the case study

and thereby adheres to as noted by Yin (1994) aftifse sources of evidence’.
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The use of multiple (cross-case) analysis in ptdaeegative case analysis further
enhanced the theoretical depth of analysis a®iutiged an opportunity to compare
and contrast the inherent properties associatddtheat case studies and thereby look
for emergent themes that characterize fratricidemier checking and peer debriefing
were completed in a public forum through the puiitig and presentation of papers

stemming from this research in peer-reviewed ve@dppendix A).

As the goal of this research was to obtain insigtitsthe phenomenon of fratricide,
the case studies were purposefully selected torerssifficient data (information rich)
existed to maximize understanding of the underlyihgnomenon. The size of the
sample was informed primarily by the research dhjecresearch question(s), and,

subsequently the research design.

Limitations

With respect to the document reviews that formeel @my data collection methods,
it is noted that the case study material (datadl alsging the course of the analysis
varied in depth and breadth. As such, methodolbgicategies such as triangulation,
and with-in case analysis were employed drawinghy@sious mediums of data such
as print, video and audio. Only data pertaininffatricide involving US, UK and

Canada were available for analysis and therefanstttate the focus of this research.

35 CONCLUSION
The research approach for this work reflects thmments of King, Keohane and

Verba (1994:12):
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Social science research at its best is a creatoeeps of insight and discovery
taking place within a well-established structurescntific inquiry. The first
rate social scientist does not regard a researsigrdas a blueprint for a
mechanical process of data-gathering and evalualimthe contrary, the
scholar must have the flexibility of mind to overiwld ways of looking at the
world, to ask new questions, to revise researclydssppropriately, and then

to collect more data of a different type than oradly intended.

ANT facilitated an interpretive portrayal of theopiem space, not an exact rendering
of it. It therefore provides insight into issuegarding accident aetiology associated
with complex socio-technical systems, improvesunderstanding regarding the
complexity of fratricide and thereby complementgeistigative analysis of accident
aetiology. Through complexity theory, we recogrtizat systems are comprised of
interdependencies and interactions among the eksrieat create the whole. Thus,
complexity theory suggests that studying the interdependencies and interactions
among the elements, as well as the unity of theesygself ...will provide critical
insights for understanding system properties’ (Aade et al., 2005:673). The
paradigm associated with complexity thinking exeshtraditional ideas about the
execution of case studies (Yin, 1994). Much like &xperience reported by Anderson
et al. (2005:673), the complexity paradigm as aegrating element of the analysis
facilitated the creation of a powerful tool for reasing our understandings regarding
the specific context of the case study. Allowihg insights to emerge from the actors

(data) and opening the black box and revealingsitenced, deleted’ voices of the
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actor network ensured that a priori specificatiohsoncepts, modes of analysis, and
preconceived notions of human and non-human astousd not impede discovery of
important phenomena and insights, thereby weakeathgevement of the research
goals (Mittman, 2001:3). The methodology descriimechapter 3 is applied to the

case studies described in detail in chapter 4.
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Chapter 4
Research Data
Defining the Problem Space

4.1 INTRODUCTION

On 4 September 2006, a USAF A-10A Warthog providiloge air support during
Operation Medusa in the Panjwayi District openeel déin a Canadian Camp,
mistaking their small garbage fire for a recentyribed enemy target. The
investigation concluded that the incident was pnéafgle. The pilot lost situational
awareness and failed to confirm the target withtidnigeting displays before engaging.
Military fratricide incident reports show that lessfrom fratricide are indeed
significant. For example, in Operation GRANBY (199%he UK forces suffered
nearly 80% of their combat losses from fratriciDe&n and Handley, 2006:4).
Although there have been technological advancenusgioyed to support combat
identification, fratricide continues to occur aamhing rates (Wilson, Salas and Priest,

2007:243)

Through the application of Actor Network Theory,aexity Theory, and Systems
thinking, we seek to generate insights from a &yst’ perspective regarding
accident aetiology, thereby revealing propertieghefproblem space that help to
garner a better appreciation and understandingdaemgasuch accident attributions as
‘pilot error’. Drawing upon case studies stemmirani incidents of fratricide, we
examine the accident aetiology that so often IdoKpilot error’ as the start and end

point of investigations. Using a combination ofwim-case and cross-case analysis, as
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discussed in chapter 3, we garner insights frormxamination of three primary

fratricide case studies supported by an additithmale secondary case studies and

informed through distributed simulation experiments

This chapter presents the research data usedimradgthe problem space for this

thesis. In so doing it draws upon the underlyirgptietical foundations discussed in

chapter 2 and the qualitative analysis methodo(cgge study) discussed in chapter 3.

Section 4.2 begins with a discussion exploringftbguency of occurrence, causes of

fratricide and its evolution within the processGdmbat Identification (CID). Section

4.3 introduces the primary/secondary fratricideecstsidies outlined in tables 4.1 and

4.2. Section 4.4 presents concluding remarks deggithe case studies.

Table 4.1 Primary Fratricide Case Studies

Date Incident Nations involved
17 Feb Apache Helicopter/Bradley US/US
1991 fighting vehicle
17 Apr F-16/ Canadian soldiers US/Canada
2002
14 Apr F-15/Black Hawk helicopter US/US (multinational
1994
Table 4.2 Secondary Fratricide Case Studies
Date Incident Nations involved
5 Dec B-52/ US soldiers US/US (multinational)
2001
22 Mar Patriot missile battery/RAF US/UK
2003 Tornado
28 Mar A-10/ armoured vehicles US/UK
2003
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4.2 FRATRICIDE OVERVIEW

Fratricide is often cited as an unavoidable featiin@ar, stemming from what is
commonly termed ‘fog of war’ (Ministry of Defenc2002:9). With this in mind, we
are reminded from Normal Accident Theory that agiaccidents are a “normal”
result or an integral characteristic of the systBeason (1997) argues that serious
accidents in organizations responsible for the mament of hazardous technologies
may be rare, but they are inevitable over time hvihe advent of satellite
communications and the constant presence of theaméthe war front, the realities
of warfare have reached the living rooms of theegalnpublic. The Ministry of
Defence (2002:12) reports that, ‘Public opiniotess tolerant of any casualties,
especially those incurred through fratricide, whitseoverall aim is questionable’.
This reluctance of the public to accept casuafissicularly resulting from human

error has most certainly shed light on the issukeadficide.

Definition

The term ‘fratricide’, ‘amicicide’, ‘amicide’, ‘frendly fire’, ‘blue on blue’ are all
terms denoting the action of an accidental deatimets own forces. There are
numerous definitions of fratricide in the literagwepresenting national and
organizational views. The US Joint Publication 1(PR01:222) defines friendly fire
as ‘...a casualty circumstance applicable to perkdlesl in action or wounded in
action mistakenly or accidentally by friendly foscactively engaged with the enemy,

who are directing fire at a hostile force or wisathought to be a hostile force’.
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The UK Joint Doctrine Publication 0-01.1 (2006: F#léfines fratricide as ‘the
accidental death or injury which occurs when frigridrces engage their own forces

believing either them, or their location, to beesr@my target'.

Analysis conducted by The Technical CooperatiorgRimme (TTCP) under the
auspices of Action Group (AG) 13 has made signmificantributions to the literature
on fratricide. The AG 13 defines friendly fire as & friendly fire event is the
deliberate engagement of non-enemy entities bgdheforces in the belief that the
entities are enemy. Entities include both persoandlmaterial’ (Caseley, Dean,
Gadsden and Houghton, 2007: 544). Common themesrtiss the various

definitions include: mistakes, accident and bekgfarding target identification.

The statistics on fratricide provide a quantitativeasure thereby highlighting the
significance of the issue. The traditional wideged method of representing fratricide
statistics as described in Outteridge, Catchpoémddrson and Shanaha (2003:15)
presents it in terms of a simple ratio between gwaups of friendly casualties

(equation 4.1).

Number of friendly casualties by friendly fire 4.1)
Total number of friendly casualties

As described in Syms and Salt (2004), a numbetudliess have provided insight into
the issue of fratricide such as Shrader (1982)War(1990), Bickers (1994), Regan
(1995), Kemp (1995), Waterman (1996), Bowden (1998pok (2000). Shrader’s

(1982) historical study of fratricide containingeview of existing literature on World
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War |, World War Il, Korean War and the Vietham Waentified 269 cases of
friendly fire involving US ground forces. Shrad&®82) concluded that amicicide
accounts for something less than 2 percent of deessia battle. Outteridge et al.
(2003) reported that based on the study of Steind@84) that examined historical
evidence of the 20century, that fratricide rates are at least fiveight times the
generally accepted two percent figure. Steinwe@4120) concluded that ‘Fratricide
rates have been, and are, conservatively 10-1®peot our casualties’. This is
supported by the results of the United States ©fiicTechnology Assessment (OTA-
ISC-537:1993) in that the official fratricide rdta Desert Storm was 24 percent and
hence stated that the past fratricide rates tmbendetermined. A comprehensive
study conducted by Syms and Salt (2004) examineouats of fratricide uncovering
1318 separate incidents of which 1238 were posb1BBe study spans a period
dating back to 480 BC to present day. Their analgsbws that recent fratricide rates
far exceed the 2% reported by Shrader (1982). Antlbagnvironments (Air, Land,
Sea), the occurrence of fratricide is not symmalridhe data compiled by Syms and
Salt (2004) show that air to ground fratricide actted for 40% of the total for the
20" century as a whole. Table 4.3 presents fratristeéistics cited in Outteridge et al.

(2003:18).
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Table 4.3 Fratricide Statistics (1914-1991) (detift@m Outteridge et al. (2003:18))

Conflict Sour ce of data Fratriciderate
World War | Besecker Diary (Europe) 10% Wounded in Action
(1914-1918)
World War Il Bougainville Study 12% Wounded in Action
(1939-1945) 16% Killed in Action
Korea 25" Infrantry Division 7% Casualties
(1950-1953)
Vietnam WDEMT (autopsy) 14% Killed in Action (rifle)
(1961-1970) WDEMT (autopsy) 11% Killed in Action (frag)
WDEMT 11% Casualties
Hawkins 14% Casualties
Grenada TRADOC 17% Casualties
(1983)
Just Cause US Department of Defense  5-12% Wounded in Action
(1989) 13% Killed in Action
Desert Storm US Department of Defense 15% Wounded in Actign
(1990-1991) 24% Killed in Action

Further to the above statistics, the extent ofifigke incidents and near misses is
acknowledged with the report that during the pefetiruary 2004 to February 2005,
32 attacks on British and other coalition vehigtesouthern Iraq were classified as

‘friendly fire incidents’ ( CBC News Online, 2007).

Fratricide causes/insights

Fratricide has been regarded as a matter of mispton of a decision-maker
regarding reality or ‘ground truth’ (Syms and Salip4). Decision-making, within the
context of a cognitive process situates the blam#he pilot for any outcomes
resulting from his/her decision: a decision basedwperfect knowledge and
uncertainty. Hence we are presented with the figglof pilot error as the root cause

in the accident aetiology.
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Loss of Situation Awareness (SA) has been cited$yources, (FM-1-114, 2000: I-
0, 1), as a primary cause of fratricide characterizy: Target identification errors;
Navigation errors; Communications errors; and Weagroors. The most common
cause of fratricide, as reported by Ministry of Befe (2002:7) is a ‘lack of
Situational Awareness through poor identificationl @o-ordination of forces, and
failures in communication together with inadequatacedures’. Loss of situation
awareness appears to be an underlying theme daitrgsde cases of which air-to-
ground incidents are the most prevalent. Maintgjr@wareness of the flying
environment is a primary task for any aviator. &sctibed by Endsley (1999), SA
describes a cognitive mental model comprised diésps: Perception, Understanding
and Projection (figure 2.5) and as such is conaxtuth spatial and temporal
dimensions. The degradation of SA has been linkedtention management and
perception challenges arising from a variety ofalaes that negatively impact

judgment and decision-making.

An analysis of fratricide incidents conducted byd&#en and Outteridge (2006:8-9)

details 12 high-level causal categories of failina characterizes fratricide (Table

4.4).
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Table 4.4: Causal categories of failure regardiragricide

12 High Level Causal
Categories
¢ Command and control
* Procedures
* Equipment/technology
» Situational awareness
e Misidentification
» Physical/physiological factors
» Pre-deployment preparation
 Team work
* Environmental factors
* Communications/information
» Platform configuration
» Cognitive factors

Of these the most prevalent categories of causiatatide, as identified by this
particular analysis are: Communications/ InformatiGommand and Control,
Procedures, Misidentification, and Cognitive Fast@&@ituational Awareness is
highlighted as a major contributory factor as wélk discussed in chapter 2,
complexity thinking recognizes the condition of mifulality and multiple causation.
As noted in Gadsden and Outteridge (2006:7) ...iectd rarely (if ever) have single
cause. There are often complex interrelationshgpadien contributing factors, which
can occur at different levels (strategic, operatipand tactical) and with different

levels of impact'.
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Combat Identification

Within the context of military aviation and fratide, combat identification has been
cited as a means by which military units distinguisend from foe during operations.
Ministry of Defence (2002:19) defines combat idkcaition as ‘.. System of systems
which aim to provide commanders with rapid, secposijtive identification of

platforms, equipment and people in or approachieglbint operations area’.

As detailed in Dean and Handley (2006:9), MinistfyDefence (2002:1) describes

Combat Identification (CID) in terms of three compats:

1. Tactics, Techniques and Procedures (TTPs) — Teobpdias to be operated
within an overall military process. TTPs define ttipgocess, and should be
designed to supplement the characteristics of #vsgmnel and technology

deployed in the battle space.

2. Target Identification (TID) — The process that walo the immediate
determination of a contact’'s identity by friendlgiscrete platforms or
individuals. TID also refers to specific types gé®m, which can either be co-
operative (exemplified by IFF transceiver systenos) non co-operative
(exemplified by submarine passive sonar and Eleir&upport Measure

(ESM) systems).

3. Situational Awareness (SA) — The aim of SA is thevgsion of a timely, high
fidelity, operating picture to enable commanders udaderstand their
operational environment. SA concerns the undedstgnderived by an

observer about their situation; Situational Infotimia (Sl) is used to represent
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the information available to them through aids sasha tactical picture and

other reference information derived from reporttatlases etc.

The three components of CID are integrated andgtst! within the four distinct CID
processes: Detect, Classify, Recognize and Ideritdymnewo et al. (2007b:8) defines
them accordingly:
1. Detect. A vehicle, person or structure of possmiitary interest is
noticed. The military observer takes action to sedor further

information.

2. Classify. The object is distinguished by classhsag wheeled or

tracked vehicle, animal or human.

3. Recognize. The object is distinguished by categaurgh as tank or
personnel carrier in the tracked vehicle clasthdfobject is human,
elements of the person, such as lack or presenegugbment, head-
gear, or posture are used to determine if the passof military

interest.

4. ldentify. The object is distinguished by model (e4gdoor sedan if a

vehicle) and the force allegiance (friend, foe) etaetermined (but not

confirmed). If the object is human, elements ofggkeson, such as
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clothing, equipment, posture and/or gender are tsddtermine if the

person is armed or potentially combatant.

The impact of poor combat identification descriledlational Audit Office (NAO,
2006:2) include: friendly troops killed/woundedaation, neutral personnel killed or
wounded, restrictive operating procedures, civitasualties, strain on coalition
operations, reduced force morale, enemies not eagagcause wrongly identified as
friends, temporary reduction in tempo of operatifoi®wing friendly fire incident,

loss of equipment and damage to civilian propenty iafrastructure.

The analysis conducted by Famewo et al. (2007&ats\the inherent complexity of
the CID process highlighting the factors affectdegision making from pre-incident

to post incident. Famewo et al. (2007a:21) arghasthe CID process:

...Is not a simple stimulus-response task, but ve®lkcontinuous decisions
(implicit or explicit) that serve to build one’dsation awareness and create
expectations about the environment and peoplesasise threat level of a

contact, and also evaluate actions taken.

What underlies the CID process is the requirem@obmbine information. Famewo
et al. (2007b:7) argues that ‘...not only must dataesh information (e.g., visual cues,
sensors and communication) be aggregated, butst atso be combined with
cognitively driven elements of information (e.gxpectations, beliefs, knowledge

from previous experiences)’. Figure 4.1 capturesstilient process and information
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flow associated with combat identification as preed in Dean, Vincent, Mistry,
Hynd and Syms (2005:22). It highlights the devatept of SA (influenced and
constructed) with relevant knowledge and expeatatioom memory and retrieved

information.

Decision Process
Perception
Memory
Comprehension
o Retrieved
Projection Information
Reports
Decision ‘Picture’
Compiled . Organic and Battlefield
View A A 3" Party Entity
- X Information
Decision Output Categories i
Detection Classification
. What type of
Is it a target? A
target is it? A ted
. ggregatec Maximum information
information available available o sensors
e Action to observer
Identification Should 1 kill it
Is it friend! eI ULIINE Maximum information
Y report it, hide
hostile or portit, available to observer
from it, or
neutral? . .
ignore it?
Total Information

available for decision

Figure 4.1- Information Flow during a CID (Dearaét 2005:22)

The decision making process associated with Cidast closely aligned with

Recognition Prime Decision making (Klein, 1997) rdwerized by situation

assessment, pattern matching and mental simuldigume 2.7). As described in

Famewo et al. (2007b:17) ‘It involves sizing up Heiation, forming expectancies
about what will happen next, determining which caesmost relevant, recognizing

the goals reasonable to pursue and recognizingctioa to apply in the situation so
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that it can be implemented (Klein, 1997)". It [gparent from the discussion and
figure 4.1 that one of the underlying elementshef decision making process is the
requirement for information aggregation which inxesg both the weighing and
combining information that is relevant to the CIDhis process becomes apparent in

the case study description in chapter 5 examinedign the lens of ANT.

4.3 CASE STUDIES

PRIMARY FRATRICIDE CASE STUDIES

Three case studies bound the primary examinatitiheoproblem space: Apache
helicopter/ M113 fratricide (1991); F-15/Black haw&licopter fratricide (1994);

Tarnak farms F-16/ Canadian ground troops fratei¢2D02).

CASE STUDY: Operation Desert Storm: Apache helicopter Fratricide incident:
17 Feb 1991

An excerpt from the GAO/OSI (93-4) report describesfratricide incident.

‘On February 17, 1991, at approximately 1:00 aPerg¢ian Gulf Time), a US Bradley
Fighting Vehicle (Bradley) and an M113 Armored Persel Carrier (M113) were
destroyed by two hellfire missiles fired from anakhe helicopter. Two US soldiers
were killed and six others were wounded in thedant. The incident occurred after
US ground forces, which were deployed along anwast line 5 kilometers north of
the Saudi-lraqi border, reported several enemytisigh north of their positions. In
response, a ground commander called for Apachenetssance of the area. A team
of three Apaches subsequently found two vehiclésghwvappeared to be those

described by ground forces. These vehicles weracina Bradley and an M113'.
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The investigation into the Fratricide incident @f Beb 1991 involving Apache
helicopters and Bradley Fighting Vehicle and M1I8wared Personnel carrier,
revealed human error to be the primary cause. VeatECausal Factor analysis
derived from the case study material reveals ti@#pache Battalion Commander,
who led the team of three Apaches, read the wroidgcgordinate on his navigation
system while flying as copilot/gunner. As a resh#, misidentified the target vehicles’
location as being north of the line of friendly w&hs and in the exact location of one
of the reported enemy sightings. Relying on thisreeous information, the Ground

Commander authorized the Apaches to engage thetsarg

It is relevant to this discussion to note that friendly fire incidents preceded this
accident. As briefly described in GAO/OSI-93-4 (392), the February 1 incident
exposed problems with the Apaches’ AN/APR-39A (\Rddar Warning Receivers,
revealing how friendly emissions would be charazes as enemy signals. This is
important since such information is integrated ith® ROE as a source and trigger for
a response. The February 15 incident highlightechieed for special control
procedures to avoid fratricide in the desert’sdeaess terrain. In this particular
incident, an Apache copilot/gunner visually misitiéed a Bradley as an enemy
vehicle and fired a Hellfire missile at it. The w&h was not struck, apparently
because the copilot/gunner had observed the tingreigh the Target Acquisition and
Designation System (TADS) but had mistakenly sekkein alternate tracking choice,

the Integrated Helmet and Display Sight Systemkatl a sighting mechanism in his
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helmet for the laser-guided missile to follow. Aseault, the missile followed an

inaccurate line of sight (GAO/OSI-93-4, 1993:17).

As described in the case study material, the pitatipg event that led to the fratricide
incident of 17 Feb 1991 stemmed from the sightinghovements of suspected enemy
vehicles north of where the task force’s line ofatte had halted. Reported sightings
by the gunners using thermal sights, positioneddhgets in excess of 5 kilometers
away. The resolution of these imagers resultedin a blip of light and the systems
could not distinguish shape outline. Using Grouaddr Locator Designator, targets
were detected at 3 kilometers and appeared todagateng into smaller groups and
hiding in the folds of the terrain. The track ogpacted enemy movements was
considered consistent with what the US forces eregec(GAO/OSI-93-4, 1993:28).
Believing that all TF-41 vehicles were positionedith of berm, the task force
Commander requested assistance from the Apache®aating the targets.

At 1142 16 February 1991, a launch order was receby 1-1 AVN from the Brigade
Commander to destroy the targets. The 1-1 AVN Contdeawas concerned with the
mission because of the adverse weather conditibimshvincluded winds in excess of
30 knots and blowing sand. In spite of the misgiginegarding the mission, the
Brigade Commander ordered the 1-1 AVN Commandg&unoch the aircraft. The
conditions were such that the Commander and his Ipdd difficulty locating their
aircraft in the blowing sand and lack of moonlighhe of the three Apaches almost

crashed on takeoff because of the high winds.
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Due to the short notice launch ordered by the Bieg@dommander, the Apache crews
launched with only a basic knowledge of the eneetyiales’ reported position and
had to develop the mission plan based on thoseteefidenerally however, crews
receive detailed permission briefings regardingy thgsignments which include such
topics as intelligence summaries, weather, balle @nd status of radios.

The primary target grid position was manually eadieinto their respective Fire
Control computers of the Apache helicopters. Appho®g the operations area, the
Apaches observed friendly vehicles facing nortiploled along an east-west line,
which they identified as the screen line. Approagthhe search area on a north east
line vice north line perpendicular to the front thpaches received authorization from
the task force commander that they could shootamytorth of 25 grid line. While
conducting the screen, the Apaches reported tvgetsuabout 6000 meters off the
nose, which he estimated to be on the 29 eastguest As noted in the report,
‘apparently , none of those listening to the radadfic realized the Apache’s
miscalculation, namely that if the Apaches werdtmm®ed on the 9123 grid lines at
068 degree compass heading, targets positionedr§@@fs directly in front of them
would be approximately the 25 east-west grid- het29 east-west grid’ (GAO/OSI-

93-4, 1993:36).

Working with these targets, the Apache lead hetigopsing the TADS, lased and
stored the coordinates of the targets in the Faet®l Computer. Gunfighter 6 (firing
unit) gun tape recorded the first three grid cauatks in the system. Gunfighter 6

observed the following readout:
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0 38R NT 96592446 A+ MO4

138R NT 91602700 A+1024

2 38R NT 91302910 A+1101
Gunfighter 6 thought he was reading the grid cowtdis for the vehicles he was
seeing 6,000 meters away on the 070 heading, wirch stored in position O.
Instead, he read the search coordinates givemt@hthe beginning of the mission,
which he had manually input and stored in posifionThe ground commander, Iron
Deuce six, confirmed that the coordinates werectyavhere we shot the last
vehicle. Looks like we killed one of them. Those #re enemy. Go ahead and take
them out’ (GAO/OSI-93-4, 1993:38). This comment waede under the assumption

that the Apache was relaying the correct position.

The vehicles at that location were beside eachr ethereby the Apache remarked:
‘915270. Looks like one vehicle pulled up to anottwe there. They may be
transloading people’. This was consistent withgbenario as understood.

Although correct position information was relaygdtbe other apache helicopter, it
was not acknowledged by Gunfighter six. Duringebarse of the event, the Apache
misread the coordinates 3 times. Upon firing a fitelmissile, the Apache reported

that the first target was completely destroyed.

Following the incidents of 1 and 15 February, dnelrecognized problems

encountered in the stark desert terrain, the neespfecial control procedures to avoid

fratricide was discussed. This SOP required air¢oafly on a heading of south to
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north, perpendicular to the screen line, whenegpraaching their targets. Following
the incident, the Brigade Commander had the impredbat the 1-1 AVN
commander had failed to brief the soldiers undsrcbmmand about this new

procedure since it was not adhered to the everfitfiedratricide.

As detailed in the report (GAO/OSI-93-4, 1993:48g engagement priorities for the
Apache helicopters were: (1) immediate threat i & immediate threat to team
members, (3) immediate threat to ground forces,(dphdther targets in priority. The
rules of engagement state
Criteria for determining clearance to fire will dssseminated through the
chain of command. In situations where air crewsuaieertain as to the
identification of the target, or doubt exists ttteg target is hostile, the
following criteria will be used: a. if the targetramits a hostile act, it will be
immediately engaged. b. If the target cannot bealig identified as hostile, it
will not be engaged until confirmed as hostile bieast one report from US or
Allied Forces in relation to the target’s positiamd orientation on the
battlefield (GAO/OSI-93-4, 1993:48).
The Apache gun tapes clearly show that no hosttierahad been taken by the target
vehicles during the course of their CID. Althougle AN/APR39A (V) | Radar
Warning Receiver (Voice Warning) repeatedly waraedossible enemy presence,
the immediate nature of the threat is arguableceSine target could not be visually
identified as hostile and was not committing hesditts, the |-l AVN Commander’s

decision to confirm the target coordinate with grdwommanders was consistent with
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the SOPs. Unfortunately, however, ‘the I-| AVN Cmander provided incorrect
information to the ground commanders, who were deéest upon him for

information regarding the target’s position’ (GAGB(93-4, 1993:48).

The training conducted by 1-1 AVN prior to deploymheoncentrated on attack
missions that involved clearly identified targe&himd enemy lines. This fratricide
incident involved a reconnaissance mission in cys&imity to friendly forces.
Supporting this was the commander’s insistence poithe incident that the Apache
was not designed for reconnaissance missions. plaiagd ‘...that the target-viewing
screen used by the copilot/gunner is only 3.6 iachigle, limiting the
copilot/gunner’s ability to distinguish betweerefndly and enemy vehicles’
(GAO/OSI-93-4, 1993:48). Coupled with this are téehnical ‘misalignment’ of
system threat warning systems. The AN/APR-39Al(Radar Warning Receiver
(Voice Warning) had been installed on the Apachisvaweeks before the aircraft
were deployed to the Persian Gulf. The new systesd an electronic voice, instead
of a tone, to warn crew members of enemy radaigandracking of their aircratft.
Only after the Apaches were deployed on missionkarPersian Gulf War was it
learned that the AN/APR-39A (V) | misinterpretedrsals from U.S. Army Ground

Surveillance Radars as enemy signals.

The incident can be summarized within the contéxthe CID process. The four
distinct processes of CID (Detect, Classify, Recogrand ldentify) were
compromised resulting from deficiencies in the Ctinponents (TTPs, TID, SA)

revealing a disconnect betweendata-driven information (e.g., visual cues, sensors
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and communication) and cognitively driven elemaitsformation (e.g.,
expectations, beliefs, knowledge from previous eepees)’ (Famewo et al.,

2007b:7).

CASE STUDY: Operation Provide Comfort: Black Hawk fratricide incident: 14
April 1994

On April 14, 1994, two U.S. Army Black Hawk helideps and their crews assigned
to Operation Provide Comfort were transporting Uited Kingdom, French, and
Turkish military officers; Kurdish representativesid a U.S. political advisor in
northern Irag. Concurrently, a U.S. Air Force Airbe Warning and Control Systems
(AWACYS) aircraft was flying over Turkey to provi@grborne threat warning and
control for Operation Provide Comfort aircraft, uding the Black Hawk helicopters.
The pilots of two U.S. F-15 fighters patrolling tarea misidentified the Black Hawks
as Iragi Hind helicopters and shot them down,rgllall 26 individuals aboard
(GAO/OSI-98-4:2). There were three key playerdis tncident: a US Air force E-3B
AWACS, a 2 ship flight of US Army UH-60 Black Hawkelicopters and a 2 ship
flight of US Air Force F-15 C Eagle fighters. Thentext of this incident is shaped by
the fact that this fratricide was preceded by 50,00urs of incident free flight

operations executed during Operation Provide Camfor

Daily flight operations were referred to as “missjgackages”. The AWACS mission
package involved the following: (1) control airdrahroute to and from the tactical
area of responsibility (TAOR), or no-fly zone; @)ordinate air refueling; (3) provide

airborne threat warning and control in the TAORG &h) provide surveillance,
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detection, and identification of all unknown airfti@igure 4.2). F-15 fighters, as the
first aircraft in the TAOR, were to search—*“sarefiz-the area with radar and
electronic measures to ensure that it was clehostile aircraft and then fly orbit to
provide air cover for the rest of the package. Ahmy’s Black Hawk helicopters flew
supply and transport missions for the Military Gaioation Center. They also
provided transport into the TAOR to visit Kurdisilages and maintain a visual

presence (GAO/OSI-98-4:3).

On 14 April, the AWACS took off from Incirlik Air Bse Turkey. The mission was to
provide ‘airborne threat warning and air contral & operation Provide Comfort
aircraft’ (Snook, 2000:4). The specific AWACS crewas on its first mission in
theatre, having arrived in country just three dagfore. Shortly after, two UH-60
Army Blackhawk helicopters took off from Diyarbakifurkey enroute to the Military
Coordination Centre (MCC) headquarters in Zakhwe Black Hawks reported their
entry into the no fly zone to the AWACS enroutetcolter and landed 6 minutes
later. There they picked up 16 members of the UldliGon. Subsequently the Black
Hawks reported to the AWACS enroute controller thaty were departing Zakhu

enroute to the towns of Irbil and Salah ad Din li@gmeetings.
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Figure 4.2- Operation Provide Comfort OperatioreaglGAO/OSI-98-4:15)

The AWACS surveillance officer labeled the flight the radarscope track. When the
helicopters landed at Zakhu, their radar and IF&rns on the AWACS radarscopes
faded. The Black Hawk radioed the AWACS and gae# tihestinations on the
enroute radio frequency. Although directives staked all aircraft inside the Tactical
Area of Responsibility (TAOR) should be on the avéaesponsibility (AOR)
frequency, they did not switch frequency. Despite ¢ontrary directive, helicopters
typically stayed on enroute frequency, and no anbaard the AWACS directed them
to change. Because the helicopters remained oenttoeite frequency, they were not
able to hear subsequent transmission on the AQRdrecy between the F-15 fighters
and the AWACS. Additionally the Black Hawks did metet their IFF mode |
transmission on takeoff from Zakhu. Helicopters hapecified mode | for operations
in Turkey but all coalition aircraft were supposedchange to a single, designated
mode | while flying in the TAOR. The AWACS was suged to check the mode IV
of all aircraft as they entered Iraq, but many AW\&ewmembers did not believe

that requirement applied to helicopters. As notethe report (AAIB, 1994:5)
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‘AWACS personnel did not routinely monitor the Blkadawk helicopter flights or
pass information on those flights to other OPCraitcThe result was that there was
no effective coordination of OPC fixed-wing andibepter operations within the
TAOR'. This represents a lack of operational in&gm and cohesion within the

command and control system of this operation.

Two F-15s were tasked that day to be the firstaftan the No Fly Zone (NFZ) and
to ‘sanitize’ it (check for hostile aircraft) beoother coalition aircraft entered the
area. Tiger 1 was lead, with Tiger 2 as his wingnidrey received standard pre-
mission briefings including the current situatidroperation Provide Comfort,
intelligence, weather and the day’s Air Tasking @r(ATO). The F-15s reached their
final checkpoint before entering the NFZ approxiehatin hour after the helicopters
had entered. According to their directives, whezytherformed this ‘sanitizing
sweep’ they were supposed to be the first coaldiocraft into the TAOR (Eflein,
1998:48). They turned on all combat systems, swidhe IFF Mode | code from 42
to 52, and switched to the NFZ radio frequency.yTiteported their entry into the
NFZ to the AWACS. At this point within the AWACS gonand and control suite, the
Black Hawks’ radar and IFF contacts faded as tliedpers entered mountainous
terrain. The computer continued to move the heteoracks on the radar display at
the last known speed and direction, but the id@ntifH symbol (for helicopter) on

the track was no longer displayed. Two minutesraghtering the NFZ, the lead F-15
picked up hits on its instruments indicating thhavas getting radar returns from a low

and slow-flying aircraft. The flight lead reportadadar contact of a low, slow moving
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aircraft and subsequently gave the AWACS TAOR aildr the coordinates of the
contact. The TAOR controller unaware that the Bleekvks earlier transmissions on
the enroute frequency, responded with ‘clean theneaning that he had nothing in
his radarscope at those coordinates (Eflein, 19981j. As noted by Eflein

(1998:51), there exists evidence that indicateshanay actually have had IFF
returns at that spot on his scope, and ‘the apf@atgpresponse would have been
‘paints there’. The proper call should have indechtio the F-15s that the AWACS was

getting a friendly IFF return from the unknown aaft’ (Eflein, 1998:51).

The lead F-15 pilot alerted his wingman and thehkéad onto the contact and used the
F-15’s air-to-air interrogator to query the targdfF code. In accordance with SOPs
and ATOs, all coalition aircraft should have begunavking Mode |, code 52. The
scope showed it was not. The lead F-15 pilot thtcked the interrogation to a
second IFF mode (Mode 1V) that all coalition aiftishould be squawking. For the
first second, it showed the right symbol but fag test of the interrogation (4 to 5
seconds) it said the target was not squawking Mdd&he lead F-15 pilot then made
a second contact call over the main radio, repgakhia location, altitude, and heading
of his target. The wing F-15 pilot replied that Bguipment showed the target. This
time the AWACS enroute controller responded thahde radar returns on this scope
at the spot but did not indicate that this mighelfeendly aircraft. This is significant
since we begin to see the emergence of expectatibiis the CID process (whereby

all aircraft should be squawking the appropriate ¢tede).
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After making a second check of Modes | and IV agdimreceiving no response, the
F-15 executed a visual identification pass to comthat the target was hostile. He
saw what he thought was an Iraqi helicopter. Héeduut his aide memorie with
aircraft pictures in it, checked the silhouettex] alentified the helicopters as Hinds, a
type of Russian helicopter flown by the Iraqis. H&5 wing pilot also reported
seeing two helicopters, but never confirmed thabdw identified them as Iraqi
aircraft. According to the wingman testimony, Lead initially called them ‘Hinds,

no Hip, confirm Hind.’ | was looking down. | did hgo as low as he did on that initial
pass. | was looking at shadows. It appeared toHh@dto me. As | pulled off he
confirmed they were Hinds’ (Younger, 1999:88). Fa&5 visually misidentified the
lead Black Hawk as an Iraqgi Hind helicopter. Altigbthe requested confirmation he
was positive that he saw Iragi Hinds. This ideaéfion was based on their location
within the TAOR, lack of electronic response despépeated queries, their
camouflage paint scheme, and their silhouette® Wihgman believed that they were
Iragi Hinds; he saw nothing to make him doubt fight lead’s visual identification.
He reported tally two, to indicate that he had s®emhelicopters, at about the same
time, the AWACS TAOR controller radioed ‘copy Hinds indicate that he had heard
flight leads transmission. The flight lead took thi@gman’s response as
confirmation, not only of the number, but alsolod type of helicopters. The F-15
lead pilot called the AWACS and said they were prajg to engage enemy aircraft,
cleared his wingman to shoot, and armed his mgdie then did one final Mode |
check, received a negative response, and presséditton that released the missiles.

The wingman fired at the other helicopter and bv¢ine destroyed.
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The ROE governing Operation Provide Comfort weaprigated in OPLAN 91-7.
For the 3 years subsequent to the issue of OPLBN, $he mission continued to
evolve as the political situation continued to amanJnfortunately, neither the ROE
nor the OPLAN were updated again until after-anchlge of the fratricide of 14
April 1994. ROE guidance for the TAOR were as fako(Eflein, 1998:61-62):

a. Any unidentified airborne object in or approachaigspace within a US air
defense are of responsibility will be identified &nyy means available,
including visual recognition, flight plan correlati, electronic interrogation,
and track analysis.

b. When feasible, airborne objects in or approachiegairspace within a US
area of responsibility that have not been satisfdgtidentified by
communications, electronics or any other meansheilintercepted for visual
identification purposes’.

Any aircraft identified as Iraqgi military found rtbrof the 3&' parallel could be
destroyed. It clearly demonstrated that the ROEews&tus based; in other words,
Iraqi aircraft whether rotary or fixed wing, coute destroyed based on hostile

identification alone (Eflein, 1998:62).

The wingman testified that under the ROE, fourcgathrs could be used for

unidentified aircraft to ‘come up friendly’; threeethods were electronic

identification, AWACS confirmation, and visual iddication (Eflein, 1998:64).
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Status based ROE in a joint and combined operatieinherently dangerous given
the limitations and difficulties with regards tateroperability and communication
(Eflein, 1998:65). ‘The ATO contained the ordefflging activity within the TAOR,
detailing radio frequencies and IFF data for eantrait. The fighter squadrons used
the ATO as the definitive guide for the activitythin the TAOR. The army
helicopters were not adequately reflected on th©AEflein, 1998:55). The flow
sheets were derived from the ATO. Since the ATO wesmplete with respect to
helicopters, so too was the flow sheet. Thus ti& IBilots could not interrogate the
Black Hawk mode Il despite the ATO stating that mdidand 1V were to be the
primary means of identification (Eflein, 1998:56l)estimony established that army
helicopters customarily did not change their modguawk while inside the TAOR.
Eflein (1998:57) reports that the noncompliancéhefhelicopters with regards to the

IFF settings was not a one-time occurrence, bustom.

The Airspace Control Order (ACO) the ROE and thecg instructions, are required
reading for all aircrew members. The ACO was dadec 1993 and was largely
based on OPLAN 91-7. It was therefore outdatede(Efl1998:57). The ACO was not
written to include army Black Hawks. Although th€@ specified a common TAOR
radio frequency, the command never ensured tharthg followed the directive
(Eflein, 1998:59). The Aircraft Accident Investigan Board Report Volume 1

(AAIB, 1994:4) stated that there existed ‘....a bikakn of clear guidance from the
Combined Task Force to its component organizatiadditionally ‘...personnel did

not receive consistent, comprehensive trainingisuee they had a thorough
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understanding of the USEUCOM-directed ROE. As altesome aircrews’

understanding of how the approved ROE should b&eppecame over-simplified’.

Following the incident, the fighter pilots engagedelf-blame: ‘We misidentified the
helicopters; we engaged them; and we destroyed.thewas a tragic and fatal
mistake’ (Flach, Dekker and Stappers, 2008:132)e filots viewed their decision
making process in terms of linear series of ematsout acknowledging or

recognizing the ambiguity, risk, uncertainty andgsure of the situation.

The accident aetiology was characterized, in theiop of the Investigation Board
President, as ‘a chain of events’ beginning wign €ombined Task force’s failure to
provide clear guidance to its component organinatithe components’
misunderstanding of their responsibilities, OpemafProvide Comfort’s failure to
integrate Army helicopter and Air Force operatioh®/ACS crew mistakes, and
ending with the F-15 lead pilots misidentificatiohthe helicopters and the
wingman'’s failure to notify the lead pilot heliceps (GAO/T-OSI-98-13). The case
study highlights disconnects between ROE, procedame information derived from
systems thereby revealing a lack of cohesion agdrakent within the systerm of
system construct. As shown in the first case sagiyell, expectations shaped

perception, decision making and action.
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CASE STUDY: Tarnak farms 17 April 2002

In the evening of 17/18 April 2002, a section frivi Company, 3d Battalion,
Princess Patricia’s Canadian Light Infantry BG 82| BG) were conducting a live-
fire exercise in the vicinity of Kandahar, Afghaiis, when they were mistakenly

engaged by two American F-16 fighter aircratft.

As described in the Tarnak Report (2002), on 171202, Coffee 51 Flight took off
from an undisclosed location, tasked to conduaracall interdiction mission in the
northeastern section of Afghanistan. In this r@effee 51 Flight was to transit to the
assigned area, loiter for an undisclosed amoutiina, and then return to its home
base. SOPs mandate that aircraft switch fromdalc8trike frequency to Tanker
Control to facilitate air-to-air refueling. This ssgnificant because it marks a transition
from the combat phase to the transit phase of iksiom, both physically in terms of
communications used, and psychologically in terirth® pilots’ expectation of the
nature of activity they would be facing. At arou2itt21Z, based on the testimony,
Coffee 51 Flight made an unrecorded radio callrgjahat they had observed some
form of ground fire. The aircraft commander of t&/ACS, listening on the same
frequency, stated in his personal written accooat Coffee 51 Flight had reported
that they saw tracer fire, and that they askeleftshould turn back and mark the
position. As confirmed by the testimony of the AWA Mission Crew Commander’s
(MCC) in charge of the mission aboard, the markihthe position was
acknowledged and duly authorized. During that same period, Coffee 51 also

reported that they had ordnance available to dBp21:22:38Z, the time at which
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the recording equipment was turned on in both 5,16 two aircraft had already

turned toward the north and evasively split thenesel

The origin of the ‘ground fire’ was from the Tarn&rm Multi-Purpose Range
Complex attracted their attention. This site, feriy one of the main Al-Qaeda
training installations, had been partially converitgo a multi-purpose firing range.

In this regard, it was used regularly by local deal forces to conduct training day
and night. As part of the planned night exercia&,Company personnel were
conducting a variety of firing drills, encompassegange of weapons from personal
side arms up to and including shoulder-fired aaiktmunitions. Though visible from
the air, the armament being employed was of nathoethe aircraft at their transit
altitude. Nevertheless, one of the F-16s invokedright of self-defence and released
a Mark 82 500-Ib Guided Bomb Unit (GBU-12) Laseridad Bomb (LGB) on the
soldiers’ firing position. The resulting blastlkd four soldiers and injured eight
others, one very seriously. Following their attatle aircraft recovered at their home

base without further incident.

From an air operations point of view, however, g6 pilots involved were not
aware of the Tarnak Farm Op Area, or the plannetifire exercise. Lacking this
critical information, it is apparent that the F{li6ts mistakenly interpreted the live
fire as a threat to their formation, and engagezhugpdecision-making process that
led to the declaration of self-defence and theasdeof a weapon on friendly troops.

Accordingly, it is the overall conclusion of the &d that the proximate fault for the
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outcome of the attack lies with the two F-16 pilot<Loffee 51 Flight. Furthermore,
there are a number of secondary deficiencies ifhairrected, may have prevented the
accident. These are largely but not limited tdesysc shortcomings in air
coordination and control procedures, as well asiomsplanning practices by the
tactical flying units. The effects of these shorhings are compounded by
expectancy on the part of both ground and air aiiies that all Airspace Control

Measures would be understood and applied.

The board concluded that the fratricide was dubédailure of the pilot to exercise
appropriate flight discipline. A key factor in rdmeg this conclusion was analyzing
the pilot's actions in relations to the speciatringions (SPINS) and the linking of the
ROE to their actions. Whereas the pilots' claiat they took appropriate actions in
self-defense in accordance with the standing miengagement (SROE); the CIB
concluded noncompliance with OEF ROE by determitinggpilots failed to leave the
immediate threat area as mandated by the OEF SPNdS$lescribed in Jeter (2004:
382) during military operations involving air asséte JFACC has the authority
through SPINS to further restrict ROE as promuldde the JFC. SPINS are a
primary measure by which the JFACC controls airagpens through campaign
strategy, operational constraints and tactical gaaces. SPINS have several sections
which provide in detail how ROE will be appliednrission execution. They
therefore are just as binding on the pilots as R&3ked by operations orders
(OPORD) from the combatant commander; and forat pol use force appropriately,

he must comply with the SPINS and ROE (Jeter, Z8®).
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Understanding the interrelations of the ROE toatieial fratricide event requires an
understanding of how the ROE are ‘inscripted’ itite operations. As detailed in
Jeter (2004: 406) the OEF ROE state that: ‘Aircaaftays have the right of self-
defense against AAA.” The OEF ROE also state thadircraft should NOT
deliberately descend into the AAA range to engagkdestroy AAA units which fire
well below their altitude’. The OEF ROE detailsre@rovided in OEF SPINS. The
OEF SPINS provide some insight and clarity repraésgrspecific mission planning
information such as minimum altitude levels andeptil AAA locations thereby
detailing limitations within the operations. The BEPINS were comprised of various
articles detailing how ROE was to be applied. Sgdostructions (SPINS) -
Commanders Guidance: This section details CFAC@®agce to all aircrew
participating in OEF. Such guidance addresses tiprah objectives, commander's
intent and mission tasks and priorities. Specigirirctions (SPINS) - Section 3
Communication Article 8.6.2: This article explathe Surface-to-air Fire (SAFIRE)
reporting requirements... Special Instructions (&)} Section 4 Airspace Article 4.3:
Defines and provides the details on where inforomatin[undisclosed] will be
published....Special Instructions (SPINS) - SecidROE Article 5.2.2: This article
describes the concept of self defen[s]e and havillibe applied in theatre... Special
Instructions (SPINS) - Section 5 ROE Article 9: Fhrticle provides the details on
how ROE will be applied for defen[s]e against SABI&l AAA threats... Special
Instructions (SPINS) - Section 5 ROE Article 10idTarticle provides the details on

how ROE will be applied in the case of Air to Grduiittacks. It includes details on
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the right to Self Defen[s]e... Special Instructig8®INS) - Section 6 Operations
Article 2.6 (Jeter, 2004:406). It is important toghasize that the OEF SPINS stated
clearly that it was critical for coalition air fas to do everything they can to minimize

the potential for self-defense situations.

These SPINS represent current binding limitatiom$h@ operational aircrews and
reflect the modifications to the SROE. As descrilvedleter (2004:406) of note are the
limitation set by the CFACC and promulgated in 8®INS that aircraft were directed
to fly no lower than [undisclosed] feet [above grduevel] AGL for normal flying
operations and no lower [undisclosed] feet foratitins in which they planned to
employ ordnance. Of note was that COFFEE 52 sedltiisde warning for
[undisclosed]. As he approached the perceived SER¢Ration, he descended below
[undisclosed] feet [mean sea level] MSL and thituale warning sounded. Jeter
(2004:406) reports that ‘OEF ROE directed thatraftcshould not descend into the
lethal range of a AAA system firing well below themorder to attack in self-
defense’. Testimony from Coffee 51 and 52 statettiey believed that the ground
fire was burning out around 10,000 feet AGL, waldw their initial transit altitude.
What is significant is that there existed a dis@mmetween the OEF SPINS and the
actions of the pilots. The authority to use farceelf-defense in accordance with the
SROE is limited to lawful orders of superiors, sigithin the SROE and other ROE
that were promulgated for the mission (CJCSI-31PA,@2000). As described in Jeter
(2004:407) this would include the SPINS which aresidered a lawful order by the

CFACC which proscribed in detail how to handle AAW/hen the pilot perceived the

129



AAA threat and descended toward the site, placingsélf in harms way along with
transitioning below the restricted altitude, helaied the SPINS. By violating the
SPINS to mark the SAFIRE he lost his ability totjiyshis use of force in self-defense

under the OEF ROE’ (Jeter, 2004:407).

The board identified a chain of events and circamsgs that precipitated the accident.
As reported in the Coalition Investigation Boar@@2) the 17 April 2002 Tarnak
Farms Range incident was a direct and proximatdtresactions taken by the two F-
16 pilots involved. Based on the evidence preskmi@en the pilots expectations
when he encountered what he believed to be SARMRE)isperceived the caliber,
trajectory, and distance traveled of the munitigkdithough ground fire reports
indicate that minimal munitions were fired, all gkl to the ground, he reported that
he perceived elevated fire that he characterizdaiasng out at 10,000 feet with
projectiles that were likely to continue to trawvelce the initial visual incendiary
material dissipated. The misperception was likelyoerbated by the environmental
conditions. Although pilots are trained in NVG lations, their use can contribute to

potential misperceptions.

The investigation revealed that the behavior offFb pilot in flight suggests a
perceptual set or mind set regarding the threatcéested with surface-to-air fire. It
was stated during the course of the investigatianh ‘tvhen perceptual sets are
established, individuals tend to scan the envirortrf@ confirmatory cues.

Information that would negate what is already hdtegenerally receives minimal to
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no allocation of attention. Only information thataverwhelmingly contradictory may
be sufficient to lead an individual to questionreat beliefs or hypotheses or to
change their overall cognitive assessment of atsin’ (CIB, 2002:52).

It was concluded that the lack of situational awass exhibited by the F-16 pilot
follows from poor planning and preparation combimeth problems associated with
attention, misperception, and fatigue. The pilararelized attention and missed
important information that could have redirectesl ¢ourse of action. The
misperceptions held by the pilot were exacerbatekiddiscipline failure in
managing his crew duty day. Added to this werekti@wvn challenges of the night-
flying environment and limitations associated Wil{Gs. The Coalition Investigation
Board found by clear and convincing evidence thatdause of the friendly fire
incident on 17 April 2002 was the failure of [Majdarry Schmidt], the 170th
Expeditionary Fighter Squadron Weapons Officer tredincident flight wingman, to
exercise appropriate flight discipline. This reedlin a violation of the rules of
engagement and the inappropriate use of letha¢fdfader the circumstances, Major
[Harry Schmidt] acted with reckless disregard the foreseeable consequences of his

actions, thereby endangering friendly forces inKaedahar area (Jeter, 2004:379).

Of particular note in these primary case studies Hre issues pertaining to
expectations and trust that permeated not onhhtimean to human relations but also
the human to physical and informational elements leow they had an impact on the
evolution of the accident aetiology in terms of ssmaking, decision making and

action. Within the CID process the accident casd®n to be an entanglement of these
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issues whereby the relations between them becomdottus of the study. In that
sense, ANT provides the appropriate perspective methodology to understand
fratricide and the attribution of human/ pilot etrcAlthough the case studies differ in
time, location and specific circumstances, what rge® as a common thread that
guided action are the ROE and their relational paingi of the socio-technical system
through processes of inscription and translatibrs these issues that precipitated the
requirement to conduct simulation studies withigsyathetic environment to better
understand and explore the nature of SA and tlee aetwork processes of inscription

and translation. This will be discussed in detaithapter 5

SECONDARY CASE STUDIES
The secondary case studies are introduced as sungparaterial to provide further

insight into the problem space associated withiifide. These case studies are
comprised of B-52 JDAM Incident (2001); US Patitissile/ UK Tornado (2003);

and US Air Force A-10/ UK soldiers (2003).

CASE STUDY: B-52 JDAM Incident 05 December 2001

On 5 Dec. 2001, a U.S. Air Force B-52 dropped a @#8ed Joint Direct Attack
Munitions (JDAM) on a friendly position near SaydtimA Kalay, Afghanistan, killing
three U.S. Service members and five Afghan soldassvell as injuring numerous
US and Afghan soldiers. Central to this fratricideident was the use of a hand-held
GPS receiver. Investigators of the incident deteediithat the ground forward air
controller was using a hand-held GPS receiverno ememy coordinates to the B-52

so that the aircrew could then program their paydo@ JDAM bomb), to hit the
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precise coordinates given to them by the groundrotber. In this case, the procedures
were correct except that the coordinates givehédt52 were not the enemy’s
position, but rather the friendly position of theSJand Afghan fighters (Musselman,
2008). The investigation also discovered that tR&@eceiver’s batteries had been
replaced just prior to the passing of the coordigatVhat is of significance to this
sequence of events is that when the batteriesigslecific GPS receiver are
replaced, the GPS, upon powering up, displayausent location. The ground
controller had mistakenly thought that the GPSixecavould display the last known
coordinates prior to being shut down for battegcpiment, which was the coordinates
of the enemy position. In addition to the replacetd# the batteries, another item of
doctrinal interest occurred that contributed t@ thishap: the sending of friendly
coordinates in the improper format. In accordanitk WCAS doctrine, an enemy
position is sent as a 10-digit coordinate andenftly position is sent as a 6-digit
coordinate. Sending the enemy position as a 1@-chgirdinate improves the accuracy
of the weapon system. Conversely, the coordindtadriendly position is passed as a
6-digit coordinate to decrease the accuracy ofeargmy weapon system that might be
employed against them if the enemy has signaldaf#ion capability. In this incident,
both friendly and enemy coordinates were passdéding the 10-digit format. This
highlights that an additional doctrinal misapplioatoccurred in concert with the

wrong coordinates being transmitted to the B-52.

The accident highlights the inherent danger of arcenflict and the potential for

fratricide on the battlefield and in particular tt@nduct of close air support and
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training. What is important to recognize is tha tontroller in this incident had
completed the requisite training prescribed byWls&F for the conduct of close air
support but the training did not include the usa @PS receiver and the intricacies
surrounding its use. What is important to notéhét none of the services has a
curriculum requirement to train their ground cotiéns in the use of a GPS receiver,
even though the GPS is integrated as part of tieeginal operating procedures. Most,
if not all, of this type of training is accomplighe the context of on-the-job training

(0JT).

One unique ability of the GPS receiver is thatih take information derived from a
laser designator or range finder, process thatnmétion and compute a location based
on slant range from the laser source. In this tashthe location of an enemy position
can be determined to within just a few meters. Bérefits of this technology is
evident given that traditional methods involving tise of map estimation is limited in
accuracy to hundreds of meters. As describednnd3i (2003:25-290) the question
arises then why is the GPS not the preferred medhawstruction at the service
schools? Had the training of this Air Force growndtroller included the use of a

GPS receiver, he may not have made this type dhk@on the battlefield.

What this particular case brings to light is thikarece on technology given its
inscribed accuracy and reliability. The appareck laf doctrinal and HCI training
suggests how the simplicity of use associated stahdard GPS systems has made it

second nature to the operator, almost an apperaddge human. The over reliance on
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this technology is well articulated and exploredathnson, Shea and Holloway
(2008:1) who note that ‘ National Oceanic & Atmospheric Administration (NOMA
released a warning in 2002 about some of thesysteffacts of GPS on navigation
behaviour. In particular, they observed that soraeimers were more willing to
follow higher risk routes closer to known hazardsduse they felt confident in the
use of GPS technology to accurately identify theipan of those hazards’. Emerging
from this case study are issues pertaining to éa&pien of accuracy and reliability

trust, technology and the system.

CASE STUDY: USPatriot Missile 22 Mar ch 2003

Royal Air Force Tornado GR4A ZG710 was returnind\ticAl Salem Air Base in
Kuwait on 22 Mar 03 when it was destroyed by a UBnAPatriot Surface-to-Air-
Missile after being mistakenly identified as amgirAnti-Radiation Missile. The
aircraft was the second of a pair of Tornadosnfiyas part of a package of Coalition
aircraft, operating during the early part of the walraq. Both members of the crew

were killed instantly when the missile hit theircaaft.

The Tornado had been operating as part of the RétRldat Air Wing based at Ali Al
Salem in Kuwait. All flight preparations includirgiefings, start up, take off and the
operational phase of the sortie were all complatedlanned. As part of the preflight
checks, the Identification Friend or Foe (IFF) systwas checked by the ground crew

and confirmed to be working correctly. The Tornadas returning to Kuwait airspace
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after their mission over Iraq and had just begdescent towards Ali Al Salem. At an

altitude of 17938 ft during its transit back itsvstruck by the Patriot missile.

During this time the Patriot Battery crew were ntonng for Iraqi Tactical Ballistic
Missiles when the Tornado was tracked by theiresystThe Patriot system indicated
that an Anti-Radiation Missile was coming diredtbyvards them. The track (Tornado)
was interrogated for IFF but there was no respddaeing met all classification
criteria, the Patriot crew launched the missilel #re Tornado, mistaken for an “Anti-
Radiation Missile”, was engaged in self-defencee Patriot crew had complied with
extant self defence Rules of Engagement for dealitiyg Anti-Radiation Missiles

(MOD: 2004:2)

It is clear that the immediate cause of the acdidexs that a Patriot missile destroyed
the Tornado. The Board concluded that the followugge contributory factors:

Patriot Anti-Radiation Missile classification crite; Patriot Anti-Radiation Missile
Rules Of Engagement; Patriot firing doctrine arglctraining; Autonomous Patriot
battery operation; Patriot IFF procedures; ZG71BFs serviceability; aircraft routing
and airspace control measures, and Orders anddtistrs. A variety of other factors

were considered and discounted once the eviderttbden analysed.

The development and fielding of the Patriot airethske missile system in the early

1980s represented a significant improvement inaiperal capability that allowed the

US to wage a computer-aided air battle by incopagadecision-making logic into
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the weapon system itself—as opposed to a sepafasgstem. This capability through
its decentralized engagement logic, permited opes@b handle a larger number of
threats and speeds engagement by automating podidhe decision-making
process. The systems received accolades resultingifs operational success
demonstrated countering the Iraqi tactical badistissile (TBM) threat during
Operation Desert Storm and most recently duringr@jmn Iraqi Freedom (OIF). In
both Gulf wars, TBMs were successfully engaged d&tyiét employed in a fully
automatic, operator-monitored mode however theseesses were mared by an
unacceptable number of fratricidal engagementibatable to track misclassification

problems, particularly during OIF (Hawley, Mareslagiamannco, 2005:2).

The CID process inherent within the Patriot systéemtifies hostile missiles through
their flight profile and other characteristics, luding the lack of an IFF response. The
criteria programmed into the Patriot computer weased on the many different Anti-
Radiation Missiles available worldwide, and wereréiore very broad. In this
particular incident the flight profile of the Torm@a met these criteria as it commenced
its descent into Ali Al Salem. The results of theastigation noted that the criteria
used to identify hostile missiles should have beetter managed, based on the known
threat from Iraq, and concluded that the generit-Aadiation Missile classification
criteria programmed into the Patriot computer weo®ntributory factor in the
accident. The Board concluded that the ROE aswuocwith Patriot System was not
robust enough to prevent a friendly aircraft bestagssified as an Anti-Radiation

Missile and then engaged in self-defence.
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As described in Hawley et al. (2005), Patriot cransstrained to react quickly, engage
early and to trust the Patriot system. In hindskgid the crew delayed firing, the
Tornado would probably have been reclassifiedsaflight path changed. The crew
had about one minute to decide whether to engageciiew was fully trained, but

their training had focused on recognising gendmiedts rather than on those that were
specific to Iraq or on identifying false alarms.elBoard concluded that both Patriot

firing doctrine and training were contributory fact in the accident.

The Patriot crew was operating autonomously, wighiary role of protecting
ground troops from missile attack, but the RuleEmjagement allowed the Battery to
fire in self-defence. A critical component of i@pability lies with its communications
suite which was apparently still in transit frone tdS, therefore contact with the
Battalion HQ and other units was through a radiayreiith a nearby Battery, which
was equipped with voice and data links to and ftbenBattalion HQ. The lack of
communications equipment meant that the Patriat did not have access to the
widest possible “picture” of the airspace arourehttio build situational awareness.
The Board considered it likely that a better unterding of the wider operational
picture would have helped the Patriot crew, who ldidlien have been more likely to
identify the Tornado as a friendly track, albeieomithout a working IFF. The Board
concluded that the autonomous operation of thed®&@attery was a contributory

factor.
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As described in Hawley et al. (2005), IFF is a systlesigned to identify
automatically whether or not a particular assethsas an aircraft, is a “friend or foe”;
civilian Air Traffic Control also use it to identifand track aircraft. The system works
as a challenge and reply whereby a signal is sent the ground or air to the aircratft,
which then replies with the appropriate code thgaoviding identification. There
are five different modes of IFF, which can worlpiarallel or alone. These include
Mode | (an unencrypted code, which was used inlragll the Coalition aircraft) and
Mode IV (an encrypted form of IFF). Investigatidmosved that the Patriot Battery’'s
IFF interrogator for Mode IV was working throughdhe engagement period, but that
Mode | codes were not loaded. The Board believatiahtonomous operations
without voice and data connections to and from&@iath HQ might have contributed
to the difficulty the Battery had in receiving thde | IFF codes. The Board
concluded that the lack of IFF Mode | codes incedake probability of the accident,

and was therefore a contributory factor.

The Board considered IFF serviceability, poter&#l failures, and aircrew actions
relating to the IFF. Following initial investigatipit became apparent that certain
power failures associated with the IFF may notispldyed to the crew. The most
likely explanation for the absence of an IFF reggowas that there had been a power
supply failure. The Board recommended that furtherk be conducted to research

the failure modes, reliability and serviceabiliiytbe Tornado IFF system.
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As described in Hawley, Mares and Giamannco (2®)5:2the Boards of Inquiry
examining the root causes of Patriot fratricidedeats during Operation Iraqi
Freedom concluded that the training provided toarams was a contributing factor’.
The training practices of the air defence commuwiye criticized for their emphasis
rote drills rather than high-level judgment. ‘Wiais means is that much pre-OIF
Patriot training was reduced to a stimulus-resp@xsecise with little intervening
thought or judgment: If you see X...Then do Y. A rateew-drill approach to training
might be appropriate for many aspects of air defeperations (e.g., march order,
emplacement, system set-up, etc.), but it is nitalsle for air battle operations or
management. These require a focus on adaptiveiaieomaking within a complex and

dynamic tactical setting (Hawley et al., 2005:25).

The Patriot System Performance Report (2005:2)dnibiat the combat identification
capability embodied in the Mode IV IFF system perfed very poorly which has not
only been demonstrated operationally but also dumany training exercises. Of
particular note arising from the investigation wdsy this deficiency was never
resolved. Given the number of coalition aircr&gfts in OIF (41,000) and the large
number of Patriot deployment (60) and the issugarding the IFF deficiencies the
possible Patriot-friendly aircraft observations sar the millions (Patriot System

Performance Report, 2005:2).

A second shortfall, according to the Patriot SysBsmformance Report (2005:2)

‘...was the lack of significant situational awaren@sthe combined air defense
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system, which involved major systems such as Ra&WACS, and AEGIS. It is
assumed that data are routinely communicated froensgstem to the other, that
targets are correlated, and target informatiom@ed and assimilated by all’. The
assumption is a long way from reality. In factthe communication links, the ability
to correlate target tracks by disparate sensodsttanoverall information architecture

are simply not there’ (Patriot System Performanepd®t, 2005:2).

The third shortfall was the Patriot system opegpphilosophy, protocols, displays,
and software, which seemed to be a poor matchetodhditions of OIF. The
operating protocol was largely automatic, and therators were trained to trust the
system’s software; a design that would be needelddavy missile attacks. The 30
days of OIF involved nine engagements of tactiedlisgtic missiles which were
immersed in an environment of some 41,000 coalaiocraft sorties; a 4,000-to-1
friendly-to-enemy ratio (Patriot System PerformaReport:2005:2). It is important to

note that the Patriot crew had complied with therapriate Rules of Engagement.

The RAF Board of Inquiry was carried out in paralgh a US investigation. The
Board of Inquiry report concluded that the conttdyy factors were complex, many
and various, and has made a series of recommensgatiaich are currently being
implemented (NAO, 2006). Major General Vane (prestdf the board of inquiry)
was convinced that human performance issues werefphe problem associated
with the fratricide incident. As noted in the Hawyland Mares (2007:1) ‘he was

particularly concerned by what he termed a “lackigflance” on the part of the
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Patriot operators along with an apparent “lackagrizance” of what was being

presented to them on situation displays with altiesu‘absolute trust in automation’.

This case study brings to the forefront how tecbgyplis not an external part of the
human system but is actually integrated into thea8@ decision making process.
Issues of trust and expectations thread throughctise from ROE through the
software and hardware and training and doctrineflécts the entangled complexity

of the accident aetiology associated socio-teclhsistems.

CASE STUDY: US Air Force A10 28 Mar ch 2003

During Operation TELIC, Close Air Support was paedl to the United Kingdom'’s
16 Air Assault Brigade by a US Reserve unit, 3rajlgon. On 28 March 2003 a recce
patrol of the Brigade was advancing North East fthbenRamaylah Oilfields. A flight
of two US A10 aircraft from the 3rd Anglico had beasked with missions against
Iraqgi forces in the area. One of the A10s attackedwo lead combat vehicles in the
United Kingdom patrol, believing them to be Iragckets. The attack resulted in the
death of a Lance Corporal and serious injurie®tw Erew members of the Combat

Vehicles, and damage to a Spartan light armourbatieenearby.

Following the 1991 Gulf War and in response tolthgi use of military force to
repress ethnic and religious minorities, no fly@omwere established in northern and
southern Irag. The flight operations in supporéws$uring these no fly zones were
code named Operation Northern Watch and Operatoth8rn Watch. These

missions were persistent until 19 March 2003 wiendS and coalition partners
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launched Operation Iragi Freedom with the desighatession to ‘locate and destroy
Iragi weapons of mass destruction and liberatdrdg people from Saddam

Hussein’s regime’ (FFIB Report-ad_dayrl2_ 24, 20p3:4

To facilitate operational employment of air asskteng deployed operations, the US
Air Force creates temporary or provisional unitdeckexpeditionary wings, groups
and squadrons. Forces are then temporarily assigritedse expeditionary units for a
normal period of 90 days. Supporting the operattbesl 98" Fighter Squadron (190
FS), 124" Fighter Wing (124 FW), Idaho Air National Guardreeleployed in
support of the 190 Expeditionary FS. Ground Openatwere conducted by the"™.6
Air Assault Brigade (16 AA Bde) composed of a UKy brigade task force and

various units from the UK Army and USMC.

Understanding the decision making in this incidewouires an understanding of the
threat environment, which was assessed as sigmiifioacoalition aircraft operating in
the area of responsibility. It was assessed thad)i'forces possessed extensive stores
of surface-to-air threat systems...in addition to lbarans carried by Iraqi ground
troops, ...radar SAM systems, infra-red SAM systeopgical AAA, and radar aimed

AAA’ (FFIB Report-ad_dayrl2_24, 2003:4).
Command and Control was conducted through a Col&ir Operations under the

responsibility of the Coalition Force Air Compon&ammander (CFACC) and

executed through the Coalition Air Operations Ce(@AOC). As detailed in the
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FFIB Report, the CAOC was responsible for planrang tasking of air operations
over Irag and perform near real-time monitoringbfir missions flown in support of
OIF. The tasks associated with the coordinatiocaitobperations included:
development of air strategy and plans, task andwgian of day-to-day air operations,
dissemination of all-source intelligence, issuedgieing to airspace control
procedures, and continually assessing overall onssifectiveness of air operations.
The CFACC distributes guidance, objectives and tagitings primarily through the
Roles of Engagement (ROE), Air Tasking order (AT&pecial Instructions (SPINS),
and Airspace Control Order (ACO), all of which areduced by the CAOC staff

(FFIB Report-ad_dayrl2_24, 2003:7).

In support of OIF Close Air Support (CAS) ConcepOperations (CONOPS) were
derived from guidance contained in: 1) Joint Pwtlans 3-09.3, Joint Tactics,
Techniques and Procedures for Close Air SupportS)CRinal Coordination 28
August 2002; 2) USCENTCOM Concept of OperationsJant Fires, 10 November
1999; and 3) USCENTAF CAS CAO SOP, 12 July 200Iriv2e from these sources,
three different CAS control are available:

Type 1 Control requires the Joint Terminal Attackn@oller to visually

acquire the attacking aircraft and the target uadaick.

Type 2 Control occurs when either visual acquisitib the attacking aircraft

of the target at weapons release is not possible.

Type 3 Control is used when the tactical risk assest indicates that CAS

attacks impose low risk of fratricide. ...grant adbket” weapons release
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clearance to an aircraft or flight attacking a &rgFFIB Report-

ad_dayrl2 24, 2003:8).

It was noted in the reports that Type 3 Controlprior to the incident the
coordination and success of CAS within 16 AA Bdd baen very effective’ (FFIB

Report-ad_dayrl2 24, 2003:9).

The incident took place late afternoon 28 March@uring this time a
reconnaissance patrol of United Kingdom (UK) Comalhicle Reconnaissance
(Tracked) (CVR(T)) Scimitar light tanks and CVR @partan armored engineer
vehicles assigned to the"Bir Assault Brigade (16 AA Bde) were proceedingtho

in Irag toward a small village about 30 miles nartist of Basrah’ (FFIB Report-
ad_dayrl 11, 2003:2). In support of the operatefight of two A-10 aircraft (call
signs POPOFF 35 and 36) were engaging Iraqgi mjlitahicles in the same area. The
aircraft were operating under Type 3 CAS through@nound Forward Air Controller
(GFACQC), call sign MANILA HOTEL. The Iraqis were gaioying a “shoot and scoot”
mode of operation thereby contributing to a dynaamd complex operating
environment. During the sortie involving the 2 ASIPOPOFF 35, the flight lead,
was both directing the air support attack operat@aswell as assisting friendly
artillery fire accuracy. It was during this tinteat POPOFF 36 visually acquired the
UK reconnaissance patrol (‘...which he believed t@alm®nvoy of enemy vehicles’)
(FFIB Report-ad_dayrl 11, 2003:2). The locatiothef UK patrol was approximately

2000 meters west of where POPOFF 35 had obsenegdly fire impacts. POPOFF
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36 requested from POPOFF 35 who requested from MANHOTEL about possible
friendly forces in the area, ‘...as they had beemgino previous information about
any friendly forces in the immediate vicinity’ (FFReport-ad_dayrl 11, 2003:2).
Responding to a number of queries regarding difpasif friendly forces, MANILA
HOTEL consistently confirmed that friendly forcesne well clear of POPOFF 35
flight position (but the A-10s did not relay theocdinates of the vehicles). With the
aid of image stabilizing binoculars and descendmagltitude between 5000 and
10000 ft, POPOFF 35 identified the orange panelhervehicles as being something
in an angled position with vertical developmentjahied them to conclude that they
were either orange rockets or launchers (FFIB Reguobrdayrl_11, 2003:2).
Following the CID process and the determinatioa ofassification of hostile,

POPOFF 35 directed POPOFF 36 to fire upon the convo

After the second strafing attack on the convoy OPPFF 36, MANILA 34 (another
USMC GFAC) who was on the same UHF frequency as MANHOTEL and
POPOFF 35 flight, informed the flight that thererev&iendly forces in the area. The
pilots immediately broke off the attack, and sulbssrly received confirmation of the
blue-on-blue engagement. During the course of dhigesthat resulted in the fratricide
event, POPOFF 35 was re-tasked to operate in ereliff location than assigned by the
ATO with the mission to ‘find and destroy conceafdeHussein missiles (FFIB

Report-ad_dayrl2 24, 2003:13).
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As noted earlier, the threat environment was camsil significant stemming from the
recognized air threat in the area of operatiorsnaall arms, AAA and both mobile
and shoulder fired SAM systems. It was noted inréport that *..A SAM threat
warning received by POPOFF 36 in the area reintbtibe knowledge that threat
systems were active in Iraq thereby acting as @ffalsat drove POPOFF 35 flight to
remain at medium altitude while identifying targef3uring the incident, the Sun
elevation, combined with a haze layer at low afi@udecreased the visibility in the
target area and accentuated shape and shadowsidese(FFIB Report-

ad_dayr32_37, 2003:25).

The communications environment in the time leadipdo and including the incident
was considered as high volume resulting on occasibfstepped on’ transmissions.
‘These communications problems caused an overatedse in situational awareness
resulting from missing information’ (FFIB Report-athyr32_37, 2003:25). As
described in detail in the accident report, the GFahd pilots exhibited poor
communications omitting several key pieces of infation during exchanges. As well
although the pilots discussed location of the scisiaggets on an inter-flight
frequency, they failed to communicate this infonoato GFAC. The apparent
assumptions regarding locations and ambiguous netogy ‘well clear’ exhibited by
GFAC contributed to the accident. As noted in (FR&oort-ad_dayr32_37, 2003:26):
‘random informal questioning of A-10 pilots resulte definitions of ‘well clear”
ranging from a spectrum of 1 to 5 kilometers rabgiveen a target and friendly

forces, to simply that friendly forces are not etda in the target area’. Contributing to
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the communications difficulties was POPOFF 36 manaant of his flight’s internal
communication characterized as poor throughouitission which served to interrupt
communications with the GFAC and added to the saskration of POPOFF 35

effecting communications to support target idecaifion.

The command and control associated with this imtideterms of the Type 3 CAS
defined as “low risk of fratricide” served to reante the pilots’ perception that
‘...friendly forces were not a factor in the targeta ..employs a “blanket” weapon
release clearance, which served to create a peyoegtan enemy-only environment’
(FFIB Report-ad_dayr32_37, 2003:26). As noted tdatics expected from the enemy
artillery vehicles (shoot and scoot), coupled witéa perception of the distance from
the previous artillery engagement and the questiarange panels ultimately resulted
in misidentifying the friendly vehicles as enemydes’. Response Set (Expectancy)
defined as ‘factor in which the individual has @wiive or mental framework of
expectations that predispose them to a certairseaefraction regardless of
environmental cues’ was identified as a contribpfactor. As noted in the report
(FFIB Report-ad_dayr32_37, 2003:27):
The cognitive framework of hostile vehicles wasabBshed by the presence of
valid military vehicular, artillery and rocket tats in the vicinity. The incident
forward air controller, MANILA HOTEL, had cleared®OFF 35 flight for
Type 3 CAS. Type 3 Control is defined as “used wihentactical risk
assessment indications that CAS attacks imposeisbvof fratricide. When

commander’s authorize type 3 control, JTACs gratdriket” weapons release
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clearance to an aircraft or flight attacking a &rgr targets which meet

prescribed restrictions set by the JTAC'.

The incident scenario is characterized as complarr to the incident, POPOFF 35
had just completed a successful strafe run ageatist military vehicular and artillery
targets and subsequently attempting to shift/cotdécartillery fire on an additional
valid target. It was during this time that POPOR/&ually acquires the incident
vehicles. As well during the sortie, POPOFF 35 iresmba Radar Warning indicating a

possible surface-to-air threat.

The Board found that in an attempt to increaseC¥R(T) Scimitar’s visibility from
the air, the crews of the HCR had fitted additicshey-glow panels to the tops of their
vehicle turrets. This additional measure was nbiethe Fitting Advisory Team and
thought to be an enhancement. The Board furtherddliat whilst all of the
individuals concerned were acting in the very loéshterests, that this ‘enhancement’
contributed to the misidentification of the “orang@nels” as “orange rockets”. It was
noted in the report (Board of Inquiry, 2004:5-3ttkthe pilots had very ‘.. little or no
UK/Coalition AFV training and were unlikely to habeen familiar with the non-

standard TIPs fitting for the CVR(T) Scimitar’.

Separate inquiries were carried out into the indidie the US and the UK. As the

incident was similar to the incidents of fratricighethe first Iraq conflict, Operation

Granby, involving US A10 aircraft, in which nine Usérsonnel died, the inquiry was

149



tasked with reviewing the lessons learned followtimgse incidents. Soldiers in the

convoy, realising they were the target of a USraftctook action to prevent a further

attack, including releasing red smoke to indichty/tsuspected friendly fire. The US

Forward Air Controller then instructed the A10 pito call off the attack. The Board

concluded that the cause of the incident was tleAtL0 had engaged the UK patrol

believing it to be hostile, without the requiredraarisation from the United States of

America Liaison team. Contributory factors to theident included:

1.

‘the employment of the least restrictive Rules nf&gement for Close Air
Support without providing sufficient control orttional awareness (in
particular data on the position of friendly forges)

human factors given the pilot's expectations abbetabsence of friendly
forces in the area (based on information and Imgsfiprovided on the nature of
the enemy forces), and task saturation of thepitat contributed to the
misidentification of orange panels as orange ragket

although the patrol vehicles had been fitted whirmal identification panels
(the orange panels), adaptation of those paneth @@y glow side panels) had
contributed to the vehicle’s misidentification;

the pilots had received minimal recognition traghon allied fighting vehicles,
making it impossible for them to positively idegtthe combat vehicles; and
had to rely on binoculars to identify the vehidiesn a height of 5,000 to
6,000 feet;

poor communication during the sortie had led tofgsion and lack of

situational awareness (for example, the pilotsi@doassed any details of
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their intended target (the UK patrol) or sightirfglte orange panels to the US
Liaison Team)’ (NAO, 2006:19-20).
One of the survivors criticised of the attack th® pllot for showing ‘no regard for
human life’ and accused him of being ‘a cowboy’ Wiaal ‘gone out on a jolly”
(Barkham, 2003). ‘Lance Corporal Gerrard saidli this kit has been provided by
the Americans. They've said if you put this kitywu won't get shot....You've got an
A-10 with advanced technology and he can’t usesenthl sight to identify whether a

tank is a friend or foe. It's ridiculous’ (Barkha@Q03).

This case study highlights the expectations arat that emerges within the socio-
technical system. It is reflected in the groun@dp®and their ‘modifcation’ of the
panels to prevent a fratricide, and the informaaad communications that shaped the
SA of both the pilots and controllers. The threeoselary case studies highlight how a
lack of cohesion and alignment of the socio-techinsgstem in terms of technical
integration of systems with human and informatiaf@hains created conditions that

precipitated the fratricide.

Understanding ROE

What is implicated in all fratricide incidents atiels them together are the Rules of
Engagement (ROE) and their relationship to the @i@xess. It follows that a detailed
understanding of ROE is required as it emerges tf@yANT process of following
the actors. ROE represents the intersection gbdiigcal, military and legal domains

facilitating a framework that encompasses natipoéity goals, mission requirements
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and the rule of law. In particular it performs thfenctions: ‘(1) Provide guidance
from the President and Secretary of Defense toogeplunits on the use of force; (2)
Act as a control mechanism for the transition fie@acetime to combat operations
(war); and (3) Provide a mechanism to facilita@nping’ (Eflein, 1998: 36). As such
ROE (CJCSI 3121.01A, 2000) provide the guidancandigg actions to be taken in

response to some hostile action. As a tool, ROElatg the use of force.

As described in the Operational Law Handbook (2@01) detailed in Jeter (2004
384-385), ROE satisfy three purposes:
Political Purposes: ROE ensure that national paiog objectives are reflected
in the action of commanders in the field, particylander circumstances in
which communication with higher authority is notsgible. For example, in
reflecting national political and diplomatic purgassthe ROE may restrict the
engagement of certain targets, or the use of pdatieveapons systems, out of
a desire not to antagonize the enemy, tilt worlchiop in a particular
direction, or as a positive limit on the escalatdiostilities. Falling within
the array of political concerns are such issudb@mfluence of international
public opinion, particularly how it is affected byedia coverage of a specific
operation, the effect of host country law, andgtsus of forces agreements
with the United States.
Military Purposes: ROE provide parameters withinalilthe commander must
operate in order to accomplish his assigned mis$igrROE provide a ceiling
on operations and ensure that U.S. actions daigget undesired escalation,

i.e., forcing a potential opponent into a “self-elege” response. (2) ROE may
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regulate a commander’s capability to influence Btany action by granting or
withholding the authority to use particular weapsystems by granting or
restricting authority to use certain types of weapor tactics. (3) ROE may
also reemphasize the scope of a mission. Unitogegloverseas for training
exercises may be limited to use of force only iftdefense, reinforcing the
training rather than combat nature of the mission.

Legal Purposes: ROE provide restraints on a comarandction consistent
with both domestic and international law and manger certain
circumstances; impose greater restrictions on @t¢han those required by the
law. ... Commanders must therefore be intimatetyiliar with the legal bases
for their mission. The commander may issue ROEitdforce principles of the
law of war, such as prohibitions on the destructibreligious or cultural
property, and minimization of injury to civiliangid civilian property (Jeter,

2004:384-385).

What becomes apparent are the many factors theaitdffe development and

implementation of ROE. ROE are characterized asigiray clear and tailored

guidance regarding actions to be taken. As artiedlay Jeter (2004:386) ‘ROE

delineate what can be attacked, how it can belath@nd whose permission you

need to attack it. For example the Standing Ruié&ngagement (SROE) have been

termed ‘..the tether between the NCA and the soldier, whetle®ySROE represent

real-time guidance from our national leaders tortiléary member’ (Jeter,

2004:386).
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Peaceful, Wartime, Standing ROE
PROE are premised on the right of self-defense.apipdications of legitimate force in

these circumstances are necessity and proportipnas noted in Eflein (1998:40)
‘Necessity is the requirement that force be use@sponse to a hostile act or in
situations in which the hostile intent is evidehdditionally, ‘necessity also must
relate to the requirement to use force because othasures are unavailable or
obviously would be futile. Proportionality meansitithe amount of force used in
response to a threat must be of reasonable ingedsitation, and magnitude to
counter the threat’. Wartime ROE (WROE) are goedrhy the laws of war (or the
laws of armed conflict) are employed with respediie use of force for offensive
purposes, such as to achieve an objective for omssicomplishment (Eflein, 1998:

40).

Standing ROE (SROE) ‘ provides implementation guidance on the inhereagytit rof
self-defense and the application of force for nessaccomplishment’ within the
bounds of the United Nations charter and intermatiéaw’ (Eflein, 1998:41-42). As
such the SROE represent the doctrinal merge of WR@H’ROE. Given this
characteristic of the SROE, it provides avariable mechanism that changes as the
operations position on the continuum changes. perations that are inherently
peaceful, the SROE allows the use of force formigfe purposes and only in reaction
to a hostile act or clear indication of hostilesmt (Eflein, 1998:41-42). What is
particularly relevant with regards to SROE in thee studies is that ‘...once a force

has been declared hostile by appropriate authd®yunits need not observe a hostile
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act or a demonstration of hostile intent beforeagyyg that force’ (Eflein, 1998:42).
Thus once a force has been declared hostiletheienemy and the basis for
engagement is status alone.

ROE and Air Operations

Within the aviation domain, ROE and plans develogieithe operational level are
transmitted to operators at the tactical level wkecute the campaign. The Joint Air
Operation Center (JAOC) for aerospace operatiotigi$ocal point for mission
planning and execution’ (Jeter, 2004:388). Witharelg to aerospace operations, the
JAOC represents the focal point for planning aneceon for the joint task force
(JTF) is where centralized planning, direction,tcolp and coordination of aerospace
operations occur. Operational and tactical comnearttcontrol are exercised through
the JAOC responsible for transmitting the strateggrational constraints and tactical
procedures through the Air Tasking Order (ATO),spaice Control Order (ACO) and

Special Instructions (SPINS) (Jeter, 2004:391).

As described in Jeter (2004:392-393), SPINS reptesprimary document which
articulate the ROE for the overall air campaigneylalso provide instructions on
other operational procedures and tactics. Once Be)BPINS are jointly transmitted
with the ATO and ACO to assist operational aircrémplanning for execution of the
mission. The purpose of SPINS is to provide clestructions based on authoritative
guidance. SPINS reflect the strategy and objectiveswere issued from the
President and Secretary of Defense and sent thitheglespective chain of command.

For example, the ROE will be published first in @peration Orders then
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subsequently in the SPINS to the ATO. Since SPI¢Sana integral part of the ATO
and disseminated by the JAOC they represent amenhauthority. SPINS provide
details to the tactical operators on how to adhetbe current ROE as they plan for
mission tasking, coordination and execution. Aqis8PINS have the power of a
direct order based on the command authority oJ#&CC to accomplish the mission
which is derived from the JFC. Additionally, SPIN®&vide detailed guidance on
other operational aspects like communications anetfueling procedures. Since
SPINS are intended to provide clear and detailedagnee on how to comply with
ROE, they are constantly reviewed by an ROE Ceadinsure they are properly
amplifying the ROE thereby contributing to theitidation and authority (Jeter,

2004:393).

During operations, such as those described inake studies, aircrew are required to
comply with the SPINS, which amplify the current@peration ROE. Since SPINS
elaborate in detail on how to comply with the catrair operation ROE measures,
they facilitate clear guidance and are considerellihding and take precedence over
SROE. This is especially significant when the peext conflict involves the right of
self-defense’ (Jeter, 2004:395). One of the purpo$&®OE is to lay out the -
parameters of self-defense and what triggers & tighse force in self-defense. As
reported in Jeter (2004:395)

The fundamental US policy on self-defense is regmigtrestated throughout

the SROE: These rules do not limit a commanden'sramt authority and

obligation to use all necessary means availablag@take all appropriate
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actions in self-defense of the commander's unitaithdr US forces in the
vicinity. The commander has the authority to exac¢his right of self-defense

when faced with a hostile act or a demonstrationostile intent.

The US fundamental policy on self-defense is ‘Theges do not limit a commander's
inherent authority and obligation to use all neagsseans available and to take all
appropriate actions in self-defense of the comm&sdeit and other U.S. forces in
the vicinity’. The SPINS specify operational coastts which are binding on the
pilots as ROE. Thus, for the pilot' to use forcprapriately in self-defense he must

comply with the SPINS (Jeter, 2004:397).

44  CONCLUSION

‘Public opinion is less tolerant of any casualtespecially those incurred through
fratricide, where the overall aim is questionalfMinistry of Defence, 2002:12). The
effects of a fratricide incident have significamipacts. For example following the
1991 A10 incident, the ‘overnight tempo within UKits dropped, drastically
lowering operational effectiveness. Trust betwe&nhddd US forces was severely
diminished. Politically, a strain was placed on ¢balition’ (Dean and Handley,

2006:5).

The ROE represent the explication regarding théubmse of force, including the
parameters of the right to use force in self dedertiminates uncertainty, thereby
helping the troops on their mission (Eflein, 1999:3The ROE reflect the national

policy as determined by civilian and military leasleThe United States follows
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courses of action designed to further politicallgoand the ROE must be tailored to
prevent unnecessary escalation (Eflein, 1998:3d)taMly, ROE may actually restrict
the manner in which a commander can carry out ssion. They form the outer
boundaries that the commander and his troops raystgthin while trying to
accomplish the mission (Eflein, 1998:37). The lavthie foundation of the ROE; when
the ROE are overlaid onto the operational contingiftein, 1998:38).

Collectively the case studies reveal emergent teethed are derived from the systems
perspective recognizing the complex soico-techrdoahain. These themes that cross
all case studies include expectations, beliefssg@tmaking and situation awareness
emerge within the deficiencies of the CID composemtd reveal a disconnect
between data-driven information and cognitive dnieéements (Famewo et al.,

2007b:7).

These case study descriptions form the backdrap fwhich we will ‘follow the

actors’ to explore in detail the black box of piétor. In the following chapter, we
draw upon the theoretical perspectives discussetapter 2 (Systems Theory, Actor
Network Theory, Complexity Theory) and through tiase study methodology reveal
another perspective that reflects the emergent pana politics that permeate the
network space thereby suggesting a de-centerealagtiand challenging the linearity

that so characterizes current accident models.
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Chapter 5
Discussion: Opening the black box

5.1 INTRODUCTION

Urry (2002:59),in his discussion of complexity and systems, remd#hnlat there exists
a ‘...profound disproportionality of ‘causes and eff&. Such systems possess a
history that irreversibly evolves and in which pagénts are never ‘forgotten’. His
statement resonates with the analysis discussiisichapter. Through the lens of
ANT what emerges from the analysis is a networkattarized by actors that are
neither purely technical nor purely social, buhemtwhat Callon and Law (1995)
terms ‘a hybrid collectif’. This actor network conged of ‘heterogeneous’ elements/
relations erases the dichotomy that traditionaigts between the human and non-
human, and thereby challenges the attribution axinlel associated with ‘pilot error’.
Senge (1990:13) succinctly put it, ‘our actionsateethe problems we experience’. In
other words our history, our previous intra-actians entangled within and shape our
current experience. Informed by complexity thinkiddNT suggests that the keys to
understanding the network (system) are containgldematterns of relationships and
interactions among the system’s agents as desdmp€&apra (1996), Lee (1997), and
Anderson et al. (2005). The black box associatiéla pilot/human error obscures the
fact that it is dependent on the network of hetenegpus elements and alliances of
which it is a part. Within the black box are thiesced, deleted voices associated with
the accident aetiology. We therefore must suspendraditional conceptualization of
causality and rethink its nature in terms of caondg of possibilities. The traditional

methodology associated with decomposition andgdhestures that has shaped
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accident investigation processes, results and astidodels is further expanded
within the network space of ANT. Through ANT itrescognized that
...technology is no longer simply a means to an andjs it to be treated as
separated from the social, or the corporate bodghiology can transform
ends and become politics by different means, agmat part of the social or
the body politic. Hence, technology may also penfarrole; become an actor
(Tryggestad, 2005:39).
Through this analysis it thereby becomes evideattthusal processes in complex
systems cannot be accessed by simple analysisyde B2005:105yemarks:

‘History will matter.... Context will matter. Agenayill matter’.

This chapter integrates the theoretical foundataasussed in chapter 2 and applies
them to the case studies described in chapteiodghrthe methodological approach
described in chapter 3. Section 5.2 introducestimeept of the black box and the
process by which it is opened. Section 5.3 predéetaccident aetiology described in
the case studies in terms of an actor network. drgued that the network of
heterogeneous elements that comprise the actoobrietan be conceptualized as the
hybrid collectif, existing at the nexus of the humphysical and information domains.
The distributed simulations are used to explorecttaacteristics of the actor network
and the hybrid collectif. From these simulationsgaén greater understanding
regarding the processes of translation and insonpSection 5.4 introduces the
concept of illusions of certainty from which an amgent is presented showing,

through the lens of ANT how translation and instoip processes shape expectations,

160



sensemaking, trust and decision making therebyistydipe accident aetiology.
Section 5.5 presents an argument for the notiadétributed SA that emerges from
the network of heterogeneous elements. Finallyedbas the argument presented,
section 5.6 argues for the notion of fratricidelascentered. Arguments presented
draw upon evidence from the case studies througlovi the actor’ methodology of
ANT complemented by thematic analysis and suppdy@asights from distributed
simulations. System dynamics modelling is usednasxplanatory tool to depict the
processes involved in the recurrence of fratricAlgicipatory Failure Determination
and the TRIZ methodology are used as an analysigdovalidation and to garner

additional insights into the problem space of fcadie and pilot error.

52 OPENING THE BLACK BOX

The concept of the ‘black box’ is not new. In infation science, the black box was
used ‘..to make opaque the veneer complexity of technotoigi@rder to reduce
complex technology to its inputs and outputs.....Adddor technology studies, a
black box is a technical artifact that appears eélfient and obvious to the observer’
(Cressman, 2009:6). In actor network terms thekitexx is regarded as that which is
taken for granted, that no longer needs an exptanaf network therefore appears to
be a series of black boxes within which lie inhér@gsumptions. It is by opening the
black box that we begin to see the interconnectsloéthe social and the technical
and recognize that the dichotomy between the tveosisnplification of a complex
entity. What is important to realize is that ANfadysis does not provide a narrative

of the accident aetiology nor produce an exacteand of the problem space but
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rather facilitates an interpretive examination tieateals insights into the accident

aetiology.

As described in chapter 4, the first series of caisdies point to pilot or crew error as
a contributing cause of the fratricide incidente$é three cases are presented together
in this analysis in order to show common themesdh@erge from the process of
‘following the actor’ and facilitated through thetitaanalysis. The three case studies
are separated in time (1991, 1994, and 2002) aaw® ({Southern Iraq, Northern Iraq
and Afghanistan). Taken together they facilitatgass-case analysis that supports the
emergent concepts and themes that evolve as dedenilchapter 3. The second series
of fratricide case studies are used as a validatxancise of the emergent themes and
to garner additional insights from the accidenicdegy. Informing the analysis are
observations and insights from two distributed satians: JSMARTS Il and MALO
TDP. These two distributed simulation experimeatkect the relational network
construct of ANT recognizing the High Level Arclatere (HLA) that defines the
physical network of the simulation and the actdwoeks that reside within each of

the federated distributed simulations. It is tlgloghe simulation experiments that we
garner insights into the nature of inscriptionngiation and emergent behaviour
within an actor network. The following analysiddasiscussion focuses primarily on
the first series, however salient examples wiltdferred to from the other case

studies where applicable.
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Multi-event sequencing and Event Causal Factorgrdraming, as described in the
case study event timelines, provides the startogtgor the analysis in which ANT
then provides a ‘relational’ view of the problermasp. This is consistent with other
methodologies of accident investigation and is sujgol by Blackett (2005:88) who
argues that ‘. no single analysis technique can cover all necgssects of an
analysis. Therefore, a hybrid approach should loptedl which combines the best
features of the various techniques available’. Faanevent based analysis of the case
studies that identify the sequence of events, we tima four distinct processes that
characterize combat identification (CID): detetassify, recognize and identify and
view them within the context of the three straridg tlefine CID: Tactic, techniques

and procedures; Target identification; and SitueticAwareness.

As described in Johnson (2003) causal analysistismly concerned with what
happened, but that it looks beyond the facts totiflethe reasons why the accident
occurred. From this analysis the actors emergdlsidrelational connectivity is
explored. A tracing of the relations and actosutes in a ‘complex’ actor network
construct. Figure 5.1 shows a mapping of the netwpace (using RiskOutlodR)
providing a visualization of the problem space angbrent relational properties and

complexity.
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Figure 5.1- Actor Network tracing (visualization)

5.3 DEFINING THE ACTOR NETWORK

Here we define and detail the actor network repried®n of the accident aetiology
associated with fratricide that emerges from thelAMd complexity lens of analysis.
We argue that within the context of this thesis ggyas what has been termed in the
literature as hybrid collectifs (Callon and Law959. A fundamental tenet of this
analysis is the symmetrical treatment of humansramdhumans (Callon, 1999) to
challenge the dichotomy that resides in traditi@waiological approaches. To insist
on symmetry as argued by Law (1994: 9-10)s.to assert that everything, more
particularly, that everything you seek to explairdescribe should be approached in

the same way'.

As described in chapter 3, beginning with the Immzgent based views of the case
study incidents; the ANT methodology of ‘follow thetor’ facilitates the relational

tracing revealing a network space. Through antitexgrocess of coding both within

164



case and cross-case analysis, as well as inputtfresimulation exercises, emergent
themes were captured via the process of themagigsia in which the themes become
refined through an iterative process thereby rggplh overarching concepts.
Through the application of Anticipatory Failure BPehination (AFD) described in
Appendix B, the emergent themes were explored ahdated. Figure 5.2 shows a
high level view of the problem space derived fréva AFD analysis. AFD, through a
structured methodology rooted in the Theory of htixee Problem Solving (TRI12),
facilitates an examination of the problem spaceugh failure analysis and failure
prediction and thereby provides a more explicit dathiled exploration of the actor
network, relations and processes of translationiasatiption. This methodology
provides a unique analysis tool to examine mafiertaining to accidents. In
following the actor, AFD allowed the results todmntextualized in a structured
manner and provided a link to the CID procéssm following the actor, facilitated
by thematic analysis and AFD modeling, we saw fary general types of actors
emerge: bbman beings, with the skills and knowledge thay tienerate and
reproduce; artifacts, which include all the nonhareatities that facilitate
performance of a task; texts and inscriptions, Winmclude everything that is written
or recorded (such as SOPs, ATOs, ROE) , as weétleashannels through which they
circulate (such as command and control procesard)institutional authority, which

is embedded in regulations and power relationst@erardi and Nicolini, 2000: 16).

From these general actotiree relational domains become apparent that ibescthe

actors within the actor network: Physical, Humad arformational (figure 5.3).
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Actor Network Theory does not focus on these domagas in the analysis a priori

but rather focuses on the intersection ofRhgsical,Human, and nformational
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(represented by the symb@), which is interpreted and represents the actavort

relational space. This space represents what wettes ‘hybrid collectif’ within

which the dichotomy associated with the human aedéchnological is dissolved.
As argued in van der Duin (2005:88), It.does not make sense to ignore materials
and to treat them separately, as though they w#ezeaht in kind: the characterization

of materials is just another relational effect’.

As we begin to conceptualizg we recognize, as Urry (2002:58) writes, the

‘...relationality is brought about through a wideariof networked or circulating
relationships implicated within different overlapgiand increasingly convergent
mobile, material worlds’. From complexity theory waxognize that the relational
interactions are complex, rich and non-linear imirgd multiple negative and positive
feedback loops (Urry, 2002:59). The Actor Netwpekspective draws our attention
to the system interaction over multiple time-spaedsbiting a disproportionality of
‘causes and effects’ and hence influences théation of pilot error and human error
as captured in figure 5.3. What is important taoggsze in defining the actor network
is that history matters and context matters. Thwseattributes are embedded within
the actor network and affects the relational chtaretics and dynamics of the

network (Urry, 2002:59).

In defining the actor network, technology, as atwawithin the socio-technical

system is not regarded as an object in itself &ilter as a relational entity. Michael

(2003:130) argues that ‘...technologies work as thepecause they are composed of
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complex heterogeneous distribution- of assemblagfdsamans and non-humans’.
This was explored through the AFD analysis whiatthfer illustrates that the pilot is
essentially ‘..an effect generated by a network of heterogeneotgsacting,
materials’ (Law, 1992:3) depicted in figure 5.4n defining the actor network, the
pilot therefore becomes this entangled networketétogeneous elements, a hybrid
collectif. Law (1992:3) argues that:

...what counts as a person is an effect generatednapwork of
heterogeneous, interacting, materials. ... But cdedanto a claim about
humans it says that people are who they are bethegare a patterned
network of heterogeneous materials. If you tookyamg computer, my
colleagues, my office, my books, my desk, my teteyghl wouldn't be a
sociologist writing papers, delivering lecturesd gmoducing "knowledge". I'd
be something quite other -- and the same is truelfof us.

Similar to the thought experiment described in @atnd Law (1997:171) describing
‘Andrew the strategist’, from the AFD modeling walextively begin removing actors
within the actor network describing the accideniadegy thereby conducting a
sensitivity analysis of the accident aetiology Bplering the space of possibilities.
The pilot ceases to exist with the removal of theser systems, navigation systems,
communication systems, the elements necessaryrplete the Combat Identification
process. What we discover is the pilot and esséntpilot error’ is a heterogeneous
network: ‘person’ + aircraft + supporting crew aedhnicians + orders, SOPs, ROE +
avionics + sensors + virtual team members + comaations + training + doctrine +

air force culture + work of engineers + legal causaoliticians. It is this very
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relational network of actors that creates the ilgsi for action. In defining the actor
network, the pilot emerges as this entangled nétwbheterogeneous elements, a
hybrid collectif. What this reveals is that actias seen in the case studies, takes
place in a ‘*hybrid collectif’ that is comprised efitangled human actors as well as
non-human actors in multiple ways. Viewed from {sspective, tools (such as the
hardware and software) that are embedded in tloe metwork are as Callon and
Caliskan, (2005:18) remark not just things thatuesed to achieve certain ends: ‘They

contribute to the making of the universe of podisies that make action itself'.
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The application of AFD in the analysis facilitatéollowing the actors’ in presenting

a space of possibilities and predictive failure o {Appendix B). As such, within our

case studies the actors (humans and non-humansgjeasentangled phenomena,

relational beings.
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The relational theoretical perspective makes was#igjency as a network attribute
transcending the human/non-human dichotomy andsoihenpossibilities for
distributed agency and a de-centered aetiologyerfisies are relationally defined so
action arises from the distributed set of compae=nesident within the actor-
network in which humans and non-humans are botlpé&uticipants. The AFD reveals
through its predictive mapping that in principlemh non-humans have the potential to
act, a potential which arises from the networktrefes in which they are enmeshed.
Callon and Law (1997:166) argue that ‘...there iglifference between the person
and the network of entities on which it acts. @e(teal point) between the person and
the network of entities which acts through the per&Network and person: they are
co-extensive’. This is a critical element in urglanding accident aetiology from this
Actor Network perspective. It sets the stage faramgument for a de-centered
causality, thereby challenging the attribution lafrbe associated with pilot error. In
defining the actor network as described, what eegefigpm the analysis are complex
webs and networks composed of non-linear heteragenassociations that give rise

to insights into how time and space are boundtimanetworks.

Recognizing the complexity of the problem spaceeaased with fratricide from the
ANT perspective, we use system dynamics modeliranasxploratory and
explanatory tool. The field of system dynamicsweeated at MIT in the 1950s by
Jay Forrester. It is designed to help decision msalearn about the structure and
dynamics of complex systems, to identify high lexgr points for sustained

improvement and to catalyze successful implemenmtatnd change. System dynamics

171



provides a framework for dealing with dynamic coaxily, where cause and effect
are not obviously related (Dulac, 2007:58). Commlgramic systems are defined in
the systems dynamics field as systems that: (1¢x@remely complex, consisting of
multiple interdependent components; (2) are higlylyamic; (3) involve multiple
feedback processes; (4) involve non-linear relatigps; and (5) involve both hard and
soft data (Dulac, 2007:63). System behavior inesysdynamics is modeled by using
feedback (causal) loops created by interactionsngmnsgstem components. Drawing
upon system dynamics (Sterman, 2000:11), figurellbgrates the inherent

complexity in the CID process that arises from miefj the actor network.

/ Decisions \
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0als Effects

Environment </

Goals of
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Actions of
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Figure 5.5- ANT view of the problem space

What we see within the causal loop diagram showfigure 5.5 are the unanticipated

‘side effects’ of the decision making process Hraes from the actor network of
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heterogeneous elements transcending the lineae eaaseffect to show how elements
distant in time and space are resident within #@sion making process. The results
of our actions, based upon our perceptions, défieesituation and hence will shape
our goals and decisions. Of particular note & lhotors, with inscribed goals and
agendas influence actions of other actors, thrahglprocess of translation thereby
shaping decision making. Within the case studies ROE becomes ‘threaded’
throughout the actor network aligning the humarysptal and informational domains
thereby shaping SA, decision making and actionpeEtations, beliefs and trust
thereby emerge from the actor network facilitatimgjghts into the accident aetiology.
For example the Standing Rules of Engagement (SR@& been termed ‘the

tether between the NCA and the soldier, wherebYSRROE represent real-time
guidance from our national leaders to the militaxymber’ (Jeter, 2004:386). The
ROE, as described in chapter 4, are integratedi@@®TO and SPINS. The SPINS
thereby represent an inherent authority that pes/details to the tactical operators on
how to adhere to the current ROE as they plan fesion tasking, coordination and
execution (Jeter, 2004:392-93). This relationtdriependency between the ROE and
decision making and sensemaking represents anghearand translation within the
actor network which resonates through the humaysipal and informational

domains. The distributed simulations reflect thasy nature whereby inscripted rules
(HLA rules) align the actors participating in thealation. When alignment is not
adhered to, the functionality of the simulatiométrimentally affected such that
misrepresentation may occur. Hence as will be desttiater, the misrepresentation

may not be noticed until such time as an accidemadent occurs. The causal loop
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diagram is supported by the result of AFD analttss highlights the inherent
connectivity resident within the actor network. plired by the causal loop are the
translation and inscription processes of ANT (witthie goals of other actors) shaping
action and inaction. Sterman (2000:11) remarks‘th#he effects we didn’t
anticipate...the effects which harmed the systenesdlare the ones we claim to be
side effects. Side effects are not a featurealftyebut a sign that our understanding

of the system is narrow and flawed'.

As we define the actor network, it must be emplegsthat the manner in which non-
human actors interact and shape the actor netvaxisignificant impacts on the
‘social’ (Latour, 2005). The entangled state tHaracterizes the actor network
highlights that in defining pilot error and agentg role of the non-human actors
must be considered and developed along with theahuators. Although the
introduction of a new process, new technical fewrROE (as discussed in the 1991
case study) is pertinent to the prevention of iicate, it becomes part of the dynamics
associated with the actor networks. Through the Akpping, barriers (Hollnagel,
1999) are recognized and mapped with their inhensetibed expectation of
reliability and performance revealing a deviatioonh the ‘ground truth’. These
barriers become ‘fixes’ to fratricide that enalile tonduct of operations to satisfy the
ROE. As described in chapters 2 and 4, barrielsdie Material: Weapon Arming
mechanisms; Functional: Positive identificationuieed; Symbolic: IFF, IR panels;

and Immaterial: SOPs, ROE.
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The ANT analysis and validated through AFD showw llwese barriers were linked
to the fratricide event. For example the 1994 casdy we see how symbolic (IFF),
functional (identification requirements) and Immake(SOPs, ROE) relationally were
implicated in the fratricide. Each barrier can bersto perpetuate a belief and trust in
the ‘safety system’ shaping a mindset traced thndhg CID process that resulted in
the fratricide. Although each barrier was intenttedct as a fix to prevent a fratricide
incident, collectively due to inscription and trkatgn processes actually became
implicated in them. Figure 5.6 depicts a systemaatyics model that captures the

salient points with regards to fratricide and lEgithat is applicable to the case

studies.
} Action
(") { ..
'+/ + i (i Compare
‘Quick fix’ goe_lls and
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Figure 5.6- Fratricide system dynamic model
To interpret this model, we begin with arrow (ihel"+’ sign indicates that an

increase in the occurrence of a fratricide evensea an increase in ‘Action’ to
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address it. Arrow (ii) with a ‘+’ sign indicatelsdt an increase in ‘Action’ to address
the fratricide introduces a ‘quick fix’ that | imfget as the response to traditional
reductionist understanding of the problem space.ddtted arrow (iii) indicates that
an increase in the use of the quick fix slightlytridoutes to reducing fratricide. The
diagram shows the ‘root cause’ outside the systeamdary and thereby unaffected
by the dotted arrow (iv). Arrow (v) shows a poagticontribution to the fratricide
event. An increase in ‘fratricide occurrence’ @ses the compare goal and
reinforces action and thereby increases ‘Actiofhe delay between the quick fix and
fratricide represents the period of invulnerabi(gych as 50,000 hours of accident
free missions) thereby contributing to the expéatat and beliefs regarding
‘certainty’ that resides within the system. Asewin Musselman (2008:21) solutions
to fratricide ‘...are linked by way of ‘Band-Aid’ fess providing short term solutions’.
This false sense of safety and certainty failsetignize the nature of the
interconnectivity of the actor network. This modbebws why the actions taken (such
as barriers) tend to not reduce fratricide. Thetsmhs stem from a reductionist
paradigm introducing such fixes as ‘reflector tapethe Tarnak case study, the
presence of legacy processes as described in $2eBl8ckhawk incident or the
addition of panels to the vehicles in the A-10 dlerit. In all cases these ‘solutions’
miss the more ‘systemic issues’ and complex intaneactivity. The sensitivity of a
system resulting from dynamic interdependency i kveown in the domain of
Systems Dynamics. What the actor network repressran entanglement of

performances and mediation folded into the maigyiaf things.
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The actor network description associated with tedent aetiology parallels and is
supported by the work of Callon (19864a) in his degion of automobiles. Callon
(1986a) describes how the user of the automob#adeowed with the capacity to
decide where they want to go. Similarly, the pitoendowed with decision making
capability that is enabled by the network of hegereeous elements that are aligned
such as air traffic control infrastructure, refaeli pilot training, operational training,
military indoctrination, flight rules and ordersjlitary and international law, ROE,
navigation and avionics systems. This illustrates the pilot is part of a web of
relations linking heterogeneous elements (of huarahnon human entities). This is
not unlike the representation of Pasteur as a nktafcheterogeneous elements
(Latour, 1988). Similarly, Law and Callon (1988)»sdebe how the TSR 2 long range
tactical strike and reconnaissance aircraft wastaark of heterogeneous
relationships. Callon and Law (1997:167) argue fhethnicians, politicians,
industrialists, different kinds of metal, metalifate, the production capacities of
companies, wind-tunnels and budget restrictiongfahese were built into the TSR2
network and helped to give it shape’. All this pags the notion that the role of the
pilot and subsequent ‘pilot error’ emerge as effects once associations have been
stitched together. That is, as entities becomelledtacombined and disciplined
within networks, they gain shape and function. éectand agency, and their shapes
and forms, therefore emerge from association ratieer from human agents’ (Van

der Duin, 2005: 92).
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The Causal Map associated with the 1994 Black Hawiklent, as concluded by
General Andrus, President of the Investigation Bpeesulted from a chain of events
(Snook, 2000:65), whereas under the rubrics of Hit fAerspective reveals a
relational and de-centered view of the incident thaharacterized by the actor
network. As noted by Snook (2000:73), the stand#ribution of ‘pilot error’ was
made noting that ‘...the F-15 pilots ‘erred’ whenytmaisidentified the helicopters’
thereby reflecting as Perrow (1984:67) remarksnasvarsimplification. The
relational actor network as shown in figure 5.4ei@s the complexity,
interconnectivity, heterogeneity and dynamics tleatde within the network of
elements that include: IFF, SOPs, recce traimffWJACS system from which
emerged an expectation and trust. This hybrid collthereby represents the black
box associated with pilot error containing therstled and deleted voices of the

heterogeneous actors.

Actor Network Processes (Mediation, Inscription and Trandation)-Hardwired
Politics

Inscriptions make action at a distance possiblstalilising work in such a way that it
can travel across space and time and be combirtedbttier work. This is recognized
within the ROE that comprise the political, milgaand legal frameworks to support
armed conflict. The relational analysis reveatt the ROEs are connected to the IFF,
communications, SOPs, SPINS, ATOS all of whichezillvely are derived to support
the engagement. The ROE can be seen to have texhalad aligned its goals in
congruence with the capabilities of the systemsdbmprise the actor network. For

example the ROE are explicit in terms of the idedtion criteria required for target
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engagement described in chapter 4. Callon and 18&7:167) emphasize that
‘people are networks, devices are networks. Bubspare texts’. The text such as the
ROEs, SOPs, SPINS, ATOs are central to the praxfegsining credibility and
authority within the actor network. ExaminationR®Es and ATOs reveal a
hierarchical authority of political, legal and ntaliy entities that characterize the web
of connections. As Callon and Law (1997:170) arpgetexts ‘...reflect, are produced
by, and help to create, a teeming world of entitiesey rely on a network of
‘technical’ entities such as IFF, radar, sensagnat to satisfy the criteria inscribed
within the ROE and translated operationally witthe ATO and SPINS. Following
the actor reveals this in the case study matemnidli@entifies how dysfunctional
command and control supported by these ‘texts’ waicated in the fratricide. This
is demonstrated in the Tarnak case as describethpter 4. For example as noted in
Jeter (2004:409) ‘...the SROE principle for self-aesie by the pilot was applicable,
but the CFACC's superior lawful orders through@#FSPINS were the controlling
mandate. To support the use of force appropriatieé/pilot must comply with the
SPINS and ROE. Therefore, in the Tarnak Farms tteselaim by the pilots that they
took appropriate action in self-defense is-not sufgle because they violated OEF
SPINS’. However, significant command and contsslies that support the ROE and
SPINS, as detailed in chapter 4, reflects a disecinbpetween the articulation of the
ROE to the operationalization of it (Jeter, 2000-381). In the case of an invocation

of self-defense, the involved aircraft commandeepts authority’ (Jeter, 2004:402).
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Arising from the Command and Control deficienciesttsupport the
operationalization of ROE, a perceptual mindset @stablished that precipitated the

fratricide incident (CIB, 2002: 52).

As specific actors (such as technological elemarts)ncluded or excluded from the
network, informational and human actors were affgécFor example in the 1994 case
study the inclusion of secure voice (Have Quicksyi3tem on the F-15, shaped the
type of information that could be communicated af as with whom the
communications could be with. It is of note thas thpgrade to the air force
communication suite was not introduced into theyafBlack Hawk) communication
suite and contributed to issues pertaining to agerability. Using the modelling
approach of AFD, the potential flaws within theisstechnical system defining the
actor network space are viewed from a perspedtiaeallows for full exploitation of
the system's weaknesses revealing within the nktafdneterogeneous elements
problems associated with actor cohesion and alighstemming from translation and
inscription processes. From the thematic anabysiscontextualizing the fratricide
incident in terms of CID process, the AFD moddj\ffie 5.7) reveals how ROE are
enabled through the hybrid collectif: a producheferogeneous engineering and
reveals through the translation process how tnngirges as a product of actor
networking. What becomes evident is that ROE regualignment of the CID process
in a supporting actor network architecture thatomprised of heterogeneous elements
as SOPs, communication, authority, trust, IFF, raskalls, mental models, decision

making. Callon and Latour (1981:40) state, ‘Byslation we understand all the
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negotiations, intrigues, calculations, acts of passon and violence thanks to which
an actor or force takes or causes to be confemat$elf authority to speak or act on
behalf of another actor or force. “Our interests tlie same”, “do what | want”, “you
cannot succeed without going through me”’. THermational level of the problem
space, the authoritative (reliability) inscribedbithe ATOs and ROEs, system
functions, (FLIR, GPS, IFF) shape the sensemakiantal models and decision
making. They serve as mediators that shape adilwir relational influences impact
and is realized within the sensemaking and mentalehconstruct. Take for example
the 1994 case study in which the status-based Ri@Et#&inherent authority that
relationally connects legal, political inscriptioosnverged with the informational
domain and physical domain. The CID processaissiated by the ROE seeking to
align the TTPs and SOPs. The requirement for IpFesents the physical
manifestation that enables the ROEs. Similarlyinithe informational domain, the
SPINS and ATOs reinforce the ROEs and connectoafiadns (PHI) setting up
expectations: expectations that all aircraft wdeuhe appropriate IFF code;
expectations that the aircraft sortie informatisrcontained in the ATOs and no
aircraft will enter the TAOR prior to sanitizatioexpectation that all aircraft will
utilize the appropriate frequencies; and expeatatibat the AWACS will provide the
command and control as advertised by its capalbiiayis ‘hardwired’ into its actor
network. Figure 5.7 shows a conceptual modelhigtlights how ROE, as an actor
with inscribed goals, translates and permeatesi¢ivaut the actor network thereby

shaping action and decision making.
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Figure 5.7- ROE translation permeates the netwpake

Through the application of the inventive approadthi AFD, future failures were
invented, and created thereby devising the pathsatastrophic accident (fratricide)

revealing as argued by Latour (1999a:183) ‘...acisom property of the whole
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Translation and mediation comprise what Latour Qe9986) refers to as ‘programs of
action’. The actors within the network merge intoyéarid, which can only be
understood by taking both the human and non-hurspecas together. Latour
(1994:35) argues that ‘Action is simply not a pmap®f humans but an association of
actants’. This is a key point. Fratricide therebyiewed not from a human-centric
perspective but rather recognizes that fratricedegdrived from a network of actors
and relations. In the case of the Patriot systenaant, translation processes can be
seen to emerge from the analysis associated wetAutomation and Human
Computer Interface (HCI) that shapes action andtioa, the ‘presumed’ accuracy
associated with the navigational systems, the aiyrend assumed capabilities
associated with the command and control infrastirecsuch as that of the AWACS,
ATO, and SOPs. The case studies reflect how actoch as these have an inherent
accuracy, certainty and authority that translafi@x¢s) the actor (as part of the hybrid
collectif) to act in a certain manner. These actiorsugh translation shape action and
decision making (figure 5.6). This is a criticaihcept in our analysis of pilot error.
The black box of pilot error is now open as a restithe actor network analysis.
Rather than the question, ‘how could they not Haxavn’ with its hindsight bias, we
approach the problem space with the insightful qoesvhat actor network dynamics,

translation and inscription processes precipitared contributed to the accident.

As argued by Verbeek (2005:130), the concept cdgietlon indicates that programs

of action can be ‘inscribed’ into artefacts.” Wittthe context of the case studies,

technical mediation expands our notions of actioeth @xperience. Actors within the
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network, such as a technical artefact, co-shameluman world relations by giving
shape not only to people’s actions but also to [ge®pxperiences. The experience of
the pilots within the first case studies series masliated by their participation within
this hybrid of human and non-human actors thaticglally transcend linear temporal
and spatial conceptualizations. In the first cd$91) the systems such as the
navigation system, weapons system, the RWR thaiged erroneous cues and
alarms mediated the action of the pilots in additmtheir experience of the event or
more specifically the SA. It co-shapes the waywliich humans can be present in
their world and the ways in which reality can begant to humans. Johnson (2004)
analysis reveals how the NVG has been implicateabiation accidents. This
resonates with the analysis of the Tarnak case sth@reby it was noted that NVG
are ‘...famous for the way they distort images’ (Eoignti, 2005:257) which made it
‘impossible to accurately estimate the height ohians firing on the ground below’
(Friscolanti, 2005:257). The ‘system dynamic effeof this technology in the way
that human are presented in the world and the wivddented to the humans
interrelated with SOPs, ATOs, tactics, techniques@ocedures is reflected in

figures 5.6 and 5.7.

Supporting the translation and inscription withue tactor network are the contractor
and government making claims of reliability andcrilsing that ‘credibility’ onto the
actor. When we consider the concept of hardwiddigs, GAO/NSIAD-97-134
(1997:1) explicitly illustrates how ‘...the long-stding DOD and manufacturer claims

about weapon performance can now be contrastedsentie of our findings. For
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example it was noted that: ‘the F-117 bomb hit rateged between 41 and 60
percent—which is considered to be highly effectlwg, is still less than the 80-
percent hit rate reported after the war by DOD ,Alvd=orce, and the primary
contractor; DOD'’s initially reported 98-percent sass rate for Tomahawk land attack
missile launches did not accurately reflect theesyss effectiveness; the claim by
DOD and contractors of a one-target, one-bomb chiydor laser-guided munitions
was not demonstrated in the air campaign whereyverage, 11 tons of guided and 44
tons of unguided munitions were delivered on eadtessfully destroyed target (with
averages ranging from 0.8 to 43.9 tons of guidetl@aii to 152.6 tons of unguided
munitions delivered across the 12 target categaaias the all-weather and adverse-
weather sensors designed to identify targets armtegueapons were either less
capable than DOD reported or incapable when emglay@ncreasing altitudes or in
the presence of clouds, smoke, dust, or high hayhidihis highlights issues
pertaining to the very test and evaluation thatpeeasystems undergo prior to
deployment (GAO/NSAID-00-119-2000) and resonatdh veisues pertaining to
interoperability such as the RWR in the Apache sasdy, the Have Quick Il radios

in the Black Hawk case study, the system modelsarPatriot case and the SOPs
described in the Apache, Black Hawk, Tarnak andi®®atase studies that were

insufficiently validated and employed.

Compounding the issue, the combination of SOPs sT#ehnical capability

inscripted and translated is reflected in GAO/NS8D 134 (1997:21) in which:
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While higher altitude deliveries clearly reducerteaft casualties, they also
caused target location and identification probléongyuided munitions and
exposed unguided bombs to uncontrollable factach as wind. Medium- and
high-altitude tactics also increased the expostieroraft to clouds, haze,
smoke, and high humidity, thereby impeding IR aledteo-optical (EO)
sensors and laser designators for LGBs. These hadtitede tactics also
reduced target sensor resolution and the abilipyilofs to discern the precise
nature of some of the targets they were attacking.
...Radar systems were less affected by weatherhbuyidor resolution of
some radars made it impossible to identify targ&tsept by recognizing
nearby large-scale landmarks or by navigating tere/tthe target was
presumed to be. Radar systems specifically desifpradrget discrimination
and identification suffered reduced resolutiorhathigher altitudes (and
greater standoff distances) where they were opgyati
Table 5.1 from GAO/NSIAD-97-134 (1997:26) highligldome of the discrepancies
between claimed performance and actual performdana@ing, tactics and
procedures are based on the expectations of thpregut (actors). What does this
mean in terms of our analysis? What emerges frenAtMT ‘follow the actors’
analysis is that the relational impact of theseractesults in the creation of
expectations that links the ROE to the systemsa@tipg identification and decision
making resulting in ‘illusions of certainty’ thernglshaping actions, sensemaking and

decision-making.
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Table 5.1 Technical Performance Claims (cited inGARSAID-97-134)

[Table 1: Manufacturers’ Statements About Product Performance Compared to our Findings

Manufacturer

Their Statement |

Our Finding

General Dynamics

‘No matter what the [F-16]
mission, air-to-air, air-to-
ground. No matter what the
weather, day or night’.

The F-16'2 delivery of guided munitions, such as Maverick, was
impaired and sometimes made impossible by clouds, haze, humidity,
smoke, and dust. Only less accurate unguided munitions could be
employed in adverse weather using radar

Grumman

‘A-6s...[were] detecting,
identifying, tracking and

destroying targets in any
weather, day or night'.

The A-6E FLIR’s ability to detect and identify targets was limited by
clouds, haze, humidity, smoke, and dust; the laser designator’s ability
to track targets was similarly limited. Only less accurate unguided
munitions could be employed in adverse weather using radar Only less|
accurate unguided

Lockheed

‘During the first night, 30 F-
117s struck 37 high value
targets, inflicting damage that
collapsed Saddam Hussein’s
air defense system and all butf
eliminated Iraqg’s ability to
wage coordinated war’.

On the first night, 21 of the 37 targets to which F-117s were tasked
were reported hit; of these, the F-117s missed 40 percent of their air
defense targets. BDA on 11 of the F-117 strategic air defense targets
confirmed only 2 complete kills. Numerous aircraft, other than the F-
117 were involved in suppressing the Iragi IADS, which did not show a

marked falloff in aircraft kills until day five

Martin Marietta

‘Aircraft with LANTIRN can
‘locate and attack targets at
night and under other
conditions of poor visibility
using low-level high speed
tactics’.

The LANTIRN can be employed below clouds and weather; however,
its ability to find and designate targets through clouds, haze, smoke,
dust, and humidity ranged from limited to no capability at all.

McDonnell Douglas

TLAMs ‘can be launched...In
any weather’.

The TLAM'’s weather limitation occurs not so much at the launch point
but in the target area where the optical [Deleted)].

Northrop

The ALQ-135 ‘proved itself by
amming enemy threat radars;
and was able to function in
virtually any hostile
environment.

[DELETED]

Texas Instruments

Tl Paveway lII: one target,
one bomb.

Of a selected sample of 20 targets attacked by F-117s and F-1111Fs
with GBU-24s and GBU-27s, no single aim point was struck by only 1
LGB- the average was 4, the maximum 10.

reliability. As reported in the Audit Report (2001:

Similarily, issues pertaining to dedicated anti+iade kit reflect issues pertaining to

The Battlefield Combat Identification System (BCt8J not have an up-to-

date and comprehensive test and evaluation mdsterfurther, the Army

lacked funding to test 19 operational requiremeants did not plan to

operationally test a production prototype of thstesn in cold, fog, snow, or

rain. Without an updated test and evaluation madar that accurately shows
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user requirements, testers will not fully evaluaie effectiveness of the BCIS
in reducing fratricide. As a result, the Army hasreased the risk of producing

a system that will not meet the full needs of teeru

We begin to see how the relationality inherent wmitihe actor network permeates the
socio-technical system and de-centers the blamssocaated with pilot error. Winner
(1980) argues that some technologies are ‘inhgrgulitical’ in that they have
specific political consequences that will manifégmselves in any setting. The
capabilities resident within the technology suchF&S sensor systems and in
particular the AWACS support the political, miliyjgand legal dimensions of the
ROE. These very actors and the successes theyehauezd (reflected in 50000 hours
of accident free operations) justifies the stafus statement ‘Our operational flying
missions in support of UN peacekeeping have natired special training
programs...Pre-mission briefings are sufficient’ (Rorce Secretary Sheila Widnall
in Fall of 1993) (Eflein, 1998:33). In the Tarnedkse study, the systems and
processes (ATO, SPINS, ROE) supported the piltterassignment of authority to
act in self-defense. In fact across all incidetits,relational analysis and AFD
modelling show that the ROEs shaped the SA, aetmhdecision making of the
pilots through processes of translation and insompwithin the actor network. It is
recognized through the analysis that there existhé challenge to balance
competing interests in the formation of ROE. RO& #re too constrained will
prevent the warfighter from getting the job don@BRthat are too broad could allow

military operations which may be inconsistent wititional objectives or may allow
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room for fratricide’ (Jeter, 2004:388). The implicas for ROE therefore requires the
alignment of the actor network to achieve the malltobjective. This requires that the
ROE have supporting actors (with an inscribed céipabnd reliability) to achieve its
goals. For example navigational accuracy, IFF céipabupported by TTP and SOPs
must be aligned to enable the ROE. A perceived &fbility and accuracy with
regards to the IFF would inhibit the ROE by virtafehe perceived inability to
‘positively’ identify a target. Therefore the ROErmeates the network space to align

the actors with its objective, through the procgfssansiation.

Within the Tarnak 20002 incident, the failure iartslation of ROE to the operational
level (via ATO, SPINS, training, culture, physisgistem enablers) resulted in the
misalignment of goals within the hybrid collectdraprised of the human, physical
and informational domains and is reflected in:ftiked effort to establish clear
standards or provide mission planning support theoentributing to the lack of
situational awareness; the lack of uniform trainamgl standards for squadron
personnel; failure in the command and control pseee and flow of information;
failure in the promulgation, display and use of Auespace Coordination Order
(ACO), reflecting significant inconsistencies; ahd lack of representation of ground
forces at the Air Expeditionary Group Level (Jef04:380-381). These failure to
align (successfully translate) the ROE to the opamal level represent a lack of
systems perspective on the operational level andeheithin the ANT vocabulary, a
failure in heterogeneous engineering. This failarthe translation was validated

using AFD and the inventive problem solving metHody. In creating the pathways
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to fratricide, these elements emerged from thertgacWhat is important to recognize
is that the actors take form and attributes asation of their relation with other
entities (Law, 1999). The ROE take their form thglb@lignment with the actors such

as IFF, SOP, ATO, SPINS and training.

In exploring the actor network characterized bglatronal connection of
heterogeneous elements, we turn to the ‘synthatic@ments’ where the virtual
world is comprised of a distributed network arctiitee. These distributed simulations
are an instantiation of the actor network. Therttigted simulations embrace HLA
design principles that manifest as federationsrmtigtions composed from modular
components with well-defined functionality and rfiéees and is therefore likened to
heterogeneous engineering. As described in Busdarkson (1998:820-821), there
are three main components to the HLA: the HLA rulbe HLA interface
specification, and HLA object model template (OMThe first component of the

HLA definition is the HLA Rules that describe thesponsibilities of simulations with
respect to the RTI in an HLA compliant federatidhere are five federation rules and

five federate rules (Table 5.1a, 5.1b) (US Depantnoé Defense, 1996, 1998):

Table 5.2a- Federation Rules

Federation Rules
1) Federations shall have a FOM in OMT format.
2) All representation of objects shall be in the federates and not the RTI.
3) During federation execution, all exchange of FOM data shall be via the RTI.
4) During federation execution, all federates shall interact with the RTI in accordance with the interface
specification.
5) During federation execution, an attribute of an instance of an object may be owned by only one federate at a
Igiven time.
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Table 5.2b- Federate Rules

Federate Rules
6) Federates shall have a SOM in OMT format.
7) Federates shall be able to update/reflect attributes and send/receive data in accordance with their SOM.
8) Federates shall be able to transfer/accept attribute ownership in accordance with their SOM.
9) Federates shall be able to vary the conditions under which they provide attribute updates in accordance with
their SOM.
10) Federates shall be able to manage local time in a way which will allow them to coordinate data exchange
with other members of the federation.

The second component of the HLA definition is thieerface specification, a standard
for federates to interact with the RTI. It defirfresv RTI services are accessed. The
third component of the HLA definition is the Objédbdel Template (OMT), a
common method for prescribing the information cored in the HLA object model
for each federation and simulation. OMT is therifatee language for HLA. Object
models describe the set of shared objects in alaiion or federation, the attributes
and interactions of these objects, and the levdktdil at which the objects

represent the real world including their spatial s&mporal resolution. The HLA
OMT provides a common representational frameworlofigect model

documentation. The OMT fosters simulation interapdity and the reuse of
simulations. There are two types of object modeldILA, Federation Object Models
(FOMs) and Simulation Object Model (SOMs), docunedniising the OMT. The

FOM contains all shared information (objects, htites, interactions and parameters)
essential for a particular federation. The SOM am# all federate information
(objects, attributes, interactions and parametens}h is visible to other federates in a
federation and all information from other federdtest may be reflected in the

federate. HLA’s approach to interoperability isahigh the ability to publish and
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subscribe to attributes and interactions. Theseliaomovered through the federation’s
FOM. Local object interaction is substantially diiént from remote interaction, since

the latter is possible only by the receipt of tharmge in a subscribed attribute.

The HLA paradigm thereby represents a suitableoggydbr the actor network. Like
the actor network, the federates are relationaligrrelated within the simulation. The
federates have inherent inscriptions that shap@theactions within the distributed
simulation and result in an emergent behavioumdéted in the Australian DSTO-GD-
0255 (Clark, Ryan and Zalcman, 2000:1):
The US DoD has mandated the High Level Architec{ttiLA) which has
technical advantages over the previous standasdiilited Interactive
Simulation (DIS). HLA provides greater flexibiligompared to the rigid
requirements to achieve DIS compliance. Howeverftbkibility can also be a
disadvantage since all participating simulationshagree on which
information to interchange. This limits those plesy@/anting to interoperate to
agree before hand on such specifications, and m@pmise the open
interoperability that is a key feature of DIS.
From the ANT lens, this feature of HLA represeiis translation process whereby an
inherent ‘power’ inscripted into the use of HLA&s industry and NATO standard
translates other models and nations to comply thighrules associated with that
architecture. Failure to comply with the rules apécifications results in a
dysfunctional simulation and invalid results. THieA architecture has managed to

align industry, nations, and technical standards d@mstributed socio-technical system.
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What emerges from a study of these simulationsvs flederates, representing black
boxes in a network establish expectations basddeoapparent simulation fidelity
that shape sensemaking, action and decision makergexample in the JSMARTS I,
the radiation dispersion model was inscribed wapabilities and limitations that
shaped the course of the simulation exercise @&u8). The fidelity associated with
the 3-D models, translated and established expecsategarding the fidelity of the
radiation models thereby establishing a belief thatradiation models take into
consideration the complex material and structuasdire of the city buildings in terms
of radiation attenuation. Similarly in the MALO sithation, the federates such as the
ocean model was based upon an inscription reswidnt a ray path tracing model
and in situ data. This very choice of a federapabdity actually sets inherent
parameters within the simulation that affects #atital employment of underwater
sound in the prosecution of a terrorist subsurthoeat. The operator using the
simulation thereby approaches the exercise witleetgbions that have been inscribed

into him through a process of translation (trainbagh experiential and text based).

What emerges from this exercise is the realizatahtechnology mediates and
shapes the human experience and relations towelid. Taking these observations
from the M&S world and applying them to the fraitlie case studies reveals how
actors such as the ROEs, ATO, SPINS and suppatiggical actors (GPS, IFF) all
shape the actions that emerge from the actor nktwdediation can therefore be
considered the mixing of humans and non-humansisractor network. It is through

this mediation (mixing) that voices become deletbd,visible become hidden, a
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black box is created. The process of black boximtgitionally or unintentionally)
makes the actors and their relations opaque (Ldi@94:36) as represented in the

simulations whereby the federation (consistingeafefrates) represents a black box.

Mediation, translation and inscription processestithe kernel of the actor network.
It is through these processes that we begin torstadel how action, inaction,
sensemaking, decision making are shaped by the metwork and thereby de-centers
our perspective from the human to the network ¢¢togieneous elements that
comprise the actor network. We recognize that ttera are not passive entities but
participate in the creation of possibilities. Tog@zhrase Baygeldi and Smithson
(2004:118), technology can be used as an instruofentluence and hence embody
micro politics of power. The actors, through thstdbuted nature of agency within
the network, ‘vary in the extent to which they ughce or resist the influence of other
entities’ (Somerville, 1999: 10). What is importémtemphasize as reported by
Somerville (1999:10):
Not only are humans and non-humans to be seennitirisame (conceptual
and terminological) framework, but micro-actorsdfinduals, computers, etc)
and macro-actors (institutions, corporations, gomegntal organizations, etc)
are to be seen in this way as well.
Sommerville (1999:10) argues that ‘Such interactiwans, for instance, that
computers as “non-humans” have now become suaht@amsic part of organizational
life that any “failure” on the part of computersglay their allocated “role” will be no

less catastrophic to an organization than a humiéing’.
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Within the domain of M&S, the illusions of certayrdre best captured by the adage
‘Garbage in, Hollywood out’ (Roman, 2005:1). It repents how inscribed
dysfunctionality within models can be ‘representas’having greater fidelity and
certainty than it actually has. It represents aergent behaviour that is realized

within an actor network that includes both humad aonhumans.
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The fratricide case studies are powerful remindétsow the decision to rely on
automation, processes and integrated system afragstan be one of the most
important decisions a human operator can makedgcpkatly in time critical situations.

Matters of trust emerge from this analysis andesxidbed in Riley (1989) are
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complex. As reported in Parasuraman and Riley (Z83j ‘...operator attitudes
toward automation might influence automation usagéie seduction of technology
often obscures the fact that new computerized atwhzated devices also create new
burdens and complexities for the individuals aradrte of practitioners responsible for
operating, troubleshooting, and managing high-cgmsece systems (Woods et al.,
1994). Law (2000a: 9) argues that ‘Adding complekit the relations which make up
a system in order to strengthen those relationsantayally dissolve those relations in
practice’. Failures to understand the reverbenataf technological or process change
on the operational system and the socio-politiGahework behind them hinder the
understanding of important issues surrounding tioduéion of human error within a
system and how breakdowns occur. An artefact’sagptor influence (whether
physical or informational (ROE)) is thus dynamicarot static (Aanestad, 2003).
The installation of new secure voice communicatiomshe F-15 that was not
compatible with the Black hawk operations; the ctaogncy of successful operations
thereby supporting the adoption of legacy proceskesmisalignment of IFF and

communications protocols associated with the Bldalk are just a few examples.

The emerging issue from this analysis reveals homdn, informational and physical
domains intersect (at the hybrid collectif) andsash Command and Control becomes
a relationally defined ‘entity’ that exists as adtion of the three domains. The
relational construct becomes politically chargedldimg and constricting action and
inaction. The ROE (rooted in politics) to bring absome strategic outcome, requires

the cooperation (translation) of other actors taldait. As such the network
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represents ‘hardwired’ politics. Just as Law (198&9cribes the politics inherent
within the actor network of the Portuguese shiptostine political agenda are
transcribed and enacted by the hybrid collectifebg enabling pilot error (black box)

to become politically charged and hardwired.

We understand from ANT how tools shape use, miangeaction. They are as much
of the command and control schema as the orgamizdaself, thus command and
control cannot be realized without the tools. Theytherefore implicated in the
accident aetiology through the inherent compleatr@hality. Much of the issues that
stem from poor command and control and failurdimgrocesses between SOPs,
ROE and training as per the case of the Black hawiklent, the Tarnak incident and
Apache incident can be traced to dysfunctional Kedge management
(collection/creation, access and sharing) andrthkility of the actor network to

systemically learn.

As suggested by Hernes (2005:113), one way of amgjydecision-making processes
is to *...work from the ways in which actors prestrgmselves as spokespersons for
institutions that exist beyond the organizationelce, utilizing institutions as
indisputable source of authority or knowledde.the context of the fratricide
incidents, the ‘devices’ such as NVG and image roéis present themselves with an
‘authoritative capability’ that has been integratet the system to “fix” problems
associated with SA and hence through the procesarnslation shapes decision

making and action. This is characterized as a stdxggeby certain actors position
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themselves as indispensable resources in the@olotiproblems that they have
defined. Within the context of the case studies/igev this in terms of the technical
hegemony that permeates the solution space oicitlr These actors within the
network (such as GPS, reflector tapes, IFF, NVGB).&ll impose their definition of

a problem and their suggested solution on othe@radtdardwired politics not only
define the problems and solutions but also establikes and identities for other actors
in the network. It is the realization of power thacomes apparent in the analysis
whereby black boxed actors (or macro actors) hatteoaity to act and speak on
behalf of the whole network. This is an exercispamwer through the process of

translation.

The emergence of power as micro-politics are sadmnithe context of disciplinary
technologies within a dynamic network constructe Blgstem dynamic influence
diagram (figure 5.6) captures this phenomenon. W& teehnology (a new actor)
creates new dynamic and new capabilities, affe¢tieghetwork space and relations.
The relational interdependence and entanglemetitdées our understanding of how
power relations within the actor network contribtdea distributed networked agency.
Gephart (2004:22) argues that ‘Power is the alidithave ones account of reality
become the reality perceived by others in the td@dternative claims through the use
of sense-making practices’. Power lies at the fatiod of the process of translation.
Urry (2002:60)rgues that ‘...through complexity, power is concafpned not as a
thing or possession or structure, rather, powavdlor runs, increasingly detached

from specific territory or space’. Power emergesrfithe actor network, circulates
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and flows aligning actors in the hybrid collectifhe interdependencies that permeate
the network space through relations reflect diffidied power relations that result from
a complex interweaving of interests and agendast\ékes place then is the black

boxing of causality (Morrell and Hartley, 2006:496)

Design can be construed as a process where vanikeussts (from various parties
within the process) are translated into technolgiolutions such as the panels of the
A-10 incident. In addition, the design encompasgganizational arrangements and
procedures that must be followed to make the tdolgyavork properly (or as
envisioned by the design team). Within this procegssting and legacy technology
will be reinterpreted and translated into new wafygsing it. To make the technology
work, all these elements must be aligned, i.e. ematpg toward a common goal
(Aanestad and Hanseth, 2000). This failure ofgibas to align and cooperate is
implicated in each of the case studies. The ihsdrpatterns of use may not succeed
because the actual use deviates from it such a9 case associated with the Black
Hawk organizational SOP resulting in conflicting-I&nd frequency management
within the TAOR; such as the 1991 case in whichféilare to comply with SOPs
regarding the perpendicular approach along thedteline of defence that shaped
expectations. Rather than following its assignesyam of action, a user may use the
system in an unanticipated way; he/she may follovamti-program (Latour, 1991;
Monteiro, 2000). As noted in Thrift (1999:34):

From the interaction of the individual componermtsd system] ...emerges

some kind of property...something you couldn’t hawedicted from what you
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know of the component parts...And the global propeHis emergent
behaviour, feeds back to influence the behaviourthefindividuals that
produced it.

The influence diagram (figure 5.6) illustrates thehavior.

Agency

As described in Rose and Jones (2005:23) ‘agemgyntimately connected with
power, in fact this is one of its defining charaistics, since the loss of the capacity to
make a difference is also powerlessness’. Whespgak of the socio-technical
systems, the social as described by Latour (199%can be viewed as (contrary to
traditional thinking) not being made of agency usture at all, but rather of being a
circulating entity’. This has a profound effect loow we view the problem space
associated with the case studies. We approachageestudy without any
preconceived (a priori) notion of agency and thegraddress ourselves to the
emergence of the ‘social’ as a relational attriftéhe network space. Traditional
accident models differentiate between the humamaneéhuman and thereby make an
assumption regarding the attribution of agencyumains. The material agency that
we argue for is not an inherent structure or passef neither some actor nor an
attribute but rather is an emergent effect inhewetttin the relationality of the actor
network (Callon and Law, 1995). Lanzara et al. 6@) argues for a ‘... complex
web (network) of artifacts, actors and relationgssential in our understanding of
collective or systemic task accomplishment coortitimeand agency processes’. In

fact, ‘...agency effects depend on the extensiohefietwork as a whole. If it looks
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like the agency is stacked with the humans, thislg a peculiarity of the local

topology of the network’ (Middelton and Brown, 20854).

As described, with the realization of the ‘hybrmwmllectif’, what we conceptualize as
human agency is transformed to recognize that nwnalm actors (technologies,
policies, SOPs) shape interaction in this socidvtéxal construct and that human
agency, as was traditionally developed is transéafioy the actors. What we are
saying about the case studies is that the distim¢tetween the human and non-human
in this actor network has been replaced with tladization that in fact our object of
analysis is now a hybrid collectif. This is a findithat is consistent with previous
research (Callon and Law, 1995; Noren and Ran@Q@5) which illustrates how

attributes of tools affect the construction of agen

The experiences from the simulations clearly suipih@ notion that agency is a
relational effect. As noted by Lockie (2004:50) ‘gemcy and power are themselves
relational effects. Agency comes into being whemdctors/actants are partaking in a
network, not when they are isolated objects’. Titielity of the associated models
within the federated distributed simulation suchhees3D maps, UAV, radiation
models of JISMARTS II; the ocean models, helico@ecraft and surface and
subsurface models, weapons and sensor models ofM#dcomes relevant. As such,
the ‘inscripted fidelity’ becomes activated ancekant when the artifacts are put in
use within the simulation. Agency is thereby eaddh the relational network of
heterogeneous elements, within a specific networiiguration defined by the HLA

rules and simulation configuration. Collectivelettistributed simulation as a whole
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shapes behaviour, sensemaking, SA and decisiommatemming from the very
inscriptions and translations within the actor ratw Agency therefore is realized as
a network or relational effect as the objects waitiie simulations do not exist and

function independently.

Rhizome

The relational complexity of the actor network asated with the case studies,
depicted in figure 5.1, are topologically similarthat shown in figure 2.4
representing the rhizome. Figure 5.1 shows a nét{vbizomal) construct that
captures the essence of the ROE. As shown in figdréhe accident aetiology,
through AFD maps a rhizome. As a hybrid collegdifpt error within the rhizomal
conceptualization becomes de-centered as a catis¢heirealization that the
multiplicity and heterogeneity associated with #iogor network creates a complex
aetiology that challenges the linear models. Actather takes place in ‘hybrid
collectifs’ that entangle human actors as well@s-human actants in multiple ways.
Tools, for example are not just things that araluseachieve certain ends: ‘They
contribute to the making of the universe of podiibs that make action itself’ (Callon

and Caliskan, 2005:18).

ANT with its rhizome metaphor radically breaks avilpm the Euclidean scalar
understanding to a relational conceptualizatiospzice in a topological schema
(Murdoch, 1998). In a rhizomatic or topological gesgphy, we envision as described

in Grabher, (2006:178-179) ‘...time/space consistihgultiple pleats of relations
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stitched together’. The ROE and SOPS that wereldped years in advance make
themselves relevant through time and space toghginstance of the fratricide and
thread themselves through the socio-technical donsaipporting this, Ladkin et al.
(2004) through his Why-Because-Analysis (WBA), @whe nonlinear temporal and
spatial characteristics of the accident aetioldgyeby reflecting an interweaved and
folded nature that within the ANT area of interestangle actors such as IFF, GPS,
AWACS, Command and Control, sensors, weapon syste®Bs, legislation as

described in chapter 4.

Through the hybrid collectif, the event-based ‘dooiperspective disappears
revealing a complex temporal and spatial heteragen#/hat emerges from the
analysis of the actor network is the notion thaietiand space are folded thereby
recasting the concept of latent effect/errors apqed by Turner (1978) and Reason
(1990), in terms of a network schema. Events, astiand decisions taken in ‘the
past’, becomes relevant and present in this dyn&stdang network space. This is
particularly demonstrated by OPORD 91-7 that shabedperations of OEF, but
failed to be updated to reflect the new operatiddarad (2007:ix) writes ‘the past is
never finished. It cannot be wrapped up like a pgek or a scrapbook, or an

acknowledgement; we never leave it and it nevardgas behind'.

This section summarized the actor network viewhefproblem space defining the

actor, network, hybrid collectif, relations, anceagy. The next section will build
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upon this foundation developing the concepts oflWwaed politics, illusions of

certainty that reside and emerge from the actavorgt

54 HARDWIRED POLITICS ILLUSIONS OF CERTAINTY

Illusions of Certainty

Stemming from the thematic analysis of the caseias$y informed by the simulation
exercises and validated through AFD modeling, itins of certainty emerge from
following the actors and represent a key elemeaitghpports the argument regarding
decentered aetiology. The concept illusion ofaiety will be explained and explored
through a conceptual and evidence based discuggbrs rooted in issues pertaining
to: Expectation; Translation and inscription (Tealogy); Sensemaking; groupthink;

and Trust.

Expectation

Olson, Rose and Zanna (1996:220) argue that ‘E&peids form the basis for

virtually all deliberate actions because expectmabout how the world operates
serve as implicit assumptions that guide behavidralces’. Within the context of
accident aetiology, Reason (2004:32) argues tledptith to adverse incidents is
paved with false assumptions’. The evidence froendase studies show quite clearly
how assumptions and expectations permeated thefiizss and thereby shaped the
decision making and action resulting in the fradigcevent. For example the 1991 case
study reveals evidence that previous fratricidedieiats lessons learned failed to be
integrated into the SOPS for the Apache missiom®iriradiction to the belief and

expectation of the land force commander. The authtmr engage the targets
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identified by the Apache helicopters was giventwy land force commander, in the
belief that the target coordinates given by thedgacommander were indeed
accurate and that SOPs informed by previous fid&imcidents were followed.
Similarly, the queries by the Apache targetingdater regarding the positional
accuracy of the targets were shaped by the ‘apparehinherent’ accuracy and
reliability of the navigation suite. Misreading tbeordinates by the Apache helicopter
and subsequent validation received by the Apadima tnd ground team perpetuated
the false assumptions that shaped the decisiomgaiiengage. Target description
was based on previous assumptions and expectatigasition integrity thereby
contributing to the illusion of certainty that rétea from the convergence of beliefs
and expectations. As argued by Woods and Sart&0(22) and supporting the notion
of illusions of certainty:
...the role of expectations illustrates that attantioes not simply flow to
salient events bottom up; there is a top-down corapbwhere previously
cued knowledge about what has been going on, wlextpgected to occur and
the priorities across goals influence what is ie¢éing and, therefore, how

focus of attention shifts in time, space and florcti

The 1994 Blackhawk incident similarly contains ende of false assumptions and
expectations that are rooted in beliefs and trysahics that reside within the actor
network. Faraj, Kwon and Watts (2004:191) argw th.a belief can also be viewed
as a mapping of cause-and-effect relationshipsdibfate “what technology does” and

how it relates to other technologies’. These etgiems are explicit and revolve
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around human, physical and information domainsclktordance with SOPS, friendly
air operations in the TAOR were not authorizedlwganitization by the F-15 top
cover. This established an expectation that amyadirin the TAOR would therefore
be non-friendly. Knowledge of any aircraft operasawithin the TAOR would
therefore be explicit both within the ATOs and SBitlhat specified all sorties. This
was further supported by the AWACS that ensureddination of all friendly air
operations in that region and facilitated situaovareness to all coalition air
operations. As described in chapter 4, a non-respemode IV IFF and confirmation
from the AWACS of target existence with the phrases there’ contributed to a
mindset rooted in an expectation that the conta@itsg painted by the F-15 were
indeed non-friendly. Similarly, the visual identdition of the Black Hawk helicopters
as Hind that was ‘collectively’ confirmed by théhet actors (F-15 wingman, visual
identification confidence rooted in training) canfied, within the CID process, the
contacts as enemy. The ROE were thereby enablé#temiignment of the actors

(including informational, physical and human).

As described by Senge (1990:8), mental models.adeeply ingrained assumptions,
generalizations, or even pictures or images thhtance how we understand the
world and how we take action’. Chapman and Ferf@{#01:401) discussed several
processes through which mental models become flawedustrial settings, resulting
in misreading of situations which resonate withphablem space of fratricide. These

processes include ‘retaining outdated knowledge that no longer appéesepting
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unreliable sources of information at face valuel amssing out on critical data
because of poor communication within the work orz@ation’ (Chapman, 2005:346).
The Tarnak farms case study show a similar patieexpectations that are rooted in
the visual identification of ground fire (given thavigational accuracy and
geographical significance), the knowledge and mfatron accuracy and currency of
the AWACS that did not provide timely SA supporupted with the lack of detailed
and transparent friendly activity within the ATOSPINS. Add to that an ROE that
created conditions whereby an expectation of algmnof barriers (material,
functional, symbolic, immaterial) to prevent fratde and authorizing engagement of
targets was in place. These barriers are descimbie Joint Doctrine Publication 3-
09 (2006: 1-5):
The destructive power and range of modern weapmmugled with the high
intensity and rapid tempo of modern combat, incxdhe potential for
fratricide. Risk management must become fully irdégd while planning and
executing operations. Commanders must identifyamseéss situations that
increase the risk of fratricid€ommanders then incorporate guidance into all
plans to minimize and control risks by implementprgventive measures. The
primary preventive measures for limiting fratricidee command emphasis,
disciplined operations, close coordination amonggonent commands,
rehearsals, reliable combat identification (ClO)eetive procedures, and
enhanced situational awareness. The risk of frd#iis greatly reduced when

engagement decisions are vested with well-traimedoaualified personnel.
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Special instructions may also specify particulaangeto prevent fratricide in
specific missions.
It is of note that the Ground troops in the Tarmadident had personal IFF equipment
‘...two glint tape markers, one on the top of thechbare, one on the left shoulder.
They would wear their IF (infrared) strobe ...Invgators will later discover that
neither the strobes nor the glint tape is visibbaT the altitudes that the F-16s were

flying that night’ (Friscolanti, 2005:130-131).

In the context of Hutchins’ (1995a) analysis ofpshavigation, the belief system
established included the knowledge of individuahtbers of the navigation team, as
well as the assumptions that are embedded in sthogarating procedures and tools
of the trade. Viewing this model through the ANTidehelps to shed light on the
emergent concept of illusions of certainty. Whatnecognize is that the actor
network, through the processes of translation aadription can shape beliefs thereby
shaping decision making and action. As demonstiatédte case studies, the actor
network can discount, ignore or reinterpret inpud iway that they become more
consistent with the expectations. Flach et al. 2043) argues that discounting of
information is often observed on the path to acuisien human— machine systems. In
the decision literature, this tendency is termashfemation bias’ or ‘cognitive

inertia’. More generally, terms like ‘attention ¢age’, ‘tunnel vision’, ‘set effects’

and ‘fixation’ reflect situations where expectasqgriay a dominant role in shaping the

experience.
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lllusions of certainty have everything to do witkpectations. As Weick and Sutcliffe
(2007: 23) argue within the context of organizagion
...that expectations are built into organizationd&soroutines, and strategies.
These expectations create the orderliness andcpabdity. ... Expectations,
however, are a mixed blessing because they créatedpots. Blind spots
sometimes take the form of belated recognitionrefixpected, threatening
events. And frequently blind spots get larger syrj@cause we do a biased
search for evidence that confirms the accuracyuoboiginal expectations.
Weick and Sutcliffe (2007:24) highlight some exaegpbf those expectations:
...team members expect that a signal intended toafeht path will be
followed, that a flight crew will be rested, thaustion assessments are
shared, that the correct weapons are loaded omi@fj that fuel is not
contaminated, that weather forecasts are accundtéhat operators know their
jobs.
Within the context of the case studies evidencelesswithin the expectation of
technical reliability, whereby the impact of thé-Ik the 1994 case and the Patriot
case highlight how a positive or negative respasigaterpreted to support the
expectation. It resides within the expectation rdma inherent inscribed capabilities
of actors such as the AWACS in the 1994 case amddnnak case as well as the FAC
in the A-10 case in terms of knowledge and directithey are a confirmation source,
a source of authority. It links ROE to ATO, SPIE&d highlights how management
of the air operations and supporting texts anddulivey such as that in the Tarnak

case described as ‘dysfunctional’ (Friscolanti,2Q06) shape action.
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When individuals equate general expertise withasitunal knowledge they create and
rely on unrealistic expectations of those ‘expéB@rton and Sutcliffe, 2009:1341).
This ‘expertise’ denoted as accuracy and religbgdrticipate in the process of
inscription and translation whereby actors areribsd with an apparent expertise
thereby persuading (forcing) other actors to recgthis attribute and defer to them.
This crosses all domains of human, physical anafmétional and is reflected in the
ROE , SOPs, hierarchical structure of air operatiwith respect to command and
control and technical hegemony that shapes pewoseptid decision making (IFF).
The Patriot fratricide is an example of this expgoh that has been delegated to the
system by virtue of its inherent ‘believed’ relikityi and accuracy rooted in its
‘authoritative’ performance specifications. It igther inscribed in the SOPs and
training thereby translating behaviour to ensupzesses are followed. These
expectations are relationally rooted to the ROE #éina inscribed into the system.
Within the context of illusions of certainty at tbheganizational level Leveson et al.
(2006:114-115) describe how a high launch rateoutlaccidents within NASA
‘...contributes to the perception that the prograrsaife, eventually eroding the
priority of system safety efforts’. This resonatath the case study that notes that the
force flew in excess of 50,000 hours without inaid@-ratricide). Leveson et al
(2006:117) argues that *...High perceived success@lsates the impression that a
system is inherently safe and can be consideredtgeal, thus reducing the priority
of safety, which affects resource allocation argteay safety status’. Expectations are

reinforced through this illusion of safety, thikdion of certainty.
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lllusions of certainty revolve around issues peaitag to reliability and competence

across actors such as SOPs, roles and respoiesbilfor example, in the 2002

Tarnak case study these illusions of certainty wevealed following the results of

the investigation. The factors included:

1.

2.

9.

Mission planning and preparation was not consisderdss several units.
Airspace Control Order breakout, display and usdarasonsistent in Operation
ENDURING FREEDOM operations.

The Coalition Air Operations Center has no capghbdf recording internal or
external communications to aid in debriefing.

Ground forces are not required to report live-freening or activity within the
given Air Tasking Order day.

Ground forces are not currently represented afthExpeditionary Group
level.

The Airspace Control Order description of the TarRarms did not
encompass all types of weapons that were being fire

The JTF-SWA Air Defense Atrtillery Liaison Officerag not properly trained
in Battlefield Coordination Detachment operations.

U.S. Air Force AWACS have no capability to recoxdeznal and internal
communications or the Situational Information Dggp(SID) to aid in mission
debriefs.

Surface-to-Air Fire (SAFIRE) analysis was insuféict at the squadron level.

10.The 332nd AEG was not managing and monitoring Gaipage 1AW USAF

directives.
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11.Post-incident actions were not consistent withleéstaed USAF procedures
(Jeter, 2004:380-381).

Similarly, the Patriot case study highlights hovadknowledged system fallibilities
and fascination with blind faith of technologiesres@mplicated in the accident
aetiology. As described in Hawley, Mares and Mar@i10) system fallibilities were
known in the 1980’s however they were not satisidlgtaddressed during system
software upgrades, ‘...nor did information about therd its way into operator
training, battle command doctrine, operating proces, or unit standard operating
procedures’ (Hawley et al., 2010:306). Followihg tctors associated with this
fratricide highlights how ROE, SOP and system kelity were dysfuctionally
aligned, or rather were aligned through an illussbcertainty thereby precipitating
the fratricide incident. This illusion of certayrpermeated the organizational culture
which emphasized ‘reacting quickly, engaging eahd trusting the system without
guestion’ (Hawley et al., 2010:306). As well thngst in automation shaped the
organizational management of personnel ...which ¢elnd place inexperienced
personnel in key battle command crew positionswWliéa et al., 2010:306). The
accident aetiology emerges from the hybrid colfeattithe intersection of the human,
physical and informational domains and as revesl@dnlinear both spatially and
temporally. The illusions of certainty that areided from expectations arising from
translation and inscription processes represembidn. As Woods and Cook
(1999:17)rgue ‘...fixations represent breakdowns in the pgead error detection

and recovery where people discount discrepant eealand fail to keep up with new
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evidence or a changing situation. This is not new has been recognized in such

accidents as the Three Mile Island’.

The JSMARTS and MALO simulations support the casdysfindings with the
emergence of illusions of certainty in the matteexpectations regarding radiological
dispersion models and the ‘operationalised’ expiecta associated with the
identification of targets and anti fratricide equignt, procedures and protocols. As
discussed the distributed simulations with theneirent inscribed behaviour together

shape the conduct of the simulation exercise thr@sgablished expectations.

Trandation and inscription processes
We recognize that technological artefacts are setlun a vacuum. They exist within

existing networks and relationships with other ext@Vith the introduction of new
technology, new processes and procedures, newsattiernetwork will not remain
unchanged but either will re-adapt or fall aparagastad, 2003:1). Supporting the
notion of illusions of certainty McGuinnes and Lagj¢2006:1) argue that:
Clearly we want our information to be accurate, vague; yet the apparently
high precision of electronically displayed informagt can sometimes obscure
the actual uncertainty or ambiguous nature of tigedying data or data
filtering/fusion processes. The information asitisplayed might not provide
any indication of such imprecision; creating thgrassion that one piece of

data is as definite as any other.
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As described in the case studies, the negativensspof the IFF in both the Black
Hawk and Patriot missile case studies illustrai plint. Similarly the text based
orders generated through supporting informatiohrietogy illustrates this point.
Effectively combining information is a critical eleent of combat identification. As
noted in Famewo et al. (2007b:7) data-driven infation derived from visual cues,
sensors and communications must be combined watkafnitively driven
information such as expectations and beliefs. \With Famewo et al. (2007b:8)
argues that ‘...too much information can cause petpébitrarily assign weights to
information or treat every cue as equal, therefaasing their assessment of the
situation’. It is recognized within the case sasdhow such biasing effects transpired.
For example the Patriot case highlights how thirimal illusions of certainty
associated with the Patriot anti-ballistic missiledel validity were implicated in the
decision to fire (supported by the ROE linking theanan, physical and informational

domains).

Inscription processes arise within the B-52 casdystAs noted in Musselman (2008:
9) ‘why was the product developed to display prépesition versus the last received
coordinates when the battery is replaced? Did moforesee the possible outcome and
hazards posed to the operating crews or wereskeonsidered low?’. These features
of the handheld GPS are hardwired into system.fdihge to recognize these
characteristics of the system means that illusafreertainty will develop and hence
the translation processes will align the other scto act according with the

expectations. The crews failure to recognize tiserdpancy stemming from
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‘battlefield stress and time constraints’ (Mussei2008:9) , represents a

misalignment of the heterogeneous actors.

What we learn from the simulation experiment of FFM'S and MALO that support
this is that:
Technologies are not simply passive and are nealeewneutral, but always
exist in value-laden social and technical relatighsk of sops, roes linked to
technical supporting each other]. During the degigase, objects have
embedded within them a ‘script’ or set of instran8 that determine how the
technology will function and the extent to whichmay be shaped by other
actors (Williams-Jones and Graham, 2003:276).
Within these synthetic environments, the very retfrthe High Level Architecture
and the distributed nature of the models (eaclpt&atifor a specific purpose: but not
necessarily designed for this specific applicatipawallels the actor network world
view. The presentation of the information from gulations (as actors) shapes the
perception and challenges the mental models abllserver (also an actor) that will
shape SA and decision making. As noted in Faral. €2004:194) supporting this
notion of inscription ‘...beliefs can arise eitheorn the technology histories of
particular actors or from interdependent relatigpsiamong multiple actors’. This is
particularly demonstrated in the simulation expemts. The belief regarding the
validity and fidelity of the models (federates)niscribed into its development
histories and is evidenced through another adber ¢brresponding documentation

that details the models capabilities and limitagjoBelief therefore becomes
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interrelated to the pedigree of the model, itsfieaiion and validation (V&V)
evidence (Masys, Roza,Giannoulis and Jacquart,)28@8its representation. Arising
from the simulation experiment and case study amalyybecomes apparent that
‘...0bjects and other non-human entities do affech&n behaviour’ (Williams-Jones
and Graham, 2003:273). Artifacts can be desigaed.teplace human action and
constrain and shape actions of other humans’ (kal®92:225). Tracing from ROE
to the fratricide incident, actors were aligneet@ble the political, military and legal
agendas reflected in the ROE (an act of translatr@hinscription). This actor
network enabled action at a distance (Latour, 12228). The physical actors within
the hybrid collectif determine certain actions tigh their entanglement with the
informational domain (ROE, SPINS, ATO) and the ham&ithout this alignment,
the ROE would not be able to be enabled. For exatnmgl employment of IFF
(representing the ability to identify and classfy object) can be viewed as ‘...a
substitute for the action of people and is a detegat permanently occupies that
position of a human’ (Latour, 1992:234). In theri®aitcase study, the IFF represented
this ‘identification’ supporting the application tife ROE. The GPS, with its inherent
accuracy and reliability, is a substitute for thepmeading duties of the aircrew. The
GPS is delegated this position in the actor netwdkkth this inherent reliability and
accuracy associated with modern navigation systerpectations thereby emerge
regarding reported positional information suchleg ttemonstrated in the Apache

case, the A-10 case, and the B-52 case.
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From the analysis we see that the process of amslplays a central role in
knowledge creation. As described by Calhoun anth8tk (2003:476):
...a widely shared perception or belief acquiresstia¢us of being objective;
not only can it affect the actions of many but thesny act with the support
of objective fact. Indeed to motivate collectivéiac, a perception or belief
must be widely shared. When a perception or bdisfipported by consensus,
it gains the status of truth.
Gartner and Wagner (1996:210) reveal followingrtagplication of ANT that ‘...the
ways actors inscribe their perspectives and knogded texts, technical artifacts, or
organizational arrangements may invite misundedst@s or create ambiguity’. In the
Black Hawk case this is significant in that the coamd and control was based on
three-year-old guidance; ‘...no one was responstnéitegrating the helicopters into
the PROVIDE COMFORT mission’ (Eflein, 1998:55). fite is the findings that
Army helicopters were not adequately reflectedranATO; no ‘individual was
assigned to coordinate rotary wing sorties; noregfee to helicopters appeared on the
fighter pilots briefs; because the ATO was incortgleith respect to helicopters,
the flow sheet did not even list them’ (Eflein, 886). Thus, the F-15 pilots could
not interrogate the Blackhawks' Mode Il despite Afi®© stating that Modes Il and IV
were to be the primary means of identification.isTlesonates with the establishment
of ROE and SROE as described in detail in chapterddreflects the translation and

inscription processes that permeate the actor mktwo
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Sensemaking

Sensemaking as described by Weick (1995) informsainderstanding of illusions of
certainty. Weick (1995:13) defines sensemaking @snéinual process of ‘the ways
people generate what they interpret’. It highligihts active process of creation that
leads to a product of interpretation (Weick, 199%.Weick (1995:111) highlights
sensemaking as a connection of the frames residitige past and present. The
expectations, beliefs and assumptions that emeogethese frames in turn shape the
interpretation of a situation (such as the idectifion of an object) thereby informing

decision making and action.

In terms of sensemaking, breakdowns occur whenappropriate mental model
persists in the face of evidence which does nahiit assessment. Woods and Cook
(1999:10)rgue that ‘Failures very often can be traced bhacklemmas and tradeoffs
that arise from multiple interacting and sometiroesflicting goals’. This is reflected
in the relational mapping of the accident aetiolobiye translation processes that
reside within the CID process from ROE to targejagement reflects an inherent
conflict regarding the criteria for target iderddtion as described in the ROE and

ATO and the reliability of systems, SOPs and ordersupport the ROE.

In order to challenge the illusions of certaintguiges an interruption of ongoing

patterns of action and to stimulate re-evaluatiWhat this entails is ‘.giving voice

to concerns and seeking alternative perspectiBsst¢n and Sutcliffe, 2009:1337).
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The inventive problem solving of AFD with the retatal tracing of ANT suggests
that there exists the requirement to assess asdagmthe assumptions that shape SA
and decision making. This is supported by Bartah @ntcliffe (2009:1336Wwho

show quite clearly ‘...that almost all of the incideending well included a significant
redirection of action, which generally resultednfrandividuals, often leaders, taking
the time to reassess the current situation ancatpes’. It is argued in the literature
that individuals may fail to redirect their actiomst because they miss cues signaling
the need for change, but because they are so eetbatthe evolving situation that
they fail to stop and incorporate those cues imewa understanding of that situation.
In other words, failure to redirect action is algemn of sensemaking. Sensemaking is
‘the ongoing retrospective developments of plagsifriages that rationalize what
people are doing’ (Weick et al., 2005:409). Sendenggis the act of reassessing an
ongoing situation and giving meaning to our actidnshaping the mental model,
sensemaking is an active process. Rousse andad{b®86)argue that if a group
shares a mental model, it serves as the basistimefevent prediction and choice
regarding courses of action. Such diagnoses andides are all fundamental to the
safety process in any organization.

Groupthink

As alluded to earlier, from an actor network pecspe the Groupthink phenomena
can be recast within the network space to refleat the actor, a heterogeneous
network of elements, can collectively shape actiod decision-making through
illusions of certainty. Janis (1972) coined thertégroupthink’ to apply to a mode of

thinking that people engage in when they are deilephived in a cohesive in-group.
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Janis (1972) argues that groups will reach pooisa®ts as a result of achieving
‘group concurrence’ suppressing critical inquirffeck and Moorhead, 1995:537).
Similarly, the illusions of certainty can be sesraa artifact of a concurrence-seeking
tendency within the actor network space. The gitung model articulated by Neck

and Moorehead (1995:546) is recast through an aetwork lens, in figure 5.9.
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Inscribed Actor Network
Leadership (Power-
Translation)

Actor Network
A Cohesive Group

Symptoms of Groupthink

Type 3. Pressures toward
uniformity
1. Self-censorship
2. lllusion of unanimity

\

Structural Faults of the
Actor Network

1. No system worldview
2. Inscription and
translation processes
3. Blackboxing (silence
voices)

4. Heterogeneous elements
(not aligned)

Situational Context

1. High Stress from external
threats
2. black boxing illusions of
certainty
3. Highly consequential
decisions

4. Pressure due to
constraint of time

| 3. Direct pressure on
dissenters

4. Self-appointed
mindguards

Type 1. Overestimation of

group
—» 1. lllusion of invulnerability

Symptoms of Defective
Decision-Making
1. incomplete survey of
alternatives
2. Incomplete survey of
objectives
3. Failure to examine risk of

2. Belief in inherent morality
of group

Type 2. Closed Mindedness
1. Collective rationalizations
2. Stereotypes of out
groups

Decision Making Process

preferred choice
4. Failure to reappraise
initially rejected alternatives
5. Poor information Search
6. Selective bias in
processing info at hand
7. Failure to work out
contingency plans

Figure 5.9 - Actor Network Groupthink conceptuatiaa (modified from Neck and

Moorehead (1995:546).

We see that the illusions of certainty that emevghkin the actor network and shape

decision-making is consistent with the conceptrougthink and are a function of the

inscription and translation processes and is cterdisvith Idhe (1990) ‘technological

intentionality’. Collectively the groupthink can lseen in the actor network space of
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reinforcing, ‘translated’ processes that force shdpe action and decision-making.
When group confidence (translated actor) is peszkwithin the actor network,
through concurrence seeking activity such as #malitated by illusions of certainty, a
‘groupthink’ emerges from the network constructgdhat comprises the socio-
technical system as a whole). This ‘groupthink’ ifestation will translate (force)
action that promotes compliance amongst the grbl@priingsen, Miller, Eden and
Cruz, 2006:41). The actor network groupthink eeslirom the relational
interconnectivity that intertwines the human, phgband informational domains.
Through this, the actor network lens on groupthedognizes the system influences

effect on the decision making process.

In support of the Actor network groupthink concegmnslation plays a central role in
knowledge creation. As described by Calhoun anth8¢tk (2003:476) *...a widely
shared perception or belief acquires the statlieivig objective; not only can it affect
the actions of many but these many act with th@asupf objective fact. Indeed to
motivate collective action, a perception or befhefst be widely shared. When a
perception or belief is supported by consensugiits the status of truth’.

Take for example the IFF that failed to responthenPatriot incident. The illusion of
certainty associated with the Patriot as a systecaine a truth that shaped action and
decision making. The inherent Patriot system charistics that ‘...the operating
protocol was largely automatic, and the operatasevrained to trust the system’s
software’ (Patriot System Performance Report, 200&upports the notion of

illusions of certainty. The illusions of certairdiemmed from the very low
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probability failures that was purported of the systgained the status of truth and
thereby shaped trust of the system. The charatitsrf the systems such as the
trainng, SOPs, ROE converge to support the gronktidimilarly, the Black Hawk
case reflected an ‘actor network’ consensus thgied all the actors (ROE, AWACS,
visual confirmation) that precipitated the decisamd action. The A-10 incident
reflects a distributed groupthink that exists vtttk physical, human and informational
domains (comprised of the communications, ROEsymétional discipline, forward
air controllers) that support the target identifica and subsequent weapon
engagement resulting in fratricide. In this casuagptions persisted within the
communications regarding the target location thatrged on both the ground
controller and A-10. The use of the reflector pauea manner inconsistent with
SOPs contributed to the illusions of certainty #melgroupthink through

rationalization of the visual identification.

The Black Hawk visual identification of the Hind svahaped by the SOPs, lack of
IFF, lack of communication, lack of appropriatgffit following by the AWACS in
spite of the very different visual features betwadnendly and enemy helicopter. As
noted in Charmaz (2005:527), *...silence speaks tep@rrangements. It also can
mean attempts to control information, to avoid recling actions, and, at times, to
impart tacit messages. The “right” to speak mayaninierarchies of power: Only
those who have power dare to speak. All othersiégaced....In all these ways,
silence is part of language, meaning, and actidiis is reflected in the hegemony of

the technical reliability, organizational competef@WACS) and orders. The ROE
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speak through and are enacted by the alignmeheafiétwork of heterogeneous
actors. The socio-technical groupthink represdr@gpbwer of the inscripted artifacts
and translation processes in shaping SA, decisaking and action. This resonates
with the establishment of ROE and SROE as desciibddtail in chapter 4.

When people have a strong opinion or belief abloeistate of the world, they are
more likely to seek evidence or cues that confiie belief (Famewo et al.,

2007b:33).

Trust
Within the socio-technical domain, trust has be@tely discussed in the Human

Factors and automation literature and is understode a predictor of system use,
appropriate reliance on automation, and stratdgresystem use. As described in
Lippert and Swiercz (2005) trust as a concept tands the person-to-person notion
to include inanimate objects. An object which issted can be a person, place, and
event or object (Giffin, 1967). Muir's (1987) wodk trust identifies three common
trust elements that are applicable across domaimglude human and machines: the
description of trust as an expectation or configemize focus of trust toward a specific
person, place or object; and the presence of nheiltiparacteristics of trust referents.
As argued in Cox, Jones and Collinson (2006:1123)rust is an important element
of an effective organization and it plays a centoé in the coordination of social
actors’ expectations and interactions’ and is twerelevant to the topic of accident

aetiology.
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Within the CID process, as garnered from the thenaetalysis, within case and cross
case, trust tends to reduce uncertainty allowimg.faspecific (rather than arbitrary)
assumptions about other social actors’ future biela\(Ellingsen, 2003:197). The
actor network analysis reveals the impact of tngsbehaviour on safety outcomes
with regards to fratricide. Trust is examined motarms of trust in human interactions
or trust in human—system interaction but rathesttwithin the relational context of
the hybrid collectif. Through this lens, the foatidns of trust are explored within the

hybrid collectif interconnecting the human, physead informational domains.

The positive and negative affects of trust on gafgterations has been researched in
domains of transportation (Jeffcott, Pidgeon, Weyraad Walls, 2006) and energy
industry (INSAG-4, 1991). ‘All bases of trust hatvee potential to directly influence
a trustor’s expectation and beliefs about the ¢dhteustworthiness and willingness to
engage in trusting behavior’ (Schobel, 2009:318}3E8r example, trust in another’s
technical competence creates a confidence thathangterson has the necessary
training to complete a task safely. However, itgloet indicate whether the person
will carry out the task in a safe way, or openlyntounicate about mistakes (Conchie
and Donald, 2008:101). This is best describetiencontext of the 1991 case study in
which the authorization to engage the targets degi¢h the land force commander,
who well aware of the requirement for certainty hwiespect to identification and
ROE, ‘trusted’ the Apache commanders positional ematextual description of the
targets. This reflects an Institution-base trusthwthe potential to affect trusting

beliefs and intention. This is mainly due to stuat assurance beliefs (i.e. that proper
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contextual conditions such as ROEs, SOPs and temndaare in place) (Schobel,
2009:320). High levels of institution-based trust may also éaetrimental effects on
safety. Trust in the mechanisms that support dafiet foperations that reside within
the process of command and control, orders andaggus have shown in the case
studies to be implicated in unsafe operations. hHayels of institution based trust
may foster the assumption that the other has afreadcked the component and did
not detect an unsafe state. Trust in informaticat ttas been directly inferred from
others’ behavior within institutional contexts mbsad to reliability losses. This is
reflected across all case studies and is partigutdear regarding the reliance of
informational domain specific references to aiktag resident within the ATOs. Both
in the 1994 and 2001 case study, misalignment @érsrand procedures developed

that shaped the belief and expectations of tadgettity as earlier referenced.

Mismatches between trust in the system and acygéd® performance result in
inappropriate human monitoring and information-skngpbehavior resulting from
translation processes associated with ROEs thatgade the network space and
emerge within the SOPs. Such is the case with éitveoPfratricide in which the
Patriot operator uncritically counted on the realigbof automated systems. This
phenomenon is called complacency. Due to the gpatautomated systems, trust
mismatches may occur which undermine the bendfisimmation (as within the
patriot fratricide case in which overreliance osteyn capability precipitated the

accident). Trust thereby emerges as a central coempof safety performance.
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The simulation exercises revealed how trust inr@eecapabilities shaped the
development of situation awareness and decisionngaRealization of the divergent
properties of the federates capability in termpaformance (speed, sensor range)

prompted the user to re-evaluate the tactics ereglayd decisions made.

Safety specific trust and distrust is modeled gufe 5.10 representing how these two
factors affect safety operations. Drawing upon thaglel, it is clear that the mapping
of the trust and expectations as described witiencontext of the case studies

highlights how dysfunctional trust and distrusieated safety performance.

Safety Behaviours

Dysfunctional
e Reduced personal
responsibility for safety
e Undetected mistakes

il

Trust
(Low - High) -+

Functional
e Open communication
e Reduced risk perception
(physical and
psychological)

Safety Performance
Outcome
Safety-specific e Accidents
Trust e Incidents
Relationships Functional e Near-misses
e Monitoring/ checking
e High level of
maintenance/ safe
equipment

v

Distrust
(Low - High)

Dysfunctional
e Sabotage/ Revenge
e Error through reduced
attention to work tasks

N

Figure 5.10- Model of the functions of safety-sfiedrust and distrust (Conchie and

Donald, 2008:101).
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Clearly the 1991 case study shows the undetectsthkess associated with misreading
the navigation information, similarly the 1994 cav®ws the reduced personal
responsibility for safety as the wingman ineffeetwconducted an identification run
thereby corroborating an already misidentified ¢éardrust emerges from the Patriot
case in which personal responsibility was delegtidgtie automation of the system.
Similarly the A-10 case study in which positionasamptions and the authority and
capability invested in the FAC facilitated a dysgtianal trust. Evidence from the case
study supports that both trust and distrust hanaeain safety performance in

operations.

Information trust refers to a user’s willingnessatxept a given piece of information
into a decision-making process when the use of *bddrmation could be a critical
mistake. This is significant because as we begtrate the actor network (follow the
actors) what emerges is the process of translét@mnencourages other actors to the
support dysfunctional trust (figure 5.10). The mh@tion source that ‘forced’ the land
commander to order the strike in the Apache cas®ystems from the belief and trust
in the pilots reporting of the contact position assumptions based on belief of
tactical SA. Similarly, the pilot’s belief in thegeeement of the land staff on his target
can be seen to bias his decision. Similarly with1894 case study, the pilots trust of
the IFF and the visual confirmation (that reallysweever received) created conditions
that enabled an ROE that precipitated the decisidine. The AWACS silence on this
issue reinforced the perception. What becomesrapps how, through the network

analysis, the qualities of precision, accuracy ratdbility are translated into
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operational capabilities and safety qualities. Ehgsalities shaped the actions of the
pilot by creating expectations rooted in trust. BI\GPS, laser guided bombs, radar
warning receivers, IFF, AWACS, training, SOP altaamgle their inherent and
relational properties upon each other and the mkta® a whole to impose and
stabilize certain characteristics, qualities, attdbaites of the actor network. This is
particularly revealed through the AFD modeling exse that showed, using the
inventive problem solving, the space of possileditin which fratricide can be created.
Trust thereby becomes an inscribed feature of ¢har aetwork that shapes action.
Lee and See (2004:54) define trust as, ‘...the dttitilnat an agent will help achieve
an individual’s goal in a situation characterizgduimcertainty and vulnerability’.
Trust in technology (or other actors such as ATQueacy and timeliness) mediates
the relationship between users’ belief about theraccapability and their reliance on
the actor. Supporting the findings of Wang, Jaomnesnd Hollands (2008:292) and
Jamieson, Wang and Neyedli (2008:27) and from &se studies and simulation
experiments it became apparent that trust in ar &etchnology, ROE, SOP) acts as
an attitude shaping mechanism mediating the reiship between the users’ belief

about the acting capabilities and their relianceéhanaid.

Trust is an underlying characteristic resident wiitihe actor network that informs
combat identification and decision making. An intpat aspect of this that is explicit
in the case study descriptions is the affect ajnmiation aggregation and decision
making within the context of fratricide. As des@thin Famewo et al. (2007a:21)

information aggregation involves ‘...both weighingdasombining information (cues)
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that is selected for relevance to the decisionpregeding process of information
gathering. The information aggregation stage inesleombining quantitative and/or
gualitative information into a single output (e gstimate, probability, belief, or
hypothesis) used to make a judgment’. It is argueBamewo et al. (2007b:29)
‘...people often fail to use information aggregatgirategies and instead choose a
single opinion, estimate or judgment provided byadwisor or information source’.
The pilot or user may seek to use the informatienved from a particular actor based
on their perception or belief of the actors accy@ud certainty. The IFF response in
the 1994 and Patriot case studies is an examplghtifgy, in terms of the amount of
attention operators give to a cue is shaped by rfertgrs such as trust in the use.
Wickens et al. (1999) describes a weighting asatheunt of attention people give to a
specific cue. This weighting can be affected by ynfactors such as the saliency of
the cue, the association of the cue to a corremtetbased on previous experience.
The weighting of the IFF in the 1994 case studtherweighting of the positional
information derived from incorrect use of the natign system is supported by other
cues in an actor network groupthink to supporttthst in the combat identification
and lends itself to support the notion of a soeithhical groupthink. Factors
supporting the belief include the accuracy of tleds, the silent confirmation of
other actors in the system such as the AWACS olatind commander in the 1991
case study. Famewo et al. (2007b:30-31) emphasiaés.. Trust, certainty,
relevance and importance of cues all affect howplgesubjectively weigh cues and
sources of information (Yaniv, 2004; Wickens, Plengnd Merlo, 1999; Horrey and

Wickens, 2001).
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As described in Famewo (2007b:32) ‘... Military resdahas also suggested that
people dismiss inconsistent information when malkirgcision’. Perrin, Barnett,
Walrath, and Grossman (2001) studied how U.S. Nergonnel identified unknown
aircraft. Information inconsistent with their judgnt was recalled less often than
consistent information, suggesting that the incstesit information was weighted and
processed less (an instance of socio-technicapgnok). It is also possible that the
inconsistent information was reinterpreted to fithwa known pattern such as a
schema, script or prototype already present irekperienced personnel’s cognitive
repertoire. As stated by de Vries (2005:7), ‘analegto interpersonal interactions,
trust in a system's capabilities will influenceutser's decision whether or not to
delegate control to it, or whether or not systemegated advice should be followed'.
In each case study, this notion of following or faltowing system-generated advice

is apparent.

The simulation experiments provide excellent suppereby the inherent properties
of the distributed models within the HLA establidrexpectations of performance.
The User thereby ‘trusts’ the fidelity that shapgpectations and decision making and
action. As demonstrated earlier, this is refleatétiin the world of modeling and
simulation with the adage: ‘Garbage in, Hollywoad’ @haracterizing how user can
be seduced by the apparent validity of modelsltuk realistic when in fact the

underlying construct and coding is incorrect (ggd)a
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Black boxing of technology with inherent ‘perceivetiaracteristics of certainty
create conditions of trust within the actor networkerms of expectations that have
been inscribed and translated. The statementtiner-10 incident whereby ‘All this
kit has been provided by the Americans. They've fayou put this kit on you won't
get shot....You've got an A-10 with advanced techggland he can’t use a thermal
sight to identify whether a tank is a friend or.ftés ridiculous’ (Barkham, 2003),
illustrates how expectations and trust were baoth the actor network. Similarly, the
Tarnak incident reveal how the technological arghnizational (process) solutions
‘inscribe’ a sense of reliability, set expectati@msl form a trust relation that
permeates the actor network shaping standard apgraibcedures, orders and
decision making. What is presented is a complesxéw of trust, facilitated by the

actor network theory perspective.

What emerges from the analysis is a hybrid coli¢lesit thereby decenters the
accident aetiology. Validating Woods and Cook (12924), the AFD (inventive
problem solving) and system dynamic modeling shioows a single action has

multiple effects (both intended and ‘side’ effec&$ well faults and dysfunctionality
within the actor network will produce multiple disbances that converge to result in a
fratricide incident. As the pilot and in fact filerror becomes realized within a
network of heterogeneous elements, pilot or hunnaor & recast as distributed across
multiple actors (Woods and Cook (1999:26). Cognittannot be separated from the
tools that support it. From the realization of bybrid collectif, it is recognized that

pilot error in terms of cognition is ‘. fundamentally public and shared, distributed
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across agents, distributed between external aifaa internal strategies, embedded
in a larger context that partially governs the niegs that are made out of events

(Woods and Cook, 1999:26).

lllusions of certainty emerge as well in post aeaidinvestigations in which hindsight
bias can also affect the operators involved inait@dent as well as the investigators.
Flach et al. (2008:132) report that the operatbesnselves, can also find that it is
impossible to turn back time, to ‘see’ the worldtdsoked prior to an accident. The
Black Hawk incident described by Snook (2000) wadlksdf risk, role ambiguity,
operational complexity, resource pressure, slippegeeen plans and practice.
However in post accident investigation, the amhiguisks and complexity gets
converted into binary simplicity (a choice to ermot to err). What becomes apparent
from the analysis in terms of knowledge is echoeWbods and Cook (1999:13) that
‘... bits and pieces of knowledge, in themseb@setimes correct, sometimes partly
wrong in aspects, or sometimes absent in critizags, interact with each other to

create large-scale and robust misconceptions’.

The argument presented show how illusions of a@stavithin the actor network are

one rooted in issues pertaining to expectatioasstation and inscription,

sensemaking, groupthink and trust.
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5.5 SITUATION AWARENESS

As described by Dean and Handley (2006:9) oneefliree components that
comprise Combat Identification is SA. Through thelgsis, SA emerges as an issue
within the case studies, is subsequently expldresligh the simulations and mapped
and validated through AFD modeling. Complementhegcognitive paradigm of SA
discussed in chapter 2, the ANT lens reveals SAdistributed network construct of
heterogeneous elements. This concept is informeteédyistributed cognition
approach (Hutchins, 1995, 1996) which presentsfaafifocus from the individual
actor to ‘how information is represented and howrépresentations are transformed
and propagated through the system’ (Hutchins, 128%). This holistic approach to
SA is advocated by Hutchins (1995); Stanton, Salméalker and Jenkins (2009);
Salmon (2010); Stanton (2010) and Stanton et @lL@Pwho argue for the need to
take a systems perspective that includes the hapearators and the tools and

technology that they use.

Analysis conducted during the JISMARTS Il experimanid MALO experiment
supports the notion that our experiences are nestliay the ‘technology’ and the
underlying ‘social’ as characterised by the inhéeretationality of the actor network
(figure 5.11). As described earlier, the opacityhe federates involved in the
simulation exercises led to an expectation wittardg to the attributes and behaviour
both individually and collectively from a federatiperspective. The expectations
shaped sensemaking, decision making and actios.igBupported by Perrow (1984)
who argues that sensemaking is an act of intejpwathy an actor to garner

understanding about a feature of the world. That@e of mental models as tools for
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interpretation are shaped by the sensemaking meseaghich is a function of the
presentation of information from the environmemwever these mental models may
be incomplete or internally inconsistent (de Vri2305). It is this sensemaking that
lies at the foundation of the model of situatioraaeness (Endsley, 1999). From the
actor network perspective, the socio-technologwadlium from which the actors
derive their mental models and situation awarepessents some special challenges
for sensemaking. Drawing upon Weick et al. (2008)adopt a frame of inquiry that
considers sensemaking as emerging from the intensodf different pieces of
organizational knowledge distributed across art#fgoeople, metrics, and routines
(Weick and Roberts 1993; Hutchins 1995; Tsouka$)98s Dunbar and Garud
(2009:399) argue ‘.Sensemaking around emergent events occurs asdisaseuted
knowledge resources become interwoven into ‘aatets’. This concept of
sensemaking emerging from distribution of artifaantsl people brings to the forefront
the processes of inscription and translation ipsitgaawareness, action and decision

making.

As argued by Aanestad et al. (2003:4):
Common sense would have it that cognition is sbhimgtthat goes on inside
people’s heads, not outside. Socio-technical ssydiewever, reveal that
cognition is not only an individual’s achievemehiie way work is organized
socially, materially, spatially and temporally cormsps crucial aspects in
distributed cognitive work, such as within the te@®sponsible for navigation

of large ships (Hutchins, 1995).
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Through the ANT lens, SA derives from a distributetlaborative environment
thereby emphasizing the importance of the largetupe, including the material, social
and organizational dimensions. JSMARTS Il and MALDP reveal this. The
federate representations within the simulationpstiae way the operators viewed the
world. As a distributed simulation, the federatds4) come hardwired with their
inherent characteristics. Their collective behawvimises from the integration of all
the elements (complete with built in assumptionsgribed. The effectiveness of the
simulation is dependent on the accuracy assocwtedts interrelationships as
compared to the real world. In post exercise @élirivas revealed that certain
inherent limitations and constraints existed witlhia federate models by virtue of the
conscious and intentional development of the HLdefation ( in other words the
characteristics of the federate models were inedrkith specific qualities and

fidelity in support of the developers agenda). Vtsuperimposed 3D model of the
environment (figure 5.12), an assumption (illusodrcertainty) was made as to the
reliability, correctness and fidelity of the act@twork. Described earlier was how
apparently high precision of electronically dis@dyinformation can sometimes
obscure the actual uncertainty or ambiguous natitiee underlying data and thereby
affect SA. The distributed simulation providesiadow into the complexity in the
real-world in terms of the interdependencies anerralationships. In particular the
temporal displacement associated with the modetldpment from the actual
execution emphasizes the inscription and transigirocesses as they transcend the

proximate.
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In terms of SA, the experiment revealed how thenelas of the simulation, including
hardware, software, sensors, programmers, pamitsgagether shaped the situation

awareness through its representational fidelity.
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Figure 5.12a-Simulation Views of problem space
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Figure 5.12b - Images of Synthetic Environment f@@®MARTS Il

The SA construct within the case studies that teduh the misidentification
stemmed from an interrelated network of human, glysind informational factors as

depicted within the AFD model of SA (figure 5.13).
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Figure 5.13: SA relational mapping within JISMARTS
The AFD analysis reveals how SA within the SE &rnibhuted among the network of

heterogeneous elements and how small changessorégiancies’ within the network
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can propagate and affect the SA. The pathways xeident are complex,
interrelated and interdependent, relations thensmgssitate cohesion and alignment

of the actors.

Equation (5.1) as reported by Bosse et al. (20Q&B&racterizing SA in terms of a
combination of perception, comprehension and ptigecepresents a cognitive
paradigm and is consistent with Endsley (1999).

SA = Perceptiori] Comprehensiofnl Projection (5.1)

SA as revealed by this work in terms of a constresident within a network of
heterogeneous elements implies that the actotsynms of their state and function, be
taken into account when considering accident aegiolThis systems perspective of
SA challenges the cognitive perspective, wheressgomething that takes place in the
head, and acknowledges the information qualityngjtygand uncertainty that plays
significant roles. Recognizing the systemic natfr8A, derived from the ANT
analysis, and reflected and validated through Aéduation 5.2 illustrates the
heterogeneous nature of SA (Masys, 2008) as desktitvough the actor network

lens.

SA =f(@=(9.8.A) (5.2)

The functional terms represent elements withinhiim@an, physical and informational
domains. Viewing the system in terms of a dynameitwvork space of heterogeneous

elements, the decision-making and cognition is stiapithin the context of a larger
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distributed system of artifacts. As articulatedHnlinagel and Woods (1983) and
Hutchins (1995), one can look at operational syst@mtwork constructs) as a single-
but-distributed cognitive system (network). Theg®ounit of analysis is then not an
individual focusing on individual cognition, butiisformed by distributed cognition
(within a network space) that shapes and gives tordecision making for it is these
very cognitive activities which are distributed @&s multiple actors (both human and

non-human).

Attaining and maintaining SA, as a network condtrsi@ collaborative process that
comprises awareness of location, activities arehtiins, which must be distributed
across the system (Roth, Multer and Raslear, 280.%rom the case studies we see
that this was not the case. The translation psasewithin the actor network aligned
actors creating an illusion of certainty that witlain actor network groupthink created
a convergence that precipitated the accident. @ouplth an inherent confirmation
bias the actor reflects a tendency, as shown iritte® and audio tape of the 1991
case study, to attend to information that is caastswith the preferred hypothesis and
to discount information that is inconsistent (Kleggmand Ha, 1987). The
sensemaking research described in Gore, Banksyddl and Kryriakidou

(2006:931) given the cognitive frameworks is ereitivy the Actor Network
perspective illustrating how the processes of priation and meaning production

reside within the dynamic Actor Network shaping &#d decision making.
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5.6 DECENTERED AETIOLOGY

The ANT approach toward the problem space provalkshs into the nature of the

system influences on the behaviour of the actodstla® network dynamics; a shift

from blaming to seeing the systemic nature andridmrtion of the actor network; and

insights from thinking systemically. With regartdscausality and accident aetiology,

we draw upon Sterman (2001:16) who argues that:
...we use cues such as temporal and spatial proxohitguse and effect. In
complex systems, however, cause and effect are dis¢ant in time and
space, and the delayed and distant consequenoes aftions are different
from and less salient than their proximate effectsare simply unknown. The
interconnectedness of complex systems causes naaiaphes to be correlated
with one another confounding the task of judgingsea

This systems dynamics view of complex causalitgfiected in the work of Perrow

(1984), Leveson (1995), Reason (1997), Woods aruk Ci999), Bennett (2001),

Dekker (2005), Hollnagel (2006).

ANT becomes a toolset to support ethnography dfidiged cognition systems.

The Actor Network perspective reveals a de-centastiblogy that is reflected by the
distribution of relational network of heterogene@lsments that participate and shape
action and inaction. What becomes apparent isthiesattribution of blame is
reexamined. Opening the black box of pilot errorreaize that the accident aetiology
resides as a property of the associations witrerhifbrid collectif rather than human

agents. As Latour (1994: 34) remarks:
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The prime mover of an action becomes a new, digeih and nested series of

practices whose sum might be made but only if vepeet the mediating role

of all the actants [which can be human and non-mjmebilized in the list.
Action thus emerges from association and respditgibecomes distributed within

the network of humans and non-humans.

The ANT analysis of the case studies, simulatiograges and AFD modeling
supports this notion of de-centered aetiology. W@ in the AFD model figure 5.4,
the key leverage points do not reside in any oterait becomes a matter of
heterogeneous engineering. As described earliempitbt is a heterogeneous network.
Pilot error is therefore a relational notion thedides within the network dynamics.
Through the actor network analysis we recognizesthergence of complex causality
(within the network space). As a point of causalitpuggests that as noted in Rossiter
(2007:300):
...that there might exist many metaphysical shadesdsn full causality and
sheer non-existence: things might authorize, alkfford, encourage, permit,
suggest, influence, block, render possible, fodnd so on, in addition to
‘determining’ and serving as a “backdrop for hunaation”. Thus, agency
itself is not a singular quality that expresses aonmtentionality; rather it is
“an effect and an accomplishment “of complex irdgktions or “chains of

influences” involving humans and non-humans.
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Mediating action is co-shaping what is happenirakelfor example Latour’s (1992)
examples of speed bumps mediating people’s drivettaviour by encouraging them
to drive slowly; door springs mediating the speéeitth wwhich people can enter a
building, by giving them only a certain amount iofi¢ to enter; heavy weights
attached to hotel keys mediating whether or nopfgeeturn those keys to the
reception desk, because they are usually too cisober to carry around for a long
time. The mediation of action according to Latal®92) has the form of
‘prescriptions’ that can be expressed in language ‘acript’, a series of instructions
on how to act (Verbeek, 2005:129). This is thedabthe argument whereby actors, a
network of heterogeneous elements co-shape whapisening. The pilot is no longer
the center of the accident aetiology. But what dbestell us about understanding and
preventing accidents? It places us within the acédwork, thereby allowing us to
have a systems perspective on the accident. Thigogorted by Aanestad (2003:14)
who argues that ‘...this illustrates that an artéacapacity for action or influence is
relational and not essential. It occurs or playsimuelations, when the artefact is part
of an actor network; it is not a feature that igeohvely present in an autonomous and
isolated entity’. We see an entangled state,ta sfgossibilities as reflected in the

AFD modeling. This relational perspective gives way network entangled view.

Carroll (1995:188) argues that ‘the discussionsof cause seduction, sharp end
focus, solution driven search, and account accépyaguggest that incidents are not
viewed typically as learning opportunities but eracted to with myopic causal

analyses and familiar solutions that seem to étdituation’. The actor network
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perspective, as demonstrated in this thesis, ciggkethe root cause seduction and
attribution of pilot error by opening the black biaxreveal the social, as described in
Latour (2005). What is realized is that traditioatttibutions of blame and human
errorfail to capture the ways in which new technologies inevitably enrolled into
complex social power struggles. The case studyyaisaleveals that operational
reliability and safety, be it within a military ofzional context or aerospace industry,

resides within the system.

Perrow (1984) and Reason (1990) argue that techpaloapes human cognition and
action. The ANT perspective reveals (in all caselists presented), that the aetiology
of the accident or incident is resident within &vark of heterogeneous elements
(without differentiating between human and non-hng)aThe aetiology is one
characterized by a de-centered causality. Contaanidnth this paradigm, the latent
failure theory (Reason, 1990) emerges as a reldtelament of the network space.
What is constructed and conceptualized as ‘bartieqgrevent fratricide are actually a
part of the dynamic actor network. These opaquagkiboxed barriers represent
material physical, functional, symbolic and immatkactors revealing the hardwired
politics and illusions of certainty. In this dertered aetiology, we explore pilot error
and consider the organizing qualities of other @csoich as technology and how these
actors contribute to the aetiology through themtoalling effects (Perrow, 1984)
(resulting from processes of inscription and tratigh). It is important within this
actor network construct that we do not considetrgune piece of technology but rather

view it from a systems perspective to see howtihehhology’ as a system and part of
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the actor network defines the operator and hislh#ons and regulates a space of
possibilities. As described in Lambright (1994:.48)e actor at times seems part of
the ‘seamless web’, in which political, economiagdechnological artifacts are
brought together’. We see within the limitationsesent-based model of accident
aetiology the inherent inability to capture the @bax interconnectivity of the

relational construct.

57 CONCLUSION

The discussion contained in this chapter providethterpretation of the problem
space from an actor network theory perspectives @bior network lens provided
insights into the problem space of fratricide thave rise to the opening of the black
box associated with pilot error, revealing a deteesxd aetiology that arises from the
actor network conceptualization of the hybrid cdiie The processes of translation
and inscription give rise to a hybrid collectif ubat ‘...like humans, non-humans
can act, have intention (mediated), can delegatjlite responsibilities etc’
(Oudshoorn, Brouns, and van Oust, 2005:85). The Afedeling that was derived
from following the actor reveals the hardwired po$ that permeate the network
space. They also therefore reveal the leveragdgimthe accident aetiology that can
have significant impact on operations by reveathrgyspace of possibilities enabled
through the TRIZ methodology of inventive probleatveng. The distributed
simulation becomes analogous to the actor netwdwe@by actors (federates) within
the simulation (representing the actor network)ralationally interconnected and

through their inscribed behavior and attributetugrice perception, sensemaking,
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decision making and action (all key elements of lsatidentification). Emerging
from the analysis is the realization of situatievageness as a network construct of

heterogeneous elements.
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Chapter 6
Conclusion

6.1 INTRODUCTION

Human error is a prevalent finding in many accidentolving complex socio-
technical systems (Perrow, 1984; Reason, 1990; Webdl., 1994; Leveson, 1995;
Endsley, 1999; Helmrich, 2000; Bennett, 2001; Skd@nd Wiegmann, 2001;
Johnson, 2003; Hollnagel, 2004; Dekker, 2005). hviigards to accident
investigations, Woods and Cook (1999:28yue that hindsight biases often results in
a distorted view of factors that contribute to #igiology of an accident. It silences
the uncertainties and demands that actors facelirer.. supporting the belief that
human error often is the cause of an accident lzeicthis judgment provides a
satisfactory closure to the accident’. In factsisuggested in Flach et al. (2008:130)
that hindsight bias leads to ‘an illusion of a linear, causal world; when, intfage

live in a chaotic, uncertain world’.

Challenging the ‘old’ thinking regarding the attition of blame associated with pilot
or human error, Hollnagel (2004:x@marks that within the new paradigm,
‘...accidents are seen as emerging phenomena in earapstems, and as the result of
an aggregation of conditions rather than the iad\é effect of a chain of courses’.
Dekker (2004:4) notes that ‘...if we cannot find &ifactory answer to questions
such as ‘how could they have not known?’, thenithisot because these people were

behaving bizarrely. It is because we have chosemvtbng frame of reference for
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understanding people’s behaviour’. This statemesdmates with the opening of the
black box via the application of ANT. This thesistitled “Fratricide in Air
Operations: Opening the Black Box, Revealing thei®g applied Actor Network
Theory as a lens to facilitate a systems thinkiagda analysis to examine the key
dynamics that reside in the black box of pilot eassociated with fratricide. The
‘black box’ has become an opaque representati@ncoimplex problem space. It is by
opening the black box that we reveal the ‘socladttcharacterizes the accident
aetiology associated with fratricide. As noted ligch et al. (2008:126) *...the world
is not a fixed stage independent of the actors pdss through it. The actors are
participants whose actions contribute to the coeadif the stage’. Recognizing this, a
systems perspective has been taken (without pgimideeither the technical or human)
revealing a de-centered ‘aetiology’ resident withinetwork of heterogeneous

elements.

As reported in House of Commons Committee of Pubdicounts (2006-07:5) ‘The
Department has failed to develop viable Combattifieation solutions to counter the
risks of friendly fire incidents, despite their desvtating effects, and despite the
recommendations made by the Committee of Publi@iets in both 1992 and 2002’
The paradigm of systems thinking permits a viewhefworld as a complex system in
which as noted by Sterman (2001:10) we come taitiserstanding that ‘you can’t do
just one thing’ and the ‘everything is connecte@verything else’. This is supported
by Senge (1990:73) who is of the opinion that tiseidline of the systems approach

lies in a shift of mind: in seeing interrelationshirather than linear cause-effect chains
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and seeing processes of change rather than snapSkstems thinking thereby is an
appropriate approach for communicating such conijsxand interdependencies.
This thesis supports the work of systems theoosécident aetiology and recasts it
within a network construct revealing important teat of the problem space and
solution space. Further it supports the findingBefinett (2000) in terms of his
holistic analysis and thereby supports Reason’8@L9iew that history matters in
terms of influencing actions and events. This waxgands these findings and
characterizes the socio-technical problem spaeetagorid Collectif (Callon and
Law, 1995) and further introduces the conceptsanflWvired politics and illusions of
certainty as insights into the argument that @loor is not an explanation but is
something to be explained. This chapter providesvanview of the findings and

presents some concluding remarks regarding thangdseonducted for this thesis.

6.2 OVERVIEW OF THE PROBLEM SPACE

Expanding upon the linear event based view of atidetiology and with the
subsequent rise of the systems perspective (Pet@84); accident models based on
systems theory are now being viewed in terms @fragtions among humans,
machines, and the environment (Leveson, 1995). Adssgiven rise to a network view
recognizing the complex causal factors acting space characterized by temporal
and spatial heterogeneity. As such, a systemg@etige gives rise to a view of
multiple and interdependent events associatedamtaccident thereby, recognizing

that accidents cannot be accounted for by singiablas or factors.
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Through the ANT lens, neither the human or non-huara privileged but rather the
actors are treated symmetrically and in this wajlitate a tracing of the relations that
uncover the ‘social’ that permeates complex soeavnical systems. Emerging from
the research this actor network analysis revedisn3ains: Physical/ Human/
Informational that define the problem space. Fratoranetwork theory we view the 3

domains as interrelated. The intersection of tlieseains represented by the symbol
@ (figure 6.1) encapsulates the actors that resid@mihe actor network. It is at this

intersection of the domains that the hybrid coifemherges, whereby the dichotomy
between human and non-human (technical) is eraspgsenting a socio-technical

entangled state space.

I nformational

Actor network relational
space

Figure 6.1- Domains of accident aetiology.

Safety emerges as ‘the outcome of the quotidian engineering of hetenegus

elements: competencies, materials, relations, camuations, and people that are

integral to the work practices’ (Gherardi and Niopl2000:11). Safety can therefore
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be viewed as an emergent property of a socio-teahsystem, involving the human,
physical and informational domains. The ANT anaysiaffirms the concepts
purported by Turner (1978) and Perrow (1990) im&eof system accident and here
recognizes that management and organizationalassseale at the intersection of the

3 domains.

Research from the cognitive domain has gone auwangin highlighting many of the
issues pertaining to human error. Busse (200a88)es that *...the nature and
causes of failures due to human error remain vehtipoorly understood ... the focus
in the community of aviation researchers and ptiagtrs could still be shown to be
on a “blame and train” approach, rather than ta$omn a meaningful, contextual
analysis of human error’. Dekker (2003:99) argined t...if you want to understand
what went on in the mind, look in the world in whithe mind found itself, instead of
trying to pry open the mind. Constraints in the M@an, for example, arise from the
engineered interface or the organizational contektirough the ANT lens on the
problem space we ‘reveal’ the social in terms odlational construct giving rise to a
network conceptualization of the system. Humanréiot error is therefore seen
within the context of a system in order to explémaetiology. The techno-centric
myopic view that permeates the socio-technicalesystfails to reveal the
interrelations between networked actors of the leralspace. The insights garnered
from this analysis have revealed an accident agyolhat considers the networked
relational perspective of ANT and the dynamics raféal by complexity theory. The

holistic approach facilitates a more grounded ustdeding regarding the attribution
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of pilot error. Further, it complements the workhdacted by Busse (2002) as well as

Busse and Johnson (1998) in terms of error anadysiscognitive theory.

Through complexity theory we recognize that:
Interactions among certain dynamical processesiate..new properties
that are not the simple sum of the componentscibragtitute the higher level.
In turn, the overall dynamics of the emergent disted system not only
determine which parts will be allowed into the syst the global dynamics
also regulate and constrain the behavior of loweell components (Flach et
al., 2008:128).
The new and rich imagery associated with completkigpry fosters an awareness and
sensitivity to dynamic processes and emergenceéh 8ygtems theory, together they
provided a perspective and understanding of thel@no space that is holistic and
qualitative. The traditional linear model becoméspeecial case’, a simplification of a
nonlinear world. The use of metaphors, analognekimagery in this thesis draw
attention to important and relevant aspects ofttwdent aetiology. The power of
these tools and the approach in general allows ugetv the problem space with a
consideration of ‘...notions like nonlinearity, sémngy to initial conditions,
feedback loops, unpredictability, process and eererg'(Tsoukas, 1998:305). The
analysis revealed that there exists a dispropatityrof ‘causes and effects’, in which
as Urry (2002:59) remarks, past events are newegotten’. The complexity
paradigm revealed within this thesis that nonliracesses are an underlying

characteristic of the socio-technical domain, reizigg that changes are
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discontinuous, fluid and fluxing. The ANT approdafformed by complexity)
suggested that the inherent nonlinearity associaiédthe accident aetiology arises
from the multiplicity of interconnected relatioredtors in the network whose identity
is considered opaque from the mechanistic lineespaetive associated with accident
models. The dynamic network space opens up taeespf possibilities resulting

from the complex intra-actions resident within tiegwork space.

6.3 ACTORNETWORK

The application of actor network theory has beatrimental in opening the black
box of pilot error. Actor network theory preseatsentities (people, concepts and
actions) as taking form and attributes as a funatiotheir relation with other entities
(Law, 1999). A network, as proposed in Baygeldi &mdithson (2004:119) ‘...can be
described as a dynamic system of communicatiorpexadion and partnership
between individuals and groups’. Within the contefxthis problem space and the
actor network perspective, we expand upon thigteap the individual and group to a
network of heterogeneous elements both human amdhmman giving rise to a
schema of interconnectivity and relationality. Vifitbhis topological construct, Urry
(2003:122) describes how the micro/macro distimclases its meaning since ‘....both
micro and macro are local effects of hooking upitoulating entities (Latour,
1999:19)". As such, this challenges our notiontaoftlose, small scale/ large scale
and inside/outside (Latour, 1996:370) and forcemukink in terms of associations
and relations within the case study analysis. Riped by political, military and
legal advisors displaced in time and space becossept in the operations through

the inscription and translation processes witheabtor network. Not only do the case
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studies reflect this actor network schema but mfatron infrastructures (Faraj et al.,
2004) and for that matter distributed simulationshsas that demonstrated by the
JSMARTS Il and MALO experiments can be seen agbgémeous actor-networks
that consist of a particular configuration of mordess aligned human and non-
human components.
We recognize from the analysis that:
1. Non-humans have significance and are not simplyuregs or constraints
a. Non humans intervene actively to push action inxpeeted directions.
2. Entities are interactive effects
a. They are networks of associations of human andhunan.
3. Action results from the complex interactions restdeithin the actor network
that is dynamically shaped by inscription and tlainen processes.
4. The actor network lens reveals that action canaa@Xplained in a reductionist
manner, as a firm consequence of any particulasiqgue action (Callon and

Law, 1997:172).

This thesis shows and supports the findings iditbture that: ‘action is equivalent
to specific and materially heterogeneous relatiohgbrid collectifs. These relations,
human and non-human, carry action, they exerhd,taey modify it' (Callon and

Law, 1997:172). What we purport is that if we wistunderstand action then we need

to explore the patterns of relations that residiatricide.
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Hybrid Collectif

The case studies analyzed reveal this nature afdigbthrough the paradigm
inherent within ANT. The complex socio-technicgst®m that so characterizes
systems of today is viewed as a network constrileeterogeneous elements
relationally interconnected via aligned and oppgsiterests simultaneously
coexisting forming what we refer to as a ‘hybridlectif’. It is argued that ‘Pilot

error is not an explanation but is something t@xgained. The ‘opaque’ veneer of
‘blamism’ that characterises pilot error obscutesfact that it is comprised of a
network of alliances (Brey, 2005). This radicdatinality characterizes the hybrid
collectif such that as noted in Lockie (2004:50)Action, intentionality...derive

from relations between entities rather than frotheziindividuals or totalities’.
Technological intentionality as described by Vetbg905) and revealed in the
analysis emerges from the interconnectivity andextn This encapsulates what lies at
the foundation of our understanding of pilot ermad fratricide. The network schema
that is applied to understanding accident aetiolsgupported by Hollnagel
(2004:123): ‘...the essence of a systemic model damm@aptured by any of the tree
based representations or by simple graphs...themofisequential development
which is inadequate to show the functional depeai@sn..the obvious alternative is

instead to use a complex graph such as a network.’

JSMARTS Il and MALO simulations illustrated the tlisuted heterogeneous nature
of situation awareness and reaffirms the conceptehybrid collectif. It

demonstrates as William-Jones and Graham (2003&@bg that ‘Entities whether
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people or technologies, are not fixed and do neé lsegnificance in and of
themselves. Instead, they achieve significancautiiroelations with other entities’.
The case studies show that such actors as pologésyiours, motivations, and goals
that reside in the actor are translated from onerac another; and actors are
themselves translated and changed in their inferaatith others (Callon, 1986). As
noted in Brey (2005:76) and for which is confirmedhis thesis, ‘. that any fact
about the competencies and performances of a plantiechnical artefact is the
product of a network of actants that jointly wook‘produce” this fact.” The
attribution of an ‘enemy target’ in the CID procéssuch a ‘produced’ fact. This
arises from the ‘illusions of certainty’ and harded politics in the actor network as
described in detail in chapter 5. The hybrid cdifébat emerges from the network
reaffirms that artefacts that comprise the acttwaek cannot be understood in
isolation. Ottino (2003) argues the same point \netlpards to complex systems. Thrift
(1996:1468) makes a supporting observation:
...no technology is ever found working in splendidlasion as though it is the
central node in the social universe. It is linkbg-the social purposes to which
it is put- to humans and other technologies ofedéht kinds. It is linked to a
chain of different activities involving other teatingies. And it is heavily
contextualized.
Within the context of this thesis, the technologgtérs) that is embedded within the
network such as GPS, LGB, computer displays, NWérnal imagers, IFF, secure

communications are relationally connected to thletp(actor) and shape action and
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inaction. Through ‘follow the actor’, the processésnscription and translation are

revealed such that the hardwired politics andidlas of certainty become visible.

Causality as shown in the case studies is reflentéte comments of Barad
(2007:394) ‘...future moments don’t follow presenesrike beads on a string. Effect
does not follow cause hand over fist...causalityni®atangled affair’. Technologies,
texts, artifacts or non-human actors must be rezedras enablers of the network
forming this hybrid collectif. In fact as describedchapter 5, the analysis reveals how
the boundaries between humans and non-humans bex@nmore blurred. In this
relational space ‘.it makes no sense to talk of a machine, compwgehology in
general than it does to talk of a “human” in gefi¢araham, 1998:178). Agency, to
emphasize the point from the analysis is sometthiagis generated within the
network space, a relational effect. As noted inditon and Brown (2005:314) ‘If it
looks like the agency is stacked with the humdms,is only a peculiarity of the local
topology of the network’. The argument for non-human agency has profound
consequences in how we view aviation accident lago The recognition of non-
human agency lends itself to a decentered ‘netwaek. As noted in Dolwick
(2009:42):

The argument made by ANT is that agency can bendgteto all artefacts,

since their existence already causes changes avimein, routines and

abilities: in order to understand human behavioamust study the

technological artefacts. The technology is notsspe recipient of experience;

it contributes to the creation of experience.
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The decentered aetiology that is characterizedhvéyybrid collectif reveals that as
argued by Dolwick (2009:42) “.if.one were to try to draw a map of all of the asto
present in any interaction, at any particular monnetime, instead of a well-
demarcated frame, one would produce a highly cangdlnetwork with a multiplicity
of diverse dates, places and people’. Pilot egdheérefore not an instant in time but
the entanglement of an actor network, of multiplaces and multiple times as
described in chapter 5. The actors are relatiotialkgd with one another in webs or
networks. They make a difference to each othery Tingke each other be (Dolwick,
2009:45). People, organizations, technologiestipslare the result of heterogeneous

networks (Cressman, 2009:4).

Of particular interest in the actor network is thalization that “knowledge” can take
material forms. It appears in communications, S@8&ers, ATO, ROE, AOI. It

appears in the form of skills embodied in aircréatour and Woolgar, 1979). The
actor-network view of fratricide reveals that knedge is a process of “heterogeneous
engineering” in which bits and pieces from the ah¢he technical, the conceptual

and the textual are fitted together, and so cordgdr “translated”) thereby shaping
sensemaking, situation awareness, action and deaisaking (Law, 1992:2). The
management of this knowledge becomes a key enfalblsafe conduct of operations.
This recognizes that ‘ all these elements are involved in a constant goé
generation rooted in organizational practice anldddhe “engineering of

heterogeneity” (Law, 1992).
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64 SITUATION AWARENESS

Endsley’s (1999) understanding of SA is a domiragqiroach within the military and
aviation domains. As the perception, comprehensiod,projection components of
SA characterize mental attributes, awareness isftre understood to be resident
within the human. Given the systems perspectiib@problem space and the
distributed networked view enabled through ANTsthiork supports the argument of
Artman and Garbis (1998:151) that the predominant models of situation awareness
(SA) are inadequate for the study of systems opéray teams. The reason for this is
that these models are based on mentalistic assumggbcusing almost exclusively on
individuals’. Treating the whole socio-technicasm as the unit of analysis, the
ANT analysis supports the notion that SA is an g@et property (Stanton, 2010:30)

that arises from the interaction within the actetwork (hybrid collectif).

It has been argued by Dekker (2005a:92) that theslof situation awareness is
accepted as sufficient explanation too quicklyaéten, and in those cases amounts to
nothing more than saying human error under faneylabel’. This analysis suggests
that to understand SA in complex systems is to ltake relationality inherent within
the network of heterogeneous elements. Buildintherfoundation of situation
awareness as proposed by Endsley (1999), what em&agn the analysis, as
described in chapter 5, is that SA is conceptudlasea construct, resident within a
network of heterogeneous elements (Masys ,2004;2Z00D6). With this in mind, SA
is characterized as a dynamic quality of the netwepace where history matters and

context matters. What we garner from such insigtitin the domain of M&S is that
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actors cannot be considered independent from ehehn and the environment (Van
Dyke Parunak, 1996). The JSMARTS Il and MALO TDRPenments support the
notion of SA arising from a network of heterogergelements and thereby support
the notion of distributed SA. The implicationstb& ANT perspective of SA is that it
contributes to the theoretical knowledge of coofpeegpractices of distributed teams
(actors) and points to ways it can be deployedippert SA and thereby enhance
overall safety and effectiveness (Roth et al., 2006e SA construct recognizes the
impacts of emerging technologies, texts and SORs/@tion safety and to provide
guidance for design and introduction of the techg@s, procedures, and processes
(Roth et al., 2006). Recognizing the systemic reatti SA, we present an equation
(6.1) that highlights the dynamic, heterogeneousreaof SA (Masys, 2008), where
the functional terms represent elements withinhiln@an, physical and informational
domains.

SA = f(@= f(¢,B,A) 6.1

The ANT analysis highlights the possibility of furomal networked ‘collaborative’
processes that reside within the network spaceptiréitipate in the development and
maintenance of shared situation awareness in gbditdd awareness system. It is
through the relational tracing of ANT and AFD maddglthat we begin to recognize
the distributed nature of SA within the system.sTisisupported by the propositional

networks described in Stanton (2010:3).
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As described in Macrae (2005:46) ‘...situation awassnand combat identification
are influenced by perceivers’ habits, their beledfsut what is, and their beliefs about
what ought to be’. Plaskoff (2003:163) argues thatompletion of actions and
problem-solving (or cognition) is based on disttémlaccess to information and
knowledge and a coordinated shared understandioggshparticipants’. In this
sense action arises as a collective phenomenarbdistd amongst human, physical
and informational domains. This network constrdc$A is supported by Artman
(2000: 1114) who argues that:
...Situation awareness is not simply the sum of iidial SA or a completely
group level idea of a situation, it is an activebmmunicated and coordinated
accomplishment between several members. This ad=bhm@nt emerges in a
context where artefacts and information technologptly structure the

possibility of sharing and distributing information

6.5 HARDWIRED POLITICSAND ILLUSIONSOF CERTAINTY

Policies, SOP, technology, and training all pap@te in the creation of illusions of
certainty and hardwired politics within the systdrat shape action, sensemaking and
decision-making enacted through inscription anddi@ion processes. As described
in Woods (2006:24) ‘...accidents have been noted agyranalysts as ‘fundamentally
surprising’ events because they call into questi@organizations model of the risks
they face and the effectiveness of the countermmeaiployed’. In other words, the
organization is unable to recognize or interpredence of new vulnerabilities or

ineffective countermeasures until a visible acciderturs’ (Woods, 2006:24). Recall

261



that prior to the 1994 Black Hawk incident as nate@nook (2000:3) that is was
stated that:
For over 1000 days, the pilots and crews assign€peration provide
Comfort flew mission after mission, totaling ove),800 hours of flight
operations, without a single major accident (statenof John M
Shalikashvili, Chairman of the Joint Chiefs of Htaf
The ANT approach reveals the requirement to refrdraainderstanding of operations
in terms of system interrelationships. Through #ist ‘...one notices initial signals
that call into question ongoing models, plans,irad, and begins processes of inquiry

to test if revision is warranted’ (Woods, 2006:24).

As reported Rosen and Rappert (1999:20) ‘...desidgartdhcts can prohibit certain
users or compel particular kinds of uses’ and becosflected in the design and
implementation of ROEs and supporting architectat shaped decision making.
As described in this research and supporting V[8805:113) ‘....Objects are not
passive containers of human designs and desirey. drle actors in that they do
things, ie by existing they actively shape andgfarm the character of that which
they are part of. The illusions of certaintythalow so called ‘safety devices’
increase the complexity of the system and in tbem ways, through translation,
silence or delete voices that reside in the blawteb of the network. They contribute
to the opaqueness of the system. Redundancyifityiaand capability claims
participate in the creation of illusions of certginVithin the aviation domain, Perrow

(1999:128) notes that ‘as the technology improtlesjncreased safety potential is not
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fully realized because the demand for speed, d#iftunaneuverability and all-weather
operations increases’. Such is the case with éid&i As new ‘technical’ solutions
(with their inscriptions) become part of the systgpace, their effects are not realized
in advance due to the opaque complexity of thelprolspace and the lack of a
systems view (figure 5.6). Verbeek (2005:131)isdnalysis remarks that ‘Artifacts
influence the way in which people do things, and thfluence could be deliberately

inscribed into them’. This is supported by the Adtietwork analysis.

What became apparent is ‘technical mediation, wheeagtifacts co-shape the
relational world (network space) by influencing orgiving shape not only to

people’s actions but also to people’s experien@éstbeek, 2005:139). The actors
such as the ROE, SOP and sensor displays not adiated the ‘pilots’ actions but
also their experiences as well. Supporting DekR@602b), this research reveals that
technology, instead of reducing human error, rathanges it and often aggravates
the consequences. Viewing pilot error as a sanb+tical phenomenon (as a network
of heterogeneous elements relationally intercomihaecognizes that safe and
effective flight operations are achieved by therergocio-technical system as a
collective. The actors (human, physical and infdramel) are integral part of whole

system and the way it works.

6.6 ACCIDENT AETIOLOGY AND HUMAN ERROR

Dekker (2003:103)emarks ‘..systems that pursue multiple competing goals in a

resource-constrained, uncertain world resist gfixgds. The construction of cause is
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our final illusion of understanding.... Were we talig trace the cause of failure, the
causal network would fan out immediately, like &t a window, with only our

own judgment to help us determine when and whestojp looking, because the
evidence would not do it for us’. The ANT analysighis thesis reveals how
translation and inscription processes align interaad goals within the actor network.
The causal network described by Dekker (2003:1983vealed and validated.

The notion of heterogeneous engineering and pifot & terms of accident aetiology
arises from the hybrid collectif whereby the deration between the pilot and plane
is not clear. Molloy (2005:16) argues thatthe human soldier becomes part of the
technology; he is but another piece of hardwaregavinto it and modified by it’.

The notion of the network, as used in actor-netwbdory, and illustrated in this work
provides a description of the complex webs of acttations effectively serving to
decenter the pilot error and to overcome the bibatyeen subjects and objects.
Safety then becomes viewed asdn.emergent system property, arising in the
interactions across components, subsystems, seftewayanizations, and human
behavior’ (Woods, 2006:28). The AFD models, thiotige inventive problem
solving provide an illustration and validation raliag that a single action will have
multiple effects (both intended and ‘side effectsid a fault will produce multiple
disturbances and these disturbances will cascadg &he lines of physical and

functional interconnection (Woods and Cook, 199923

The accident aetiology is captured within the systelynamic model at figure 5.6,

and resonates with Albert and Hayes (2007:17) whoeathat ‘...couplings across the
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arenas of the operating environment mean that cseffect are all but impossible
to forecast and at times very difficult to undenstan retrospect. This occurs because
secondary and tertiary effects may prove crucidllz@cause of the potential for
cascading effects and influences across arenasx&mple, military to political,
economic and informational) and domains (physicéhrmational, cognitive and
social)’. The accident aetiology, and specificétbtricide as revealed in the analysis
is the result of associations rather than humantagés noted by Latour (1994:34)
and supported by the analysis, the fratricide tegatm a ‘new, distributed, and
nested series of practices whose sum might be matdenly if we respect the
mediating role of all the actants [which can be huarand non-human] mobilized in
the list’. Action thus emerges from associatiorsrdbuted amongst the humans and
non-humans. It is the network construct, the mhahgupports action arising from a

distributed set of competencies.

The ANT and complexity worldview reveal within thase studies an inherent
multiplicity and entanglement that characterizesadhcident aetiology. It is this frame
of reference that shed light on our understandirthequestion ‘how could they not
have known that the target was a friendly?’ Theglex dynamics associated with
accident aetiology involving complex socio-techhggstems highlights how
nonlinear processes and complex processes resutlisproportionate cause-effect
relationship. Leveson (2002) speaks to the observ#tat technological safety fixes
themselves sometimes create accidents. Withinaae studies we see how

technologies and actors designed to improve séeth as night vision capability,
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improved weapon and navigation accuracy, and ifieaion technologies, ROE)
actually are implicated in the evolution of theideat through illusions of certainty.
Leveson (1995:79) points outs major factors thatar why past efforts to reduce
risk have been unsuccessful. Here we contextutle® in terms of fratricide:

(1) Technology fixes used to eliminate the specificsesuof past fratricide
incidents and not the basic design flaws associaitdthe system thereby
reflecting a lack of a systems view;

(2) the design of the anti-fratricide devices and leasris based on false
assumptions of linearity;

(3) the fratricide ‘fixes’ increase the complexity gmebcipitate accidents rather
than prevent them.

The three factors are reflected in the influenegdam (figure 5.6).

What we see in the case studies is an apparentacnpin the drift process in the

interpretation of past “success”. In this senseatbgence of failure is taken as positive

indication that risks and hazards are well undexstnd that barriers and
countermeasures are present and effective. As hgt&¥doods (2003:4) and reflected
in the case studies that ‘An organization usually is unable to change its ehad

itself unless and until overwhelming evidence acglates that demands revising the

model. This is a guarantee that the organizatidntevid to learn late, that is, revise its

model of risk only after serious events occur’. wdwer, when we inform ourselves
through the advent of systems dynamics we recogh&space of possibilities and
unanticipated side effects. Sterman (2002:504)exw¢...today’s solution become

tomorrow’s problems....At the root of this phenomeliiea the narrow, event-
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oriented, reductionist worldview most people liwe We have been trained to see the
world as a series of events, to view our situasisrthe result of forces outside
ourselves’. When it comes to revising our risk eledsystems dynamics can help us
expand the boundaries of our mental models sonbdtecome aware of and take

responsibility for the feedbacks created by outigdeas (Sterman, 2002:505).

The influence diagram at figure 5.6 reflects theeason of Hollnagel (2008:4):
...the success of eliminating the large problems, revkige “mechanisms” are
easy to understand, inevitably and unfortunatedyés the problems that are
harder to understand. Adverse outcomes are nolyaldize to cause-effect
chains or a linear propagation of the effects ofadfunction, but may also
arise from unusual combinations of conditions thablve poorly understood
characteristics of the socio-technical systems.

Pilot error/ human error thereby is entangled witie hybrid collectif and the

accident aetiology associated with fratricide beesmecentered.

6.7 HETEROGENEOUS ENGINEERING PRINCIPLES

It is well recognized in this thesis the dynamid amerconnected nature of the actor
network and how it affects action, inaction andisiea making. As noted in
Shadrick, Lussier and Hinkle (2005:4) and demotetr&rom an actor network
perspective ‘introducing new technology is not npaikating a single variable, but a
change that reverberates throughout a system dranisig judgments, roles,

relationships, and weightings on different goafghat becomes apparent from the
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analysis is that ‘improvements’ and changes tasffs¢em such as the introduction of
new radios and the retention of legacy capabiliiBack Hawk incident) creates new
paths for failure. It emphasizes how side effettshange as articulated by Woods
and Hollnagel (2006:5) are ‘...the most common foffrfadure for organizations and
individuals’. Senge (1990) considers ‘fixes thalt ta be an organizational archetype
that emerges in many organizations when the systeauses of incidents are not
understood (Carroll, 1995:188). If we wish to urstiend the processes by which the
socio-technical world emerges and functions we muaste beyond single
perspectives (cognitive, politics, the social) aatther attempt to understand how all

of these elements combine to create the phenomargprestion.

In addressing the issue of fratricide we turn tetems thinking and the analysis here
that shows us as Senge (2006:64) remarks:

...that small, well-focused actions can sometimeslpce significant,
enduring improvements...this is the principle of lege. ...The only problem
is that high-leverage changes are usually hightyolovious to most
participants in the system. They are not ‘closenme and space’ to obvious
symptoms.

This necessitates that we think in terms of ‘...psses of change rather than
shapshots’. This systems perspective that is ezhliy ANT reveals that the actor
(human or non-human) is part of the feedback psotie=reby shifting our awareness
from linear causality to complex causality wherég actor is influenced and

influencing the problem space (figure 5.6). Ser&f}6:78) remarks that ‘a linear
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view always suggests a simple locus of respongibil/hen things go wrong, there is
either blame...or guilt’. Through the applicationANIT, the accident aetiology is
characterized as decentered and resident witha@tveonk of heterogeneous elements.
Supporting this Woods and Cook (1999:28) argue‘thait is easy for organizations
to produce what appear to be solutions that indaaterbate conflict between goals

rather than help practitioners handle goal cordfliotcontext’.

Recognizing the interrelationality inherent withire hybrid collectif, heterogeneous
engineering principles: Cohesion, Alignment andeBation (CAS) (Reynolds, 1987)
emerge derived from the thematic analysis and axaton of the Systems Dynamics
models and AFD analysis, recognizing the dynanteragonnectivity that exists in
complex socio-technical systems. Within this thgaie can contextualize these three
heterogeneous engineering principles as follow$ieSmn refers to the act or state of
cohering, unity or sticking together. This implesense of unity, common purpose
associated with the actor network ‘design’ and apen. Alignment refers to
developing the capacity of the actor network tatzdhe results its members truly
desire. It builds on the discipline of developinghared vision (Senge, 2006:218).
Separation (distributed) refers to a point, linem@ans of division, an intervening
space. Within the context of this work, it pertaiasavoiding a groupthink (separation

of influence) such that it supports a questionittiguale.

Figure 6.2 presents a visualization of these 3cjpias. Effective operations require

alignment of goals and capabilities that residéwithe actors. When applied to
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fratricide we see that the problem space presdntélde case studies represents a
violation of one or all of these principles. In efise studies the principle of cohesion
is violated in terms of the unity of action witHime network presenting a relational
disconnect through illusions of certainty. Simiathe principle of alignment is
violated through the realization of competing dmited agendas and translation
processes that shape the SA, sensemaking, denisiking and action.

The principle of separation is violated with regatd the efficient and effective
knowledge sharing, creation and access and emasgesocio-technical groupthink.
To better understand accident aetiology involvingplex socio-technical systems,
we must conceptualize organizations (networksyatems where knowledge is
distributed across artifacts, people, metrics, autines and hence enables

heterogeneous engineering principles.
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Cohesion Alignment

Separation

Figure 6.2-Cohesion, Alignment, Separation Viswlon (Usuki and Sugiyama,
2003:787)

Presented in a form of a safety triangle (figu® @hese three principles circumscribe
the focal points of knowledge management and orgdional learning. The inverted
triangle highlights the volatility of ‘manufactureshfety and the dynamic

responsiveness to an ever changing context.
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As described in chapter 5, issues pertaining tavwedge management and
organizational learning emerge from the analystsae central to the CAS model.
Knowledge Management facilitates the systematfecéf’e management and
utilization of knowledge resources available tooaganization (Demarest, 1997).
Here we use an Actor Network lens and view the ogtwf heterogeneous elements
at the systemic level to realize three fundamegttakes: knowledge
creation/collection, knowledge access, knowledgeisy. With the rapidly changing
environment that characterizes the problem spat@othesis, the focus that emerges
from the analysis draws upon the need for the ioneatf knowledge to prevent
existing knowledge from obsolescing quickly. ‘Ogeraal Innovation’ is about

solving problems and adaptation to the dynamicrenment. Realized from the
analysis that knowledge enables actions and desiswe view the knowledge flows
as transformations within the actor network suppgrknowledge creation, retention,
transfer and utilization. From the standpoint aehegeneous engineering, knowledge
engineering in deployed operations requires annstaleding of knowledge flows in
order to facilitate as articulated by Newman (2G02) ‘...the foundation for a
comprehensive methodology, supporting both theyarsahnd design of holistic
knowledge-based systems’. The knowledge flowswleaspeak of exist within the
socio-technical domain of action and exist withia hybrid collectif. It is important to

recall a lesson learned from this analysis: ‘Tooéxliate knowledge’.
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Management e ’
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Cohesion ’ Organizational Learning ‘ Share Knowledge
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Collect Knowledge
rm—

Figure 6.3 —Principles of heterogeneous engineelBngsented as a safety triangle.

Within the context of fratricide, the requiremefmowledge integration emerges,
thereby extending the scope of knowledge sharihgs i an enabling element of the
learning organization, where we view the knowledgeot only distributed, but
effectively used to perform a task and to genanate knowledge. Within our 3
domains of physical, human and informational, Kremige Management becomes a
function of the hybrid collectif casting knowledge complex and multidimensional.
Knowledge becomes a central figure in shapingltbsions of certainty whereby the
mental models are constructed from seven constguknowledge based on historical
site-based understanding that are generalized@pickd to various contexts;

knowledge acquired from unreliable or inaccuratgrses; knowledge formed in
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ambiguous and complex environments; interpersoa@tions in knowledge and
practices based upon that knowledge; distributrmmhaccess structures of knowledge;
channels of interpersonal communications; and cosaurces perceived as unreliable

(Chapman and Ferfolja, 2001:401).

One of the essential requirements of any Knowlddgeagement strategy to address
these issues is collaboration in order to garremilactive knowledge. The ‘social’
dimension of Knowledge Management, within the aottwork perspective focuses
on the inter-relationality that exists within thet@ network of both human and non-
human actors. A challenge faced by distributechteghuman and non-human) is that
knowledge is often fragmented, thereby creatingasgertaining to preservation and
reuse within a learning organization. To addresseélthallenges it is recommended
that collaboration be a centerpiece of the ‘operatiised’ Knowledge Management
deployed strategy. Shared knowledge enables ‘...taembers to interpret cues,
make decisions that are compatible and take comains’ (Wilson et al., 2007:3).
The complex changing environment of modern warfl@ands an integrated
learning and collaboration model. This requires keoawledge to be generated
continuously and managed in a systematic way. i@densg the illusions of certainty
that reside in the system shaping the mental made¢ésms of *...deeply ingrained
assumptions, generalizations, or even picturesages that influence how we
understand the world and how we take action’ (Chexpand Ferfolja, 2001:399) what
is required within the context of organizationareng is double-loop learning that

challenges and reframes mental models. This resemath the requirement to
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integrate lessons learned from military training aperations (GAO/NSAID-95-152-
1994). Loermans (2002:288) argues that the cordldseiplines of Learning
Organization and Knowledge Management providehberetical framework within
which this can occur which supports its centrahtthin the CAS model
circumscribed by the heterogeneous engineeringiptes of Cohesion, Alignment

and Separation.

6.8 SOLUTION SPACE

Gadsden, Krause, Dixon and Lewis (2008:1) artieullaé current status of fratricide

research. They state that:
Broad programmes of R&D covering the three comptmehCombat ID are
in place amongst the TTCP countries but, to daeparatively few friendly
fire mitigation solutions have been fielded. Tlaads to be due to the
problems of delivering compatible solutions acr@ssilition partners and the
affordability of technological solutions. There awiable levels of R&D
effort expended against these components but ttkeobthe activity has been
focussed on technological solutions for Target Hd 8A. Solutions have been
proposed for all Combat ID operational environmdntswith varying levels
of success.

Outteridge et al. (2003:22) present a combat ifleation model that highlights the

importance of considering both the human and teahcimensions of fratricide

(figure 6.4).
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Measures to avoid Fratricide

Human Measures Technical Measures
Before Combat Direct
During Combat Indirect

Figure 6.4 - Model of CID.

From the ANT perspective the view of the solutipace is expanded and
reinterpreted in terms of the hybrid collectif (frg 6.1) encompassing the
entanglement of the human, physical and informatidomains.

With consideration of the Illusions of Certaintytlemerge, Woods and Cook
(1999:18-19) argue for a variety of techniques taat reduce breakdowns stemming
from fixation. These include the requirement toelep and voice a fresh point of
view of the situation to break the fixation; dey@izent of system architectures where
some actor acts as the ‘devils advocate’ critiq@ésgessments; and providing new
kinds of representations about what is going athé@monitored process. What this
points to is collaborative sensemaking, withindc®r network sense whereby all
actors are implicated in the process of creatitigaable knowledge within an
environment, leading to shared execution. Thestadilon and inscription processes
described in chapter 5 lend itself to understantiegorocess of collaborative
sensemaking which involves many stakeholders’ digaeiintegrating and reconciling

different perspectives and behaviors. Cohesivetasde achieved through
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articulation and reconciliation process based oasaablished common understanding
of a situation. This leads to a collective underdiag of the relevant entities and

causal relationships that influence action.

As leverage points within the AFD model, key poiotsnterruptions are required to
counter the actor network groupthink. Sensemalgnglikely to occur unless
individuals are in some way interrupted. Once migted, actors appear to make
unfolding situations ‘sensible’ and in the cour$¢his re-evaluation, they cease or
change their original action. Weick and Robert9@t9857) coined the term

“collective mind” defining it as ‘..a pattern of heedful interrelations of actions in a
social system’. The essence of a collective mirtd oordinate tasks and capabilities
carefully. Weick and Roberts (1993) suggest thdective mind development
depends on the heedfulness of interrelating. Thggest that settings described as

interdependent, nonroutine, and complex requirgthsence of collective mind.

Mindfulness thereby emerges as part of the soligpate. With regards to
heterogeneous engineering and recognizing thelétaorsand inscription processes of
ANT, small failures are noticed (the principle eépccupation with failure), and their
distinctiveness must be retained rather than foatgategory (reluctance to simplify).
People need to remain aware of ongoing operatfdhey want to notice nuances that
could be symptoms of failure (sensitivity to oparas). Attention is also crucial for
locating pathways to recovery (commitment to reaitie) and the knowledge of how

to implement those pathways (deference to expgrafieof which are fundamental
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principles of High Reliability Organizations (Weiekd Sutcliffe, 2007: 9-17).
Hopkins (2007:8) argues that:
...warning signs are usually ambiguous and may walehinnocent or
unproblematic explanations. The important pointasto default to the
assumption of normalcy but to investigate the dggndnich are appearing until
they are either demonstrated to have an innocqataeation or, alternatively,
are confirmed as unambiguous indicators of dariges is exactly what

mindful organisations do.

A leverage point that emerges from the analysimsteom the quality of
mindfulness: do not discard other events becawseappear on the surface to be
dissimilar. Although the fratricide events are wagthey do reveal common patterns
(illusions of certainty) that can be addressedelp lereate foresight about potential
risks before failure or harm occurs. This requaeshift of analysis to recognize

common patterns across incidents. This approaaoted in organizational learning.

Within the context of this thesis and as explaimechapter 5, SA is described in
terms of a construct, resident within a networketerogeneous elements. This
reflects the importance of the relationality thedides within the network. The actor
network becomes essentially a workspace for aneaveas system. It reveals the
importance of understanding the effect of how ‘..aimect or incomplete mutual
assumptions, knowledge, or beliefs can contributeréakdowns in communication

and coordination’ (Roth et al., 2006:968). Thesitns of certainty that emerge within
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the actor network exemplify the effect of such asgtions and uncertainty. The
maintenance of awareness is dependent on all atdrthe relations that reside
within the actor network as it shapes cooperatiaetices associated with distributed
teams that is so important in this context of fcadie. These insights expand the
theoretical knowledge base on the contributionoafperative practices of distributed
teams to safety (Roth et al., 2006:969). CurrettityNATO ldentification System
(NIS), referred to as the STANAG 4162, is beingaleped. It is an algorithmic
process to improve the identification capabilityGdmmand, Control,
Communications (C3) and weapon systems using adgayapproach to
automatically combine identification informatiorofn different source declarations
and to provide an assessment of the target iddntitye operator. Lessons learned
from this thesis suggest caution is required taenthat this approach considers the
effects on the socio-technical system as a whalegr@zing the hybrid collectif. This
thesis thereby emphasizes a design orientation¢bagnizes principles of

‘heterogeneous engineering’.

Follow on work

The findings of this thesis provide insights thah inform future research initiatives
in the area of heterogeneous engineering, humanamd situation awareness. In
particular one of the most significant researchatives would focus on the further
developing and employing the heterogeneous engimeprinciples to facilitate
collaboration and coordination in complex socidatgécal systems to build ‘safety’

within the domains of defence, security, energy imedicine. Exploring and
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developing the heterogeneous engineering principi#sn the context of ANT will
aim at ‘...aligning the interests of the actor netkvpe having all their influences fit
together) (Masys, forthcoming). The alignmenthedf hetwork is obtained through
processes of translation of interests in ordefigmahem with the interests of other
actors. It recognizes the difficulties in designargl deploying new technologies and
processes as they can combine to create new commgsdakat make human systems

more brittle (Woods and Sarter, 2010:7-8).

The application of modeling and simulation has proto be very valuable for this
work. Further exploration of the ‘virtual enviroemt’ is recommended to facilitate
the research on SA and human error. Appendix Digesva brief list of topics for

further research.

6.9 CONCLUSION

Woods and Cook (1999:26) argue that success dundefdelong to the larger
operational system and not simply to an individakker (2003:98) supports this
arguing that the point of learning about humanraemot to find out where people
went wrong; it is to find out why their assessmaeartd actions made sense to them at

the time, given their knowledge, goals, tools, imited resources (Dekker, 2003:98).

This thesis draws upon an interdisciplinary bodkmdwledge such as human factors,
sociology, engineering, physical sciences, orgaiozal theorists, management
science, psychology, cognitive science to helfpnédpening and interpreting the

black box (giving voices to the deleted and maiged). Multiple cases of fratricide
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provided rich data and facilitated the search fdtgyns thereby developing insights
into complex ‘social’ phenomena. The resulting gsial does not reflect an exact
‘causal’ rendering of the accident aetiology, sastihat reflected in the work of
Snook (2000), Leveson (2002) and Ladkin and Stup(004), but provides a
‘relational’ perspective that informs traditionanceptualizations of accident

aetiology.

The actor network theory perspective provides ahaeism that reveals a rich,
contextual mapping of the socio-technical relatidingt reside within the network
space. Law (1992:4) argues (but contextualizedhisrwork) that pilot error are never
located in bodies and bodies alone, but ratherahadctor is a patterned network of
heterogeneous relations, or an effect produced umh @ network. Law (1992:4)
argues that ‘.a machine is also a heterogeneous network -- afgeles played by
technical materials but also by such human compgsrenoperators, users and repair-
persons. So, too, is a text. All of these are nete/avhich participate in the social’.
The socio-technical domain is revealed as a comptexconnected, relational
entangled state that emerges as a hybrid collgdtitman and non-human actors. It is
recognized within this thesis that there is a gbestefit to the sociological perspective
with regards to the socio-technical domain. Techrezhiated relations have changed
the landscape and timescape and through this lilaneexd and deleted voices through

black boxing.

281



It is argued that linear thinking is a myopic pesjve that does not recognize the
multiple interrelations and entanglement that ctimrézes the network space and
therefore is not an effective mode for understagdimmplex socio-technical domain.
The emergence of the hybrid collectif, lllusionsCHrtainty, Hardwired Politics,
decentered aetiology and heterogeneous engingaimgples mark a significant
contribution to the body of knowledge regarding ptewm socio-technical systems.
The work presented extends and complements the efdRlasmussen (1982), Reason
(1984), Perrow (1990), Toft and Reynolds (199®niett (2002), Johnson (2004),

Leveson (2004), Dekker (2005), and Hollnagel (2006)

282



Appendix A: Papers Published

The following papers stemming from this researchewriblished:
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Appendix B
Anticipatory Failure Deter mination (AFD)

Anticipatory Failure Determination (AFD) is an ajgpltion of TRIZ (Theory of
Inventive Problem Solving). It is an efficient aeffiective method for analyzing,
predicting and eliminating failures in systems,darcts, and processes (Kaplan,
Visnepolschi, Zlotin and Zusman, 1999). The AFD mlod) process guides users in
documenting the situation, formulating the relgbeablem(s), developing hypotheses,
verifying potential failure scenarios, and findisgjutions to eliminate the problem(s).
It accomplishes this through a series of stepsritextin chapter 3. AFD has two
broad applications:

1. Failure Analysis: determination of the causa fdilure that has already

occurred.

2. Failure Prediction: determination of possibléufas that have not yet

occurred.

Traditional failure analysis focuses on the questidow did this failure happen?’ In
terms of failure determination, AFD poses the goestf | wanted to create this
particular failure, how could I do it?’ In terms fafilure prediction it poses the
guestion ‘If | wanted to make something go wrongwlcould | do it in the most
effective way?’ Failure prediction thereby refleain iterative application of failure
determination to envision all the possible endestanid states, initiating events and
possible scenarios leading to these states. Thisatl@ogy thereby views the failure

as an intended consequence.
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What differentiates this methodology from convenéibtechniques as Failure Mode
and Effects Analysis (FMEA) and Hazard and Opeitgbfinalysis (HAZOP), is the
perspective from which potential failures are deieed. With conventional
techniques, the process of failure prediction pedsdinearly from an articulation of
the system's function(s) to what may occur if there failure (absence) in delivering
these functions. The strength of AFD modeling irethe ‘inventive approach’ (TRIZ)
that recognizes inherent conflicts within the sgstén AFD, the power of the
technique comes from the process of deliberatelyeiting” failures. The analyst
thereby must look to invent, cause and creater&slun the case of past failures, the
analytical process challenges one to invent afpdste. In future failure prevention,
the focus is on inventing, creating or devisingniest catastrophic failures
conceivable thereby exploring the space of possésl(figure B1).

The AFD modeling environment facilitated the redall mapping of ANT, and
through the ‘inventing failure’ generated the spatpossibilities. The application of
AFD complements ANT by facilitating a platform irhweh to explore the relationality
inherent within the actor network and thereby répasghways and conditions

supporting fratricide.
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 Sugpeston

Figure B1: Screen shot of AFD modeling environment
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Appendix C: JISMARTSII/MALO Overview

DEFENCE DEFENSE

Extract from JSMARTS Il Fact Sheet (developed byiROttawa)
The DRDC Ottawa Future Forces Synthetic Environsisattion (FFSE) has been
established to provide an R&D centre of excellendde area of Synthetic
Environments (SE) and Capability Engineering (CH)their fullest application, these
fields are broad, far reaching, and interact wishgaificant number of activities
conducted by many different R&D groups within DRADd many different
capability and project planning, management, eraging, and support groups across

the Department of National Defence and other gowent departments (OGD).

An FFSE initiative, termedJSMARTS leverages an Assistant Deputy Minister
(Material)-led, enterprise-level effort to embrahe integration of Simulation and
Modelling in Acquisition, Rehearsal, Requirememsd draining (SMARRT).
JSMARTS has established itself as an emerging nayvof/conceptualizing the
development of distributed simulation events bykedly moving away from large-
scale, monolithic simulation-based exercises ifawf rapidly constructed,
minimally developed simulation environments — chtgazed as a simulation-based

‘pick up game’.
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Capability Engineering (CE) is presently being defl and developed within FFSE
through the Collaborative Capability Definition, dtneering and Management
Technology Demonstration Project (CapDEM TDP). €xEends traditional systems
engineering to ‘system-of-systems’ and includesuge of M&S tools and processes

to support Capability Analysis for Capability Bag@idnning.

The main purpose for JISMARTS Il is to conduct apeziment that will demonstrate
that existing defense M&S capability can be usecivilian emergency management
environments, yielding new capability in emergen@nagement simulation and

analysis that will be of interest to both commuesti

Objectives of ISMARTSI |

a. Macro — Demonstrate that the use of M&S is &ecefe tool for Capability
Engineering (CE) analysis of homeland security megoents and also showing that a
civilian emergency management synthetic environrmoantbe interfaced with a
defense federation; and

b. Micro — Conduct a CE analysis/experiment lagkat multiple capability
states focused on a homeland security scenarioterntbrists threatening the
detonation of a dirty bomb. The scope of the expent is to locate a radiological
source within a sub-section of the City of Ottavgang ground vehicles (cars) and an

unmanned aerial vehicle (UAV).
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Participant Observation: Objectives

The JSMARTS Il experiment provided an opportunitkamine and evaluate the
dimensions of Situation Awareness and explore thegsses of inscription and
translation within a controlled Synthetic EnvironmhéWith this in mind, as a
participant observer, the problem space was vidvged an actor network

perspective, as a hybrid collectif, to garner ihtsgnto understanding SA.

Figure C.2- Images of Synthetic Environment frorM2RTS II
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Figure C.3- JSMARTS Il participants (actors)

Overview of Maritime Air Littoral Operations (MALO)

The goal of MALO was to demonstrate and validateapplication of modelling and
simulation technologies supporting both constrictand virtual man-in-the-loop
simulation and synthetic environments elements dcilifate tactics and doctrine
development. The MALO tool also facilitates opevaél training and education in

support of tactics and doctrine development.

The MALO Project developed and demonstrated adidhgynthetic environment (SE)
of the Maritime Air Littoral Operational Environmemequired for a Maritime Air
platform to operate as part of a task force. TheA@E developed and executed based
on High Level Architecture (HLA) distributed Fedgom Technology. The Project
demonstrations focused on two specific applicationthe context of littoral/C4ISR
task force operations: namely multi platform, mskinsor, Anti Submarine Warfare

(ASW) and Anti-Surface Warfare Task Group supp@etrations; and the application
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of airborne sensors to coastal and overland silemeg and targeting. The MALO
system consisted of a network of computers, a sefeof platform and sensor models
and databases, and a tactics development and mssgssystem operating under a

HLA run time infrastructure in accordance with themonstration specification.

Objectivesof MALO
The primary objectives of MALO include:

a. Provide a High-Level Architecture (HLA) MALO feddian capable of
interfacing with human-in-the-loop (HITL) air platin federates such as
the back-end maritime helicopter simulator to bevigted by the
Transitional Synthetic Environment (TSE) Projecthagapability for
interconnections to other federates in future kea€anadian Advanced
Synthetic Environment (CASE) Projed¥lALO will include the capability
to run with federates of constructive models antugations or with
inclusion of man-in-the-loop federates where reggiior practical;

b. Demonstrate the capability to generate and anaysenario of a task
force in a littoral setting focusing on anti-submarwarfare as well as
coastal and overland surveillance and targetings Will include the
establishment of sensor, environment, scenariorggae and model

requirements.
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Participant Observation: Objectives

The MALO TDP provided an opportunity to examine @vdluate the dimensions of
Situation Awareness and translation and inscrippitesses of ANT within a
controlled Synthetic Environment. With this in mjrad a participant observer, the
problem space was viewed from an actor networkpeets/e to garner insights into
understanding SA. Acting in the capacity of SubMatter Expert pertaining to
above water and underwater surveillance operatigresticipated in a number of
scenario development exercises providing a leveedfication and validation for the

simulation. It was during these exercises thatg alale to examine the nature of SA

within a synthetic environment.

Figure C.4 — Images from the MALO Synthetic Envireant
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Appendix D
Follow-on Research

7.1INTRODUCTION

As articulated in Johnson and Wetmore (2009:441),
‘The complex relationship between society and tetigy, coupled with the
fact that a range of actors influence technologgedaon an incomplete
knowledge of how it will behave and what its efewatill be, mean that we
confront a world that is difficult to understanddgpredict. How can all of this
be managed? How can we steer socio-technical dawelot to solve problems
and realize values that are essential to humarbeiaty?’

These are some of the questions that can be erphatiein the context of the research

initiatives listed below. To further develop tlideas within this thesis the following

research initiatives are suggested:

Resilience Engineering: Informing the paradigm tigto Actor Network Theory

‘Resilience engineering is emerging as a new pgradi safety management, where
‘success’ is based on the ability of organizatigmeups and individuals to anticipate
the changing shape of risk before failures and harour’ (Hollnagel et al., 2006).
Resilience is the ability of organizations to maintcontrol in order to stay outside
the accident region. Resilience engineering theeefequires powerful methods,
principles and tools to enable this goal. In thiggosed research thrust, a

‘heterogeneous engineering’ paradigm rooted wikWT would be explored to
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inform resilience engineering. It brings to thegioont emergent behaviour and
nonlinear processes that characterize complex geclmical systems. Treating the
system from an ANT perspective (without human/naman distinction), the
researcher would explore the hardwired politics iludions of certainty that
permeate complex socio-technical systems and itiferent affect on the resilience of
the system in addition to exploring the dynamicltheaf a system. By introducing the
concept of *hybrid collectif’ the analysis wouldanxine the intersection of human,
physical and informational actors of socio-techhgystems to inform safety

management.

Awareness Systems: A Distributed Construct

Aviation industry, through the Crew Resource Mamaget (CRM) paradigm, has
shown great interest in understanding situationremess. Similarly, other domains
characterized by dynamic and complex environmertts ligh information loads and
variable and dynamic risk, such as medicine (iestresiology), nuclear power
generation or petrochemical plants are cognizathefmplications of poor SA.

This proposed project investigates further develgmiur understanding of SA. Within
this research thrust, we ask ourselves the questWhat are the information
requirements and relational interdependenciesctrabe optimized by soldiers,
airmen, medical doctors, nuclear operators or eemengmanagement staff to

maintain a high degree of SA?
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This highlights the need for varying levels of infation resolution to meet the
requirements of the situation and with that drapsruknowledge management
processes of collection/creation, access and Sh&DIAS) principles.

This requires the exploration of concepts suctcabective perception’ within the
actor network and how to make sense of complexesedata at the conceptual level
by a group of collaborative actors (human and naomdmn). What is realized in this
study is the pervasive connectivity and relatioratlire of the actor network, thereby
facilitating an exploration of the human, physiaal informational domains of the

problem space.

Risk: An examination of how risk is realized withlre ANT construct and the

propagation of risk within the Actor NetwarThis is currently being developed and
will be included as a chapter in a forthcoming bdakovations in Risk, crisis and
disaster management’).

If we consider risk not as an abstract conceptibunaterially contingent, then we
need to examine the material practices that cordigumans and non-humans into
sets of causal relations from which risks emergeb(is, 2002:15). This proposed
research will examine how hardwired politics amasilons of certainty shape risk
perception. Through an examination of the hybrilectif, risk communication will
be analyzed with a focus on the interconnectivitthe human, physical and
informational domains. The politics of risk and magactured risk (emergent risk) will

be examined within the context of ANT.
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Situation Awareness/ Network Enabled Operationplaging the socio-technical

domain.

As cited in Woods et al. (1994:72) previous studikesngly suggest that one source of
error in dynamic domains is a failure to reviseaion assessment as new evidence
comes in. Military operations are characterizedragformation-rich environment
whereby information is received from multiple s@swvith various formats in highly
dynamic and unpredictable environments, needinigl idgita fusion and recovery,
high reliability and dissemination. The managenanhformation and knowledge
becomes an essential role of all components witierorganization. Unreliable,
misleading, false or poorly disseminated informatiloreatens operational
effectiveness. The research presented in thisstlaegues that SA is not something
that takes place in the head of the individual,ibuésident within a network of
heterogeneous elements. This ‘system’ view recegrizat decision-making is
shaped by the actors and artifacts within the ndtwpace and argues for a more
inclusive definition of agency to include both humend non-human agents.

This research proposal focuses on the necessgtypiore and develop metrics for this
distributed nature of SA across the network anaddk within the Network Enabled

Operations Paradigm.

CONCLUSION

The research topics described in this appendiraceHow theoretical/ methodological/
practical results and insights from this thesis lbampplied and expanded across
various domains. Currently the results and insiffiois this thesis are informing

departmental S&T in various applications for defeaad security.
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