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Abstract 

 

Open economy New Keynesian 

macroeconomic models and the cost channel 

Sérgio Miguel Chilra Lagoa 

 

Evidence in the literature points to a puzzling initial increase in inflation after an increase in 

nominal interest rates. This can be explained by the fact that firms have to borrow money to pay 

wages in advance, i.e., by the cost channel. In this paper, the study of the cost channel is 

extended to an open economy with sticky prices. It is shown that a broadened concept of the 

cost channel has significant implications for the economy's dynamics and monetary policy, and 

also contributes to explain some interesting empirical evidence. 

Supply side effects of interest rates and import prices on inflation have important implications 

for monetary policy. Usually such effects are estimated using the New Keynesian Phillips Curve 

(NKPC). However, the estimation of the cost channel maybe distorted when import prices are 

omitted from that curve. To address this issue, we estimate empirically the NKPC for domestic 

and CPI inflations. In relation with this, we also study if imports of consumption goods are paid 

in advance, whether there is an immediate pass-through of exchange rates, and if imports should 

be treated as final consumption goods and/or as inputs in production. 

Another concern of monetary policy in a monetary union is inflation differentials, since they can 

undermine the success of the union. Against this background, our goal is to explore the 

determinants of inflation differentials in twelve euro area countries, focusing on the role of the 

business cycle. On one hand, convergence of inflation rates and business cycles is analysed with 

both an unobserved component model estimated with the Kalman filter and a common factor 

approach. On the other hand, an econometric analysis of the determinants of inflation 

differentials is performed.  
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Chapter 1

Introduction

One of the main purposes of this thesis is to study the role that the cost channel plays in

inflation dynamics in open economies. The cost or working capital channel of monetary policy

exists when firms’ marginal cost depends directly on the nominal interest rate. In this case

and in opposition to the traditional view, the nominal interest rate exerts pressure for an

increase in inflation.

Traditional models postulate that monetary policy affects output and inflation through the

demand side. With sticky wages and prices, a reduction in money supply increases real interest

rate, producing a reduction in investment and consumption. In this context, a monetary

contraction causes a reduction in inflation. However, this relation has often been contradicted

by empirical evidence. Sims (1992) finds that inflation increases significantly after an increase

in interest rate. In the literature, this situation is called the ‘price puzzle’. Other papers

found only a sluggish response from inflation: after a monetary contraction, the price level

does not respond for almost two years, and then begins to decline (Christiano et al., 1994;

Bernanke and Gertler, 1995; Bernanke and Mihov, 1998). Empirical studies also show that

small changes in policy rates have a large effect on output (Bernanke and Gertler, 1995).

Besides the presence of a balance sheet channel, this result may indicate that, in addition to

a downward change in aggregate demand, a tightening of monetary policy may also induce

an upward change in aggregate supply.

The empirical weakness of the traditional approach inspired some authors to propose a

cost channel of monetary policy transmission. The main idea is that if firms have to pay their

12



factors of production before receiving proceeds from the sales, they have to borrow to finance

working capital (Blinder, 1987; Christiano et al., 1997). Therefore, an increase in nominal

interest rate causes an increase in firm’s marginal cost and thus inflation.

Sections 1.1 to 1.4 revise the literature on the cost channel. Section 1.5 explains the main

contributions of the thesis to the literature.

1.1 Industry-level and firm-level evidence on the cost channel

One of the first studies showing the empirical relevance of the cost channel was Barth and

Ramey (2001). Using VAR models to perform an industry-level analysis of prices for the US,

with monthly data between 1959 and 1996, they conclude that there were supply side effects

of monetary policy. The main challenge faced was to distinguish the supply effects from the

demand effects of the interest rate. The solution was found by observing that a supply shock

causes a price (relative to wages) increase. Therefore, if after a monetary shock an increase

in prices is observed, then there is evidence that the supply side effects of monetary policy

are larger than the demand side effects.

As mentioned by Barth and Ramey (2001), besides the cost channel, one possible expla-

nation for the empirical evidence that prices increase after an increase in the interest rate

is a misspecification in the VAR model. Indeed, Sims (1992) had already noticed that the

price puzzle reflects the reaction function of the policy maker. Since the central banks have

information about future inflation, which is not captured by the VAR model, an important

variable is omitted. In order to avoid this omission, Christiano et al. (1994) include the

commodity price as a leading indicator of inflation. In this way, they eliminate the price

puzzle.

Taking into account the price puzzle debate, Barth and Ramey (2001) include a commodity

price index and control for the reaction function of the central bank. They estimate a VAR

model for each industry and for the aggregate of manufacturing industries with the following

variables: industrial production, personal consumption expenditure deflator, producer price

index commodities, change in total reserves of the Federal Reserve System, Federal funds

rate, industrial production in industry i, and the ratio of price to wage in industry i. The

results obtained indicate the relevance of supply side effects of monetary policy for 13 of the
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21 industries studied and for the aggregate manufacturing industries. However, such supply

side effects are essentially a short-run phenomenon. From our point of view, this approach

only enables us to identify the cost channel when there is a positive response of prices after

an interest rate shock. However, when the demand effects are larger than the supply effects

of interest rate, this methodology is not able to identify the cost channel.

A natural extension of Barth and Ramey (2001) consists of testing the cost channel with

micro data. Gaiottu and Secchi (2006) perform such a study with data for 2000 Italian firms

covering a period of 14 years. They assume a production technology with three inputs: capital,

labour, and material inputs. A fraction of material inputs and labour used in production needs

to be paid in advance, which means that firms have to borrow money to finance working

capital. Assuming cost minimisation behaviour, it was obtained a firm level equation for the

change in prices that depends on the unit labour costs, unit material input costs and nominal

interest rate. Using that equation, the relevance of the cost channel is measured by examining

the relationship between individual changes in interest rates and individual changes in output

prices, after excluding all the aggregate effects and changes in material and labour costs. They

assume that the demand channel is an aggregate or industry-level phenomenon, while the cost

channel is an individual effect that depends both on the amount of working capital used by

the firm and on the interest rate of each individual firm. The authors argue that this kind

of firm level analysis avoids the identification problems that arise when macroeconomic data

are used.

Gaiottu and Secchi (2006) conclude for the relevance of the cost channel. This channel,

as expected, is related with the amount of working capital used by firms.

1.2 The Phillips curve and the cost channel

Given that, as we described, an approach based on VAR models cannot distinguish clearly

the supply effects from the demand effects of monetary policy, the preferred approach in the

literature has been to use a more structural approach. In this strand of the literature, an

influential work is that of Ravenna and Walsh (2006) that introduces a cost channel in a New

Keynesian model, assuming that firms have to borrow from financial intermediaries to pay
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salaries in advance. They obtain the following forward-looking Phillips curve:

πt = βEtπt+1 + γm̂ct

where πt is the inflation rate and m̂ct is the percentage deviation of real marginal cost from

its steady-state value. The real marginal cost is the sum of real unit labour cost and nominal

interest rate (both in log deviations from the steady-state). The effect of nominal interest

rate on marginal cost is the only difference in relation to a standard Phillips curve. Their

estimates of the Phillips curve for the US using a GMM and quarterly data from 1960 to 2001

have shown the statistical relevance of the cost channel.

Regarding monetary policy implications, Ravenna and Walsh (2006) find that with the

cost channel the flexible-price output depends on the nominal interest rate. An increase in

this rate increases firms’ financial costs associated with paying salaries in advance. Therefore,

the demand for labour decreases and thus there is a reduction in the equilibrium level of

employment. In addition, the model with a cost channel produces a realistic trade-off between

inflation and output gap. In contrast, without the cost channel, monetary authorities are

always able to maintain output gap and inflation in their steady-state levels when the economy

is affected by shocks.

Chowdnury et al. (2006) obtain a NKPC very similar to Ravenna and Walsh (2006),

with the main difference being the presence of lagged inflation. Their formulation highlights

that the size of the cost channel depends positively on the fraction of changes in the policy

rate that are pass-through to changes in the lending rate. They estimate the interest rate

augmented Phillips curve for the G7 countries and conclude for the statistical relevance of the

cost channel in all countries with the exception of Germany and Japan. It is argued that the

supply side effect of the nominal interest rate is not present in these two countries because

their banking markets are more regulated and less competitive, implying that changes in the

policy rate are pass-through to the lending rate at a slower velocity.

Beside studying the empirical relevance of the cost channel, Chowdnury et al. (2006)

also evaluate its importance in the context of a New Keynesian general equilibrium model,

which includes the estimated Phillips curve, an IS curve and a Taylor-type interest rate rule.

They found that, from a general equilibrium perspective, supply effects of interest rate on
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inflation are substantial. Under severe financial frictions (when the increase in the loan rate is

larger than the increase in the policy rate), the cost channel will be stronger than the demand

channel, and an increase in the interest rate may even increase inflation. Then the cost channel

can explain the price puzzle. These financial frictions may come from the financial accelerator

effect: a contractionary monetary policy deteriorates firms’ balance sheets, which increases

even further the cost of external financing, either from bank or non-bank sources (Bernanke

and Gertler, 1989; Bernanke et al., 1999).

Financial frictions that vary over the business cycle and the evolution of financial markets

explain that the importance of the cost channel has changed over time in the US (Tillmann,

2009a). The cost channel was more important in the pre-Volcker period and less important

in the Volcker-Greenspan era. In recent years however, the importance of the cost channel

increased again.

Owing to the fact that the cost channel varies over time, the central bank faces uncer-

tainty about the true dimension of that channel. This uncertainty, makes the optimal policy

implemented by a Taylor rule respond less to inflation (Tilmann, 2009b). In addition, taking

into account the uncertainty about the cost channel, the optimal Taylor rule matches the

estimated rule for the Federal Reserve after 1982.

A different way of assessing the cost channel takes into account that the NKPC can be

written as a discounted sum of the stream of expected marginal costs. This present-value

approach can be used to obtain a series for fundamental inflation. Tillmann (2008) contrasts

the fundamental inflation obtained in this manner with the actual inflation. For the US, the

UK, and the euro area, he shows that the cost channel improves the ability of the NKPC to

explain inflation dynamics; namely it allows for the explanation of certain inflation episodes

that were not accounted for by the standard curve. Also, the estimated coefficients of the

nominal interest rate in the NKPC in present-value format are statistically significant.

As Chowdnury et al. (2006) highlight, the importance of the cost channel may depend

on financial and banking markets’ characteristics. Castelnuovo (2006) adds that the relative

importance of supply side effect of monetary policy also depends on habit formation in con-

sumption and interest rate smoothing. He argues that habit formation increases the relative

importance of the cost channel over the demand channel and that interest rate smoothing de-

creases it. Regarding habit formation, notice first that an increase in the interest rate leads to
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a reduction in consumption, due to the substitution effect, and consequently output decreases.

The larger the degree of habit formation, the smaller both the reduction in consumption and

the impact of the demand channel in reducing inflation.

On the contrary, interest rate smoothing reduces the relative importance of the cost chan-

nel. Indeed, in the presence of interest rate smoothing, an increase in interest rate lasts for

a longer period of time. Therefore, for a given level of interest rate, the larger the degree

of interest rate smoothing, the lower expected inflation. This makes it more likely that an

increase in interest rate will decrease inflation.

Finally, Castelnuovo (2006) also argues that for reasonable parameters’ values the demand

channel is more important than the cost channel, implying that inflation decreases after an

increase in interest rate.

1.3 Estimating the cost channel with general equilibriummod-

els

We are now going to emphasize another strand of the literature that estimates general equilib-

rium models. Next, we will discuss, by this order, the papers of Henzel et al. (2009), Rabanal

(2007) and Christiano et al. (2005). These papers, especially the first two, do not show a

major macroeconomic role for the cost channel.

Henzel et al. (2009) develop and estimate a New Keynesian model that takes into account

imperfections in the banking market. These imperfections affect the pass-through of a change

in the policy rate to the loan rate, and therefore the importance of the cost channel. This idea

had already been proposed by Chowdnury et al. (2006), but they assumed, without providing

microfoundations, a static relationship between the policy rate and the loan rate.

In Henzel et al. (2009), banks play an active role in the cost channel, which contrasts

with Christiano et al. (2005) and Ravenna and Walsh (2006), where banks act costlessly in

a competitive market. Without imperfections in the banking market, banks do not play any

role; they only make a neutral transmission of monetary policy.

With the purpose of obtaining a more realistic representation of banks’ role in the trans-

mission of monetary policy, Henzel et al. (2009) model the interest rate pass-through assuming

monopolistic competition in the banking market and allowing banks to set the loan rate fol-
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lowing a Calvo-type approach. This means that, in each period, only a random fraction of

banks adjust their loan rate to a change in the central bank interest rate. Consequently, the

aggregate loan rate responds slowly to changes in the policy rate, which reduces the rele-

vance of the cost channel. In opposition, in a market-based financial system, the interest rate

pass-through would be quicker, implying a larger effect of the cost channel.

Henzel et al.’s (2009) hybrid NKPC, where the loan rate affects the marginal cost, is

similar to that of Chowdnury et al. (2006). The full model is estimated for the euro area

(1990Q1-2002Q4), a bank-based economy, adopting a minimum distance approach, which

involves minimising the distance between the impulse functions generated by the model and

the ones estimated with a VAR model. With the parameters estimated in this way, the cost

channel is not able to explain the price puzzle, but it helps to generate in the first quarters

a constancy in the inflation rate. After a positive interest rate shock, an initial increase in

inflation only occurs when small deviations from the estimated parameters are assumed: a

higher nominal wage rigidity and/or a lower degree of price stickiness. These deviations are

not rejected by the data.

Rabanal (2007) also constructs a New Keynesian model with sticky prices and sticky

wages and a cost channel for monetary policy. Using a Bayesian method to estimate the

model, which allegedly is better than the GMM, he concludes that the cost channel is small

in the US, and is not able to produce an increase in inflation after an increase in interest rate.

In contrast with the other papers presented above, Christiano et al. (2005) are not con-

cerned primarily with the cost channel. Instead, they pose a more general question: whether

or not models with moderate nominal rigidities generate, in response to a monetary shock, the

inertial inflation and persistent output movements that are observed in reality. To answer this

question they create and estimate a dynamic general equilibrium model with wage and price

rigidities. Namely, regarding the supply effects of monetary policy, they assume that firms

have to borrow working capital to pay wages. The model is estimated with US data, for the

period 1965Q3-1995Q3, adopting a minimum distance approach, as in Henzel et al. (2009).

The estimated VAR model generates a slight short-run decrease in inflation in response to an

expansionary monetary shock.

Even though overall the cost channel does not play a major role in the model’s dynamic,

it has two significant contributions. On one hand, it allows the model to produce an initial
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decrease in inflation after a monetary expansion. On the other hand, without the cost channel,

the model would need a degree of price stickiness much higher than the one observed in reality.

In the face of these results, they conclude that “the working capital channel plays an important

role in the benchmark model’s performance”. We can interpret this evidence as confirming

the relevance of the cost channel of monetary policy.

1.4 Exchange rates and inflation

A common feature to all the papers in the literature is that they study the cost channel without

explicitly taking into account the role of exchange rate in inflation dynamics. Simultaneously, a

significant number of papers have studied the relation between the exchange rate and inflation.

We can identify two distinct types of models in the literature. On one hand, there are the

standard models, such as Gali and Monacelli (2005), which treat imports as consumption

goods. On the other hand, there are models, as the one of McCallum and Nelson (2000),

which consider imports as inputs in production. Even though both types of models use

a dynamic setting, rational expectations, optimising agents, and slowly-adjusting prices of

domestic goods, they have different implications regarding the relation between the exchange

rate and inflation.

Starting with the standard models, in an open economy the Consumer Price Index (CPI)

is composed of domestically produced goods and imported goods. Since there is a cost of

adjusting the prices of domestic goods, these prices respond sluggishly to shocks. In contrast,

the prices of imported goods in domestic currency adjust rapidly to shocks. For example, if

a shock leads to the depreciation of domestic currency, there is an increase in the prices of

imported goods in domestic currency, and a consequent increase in CPI. This depreciation also

results in an increase in the current account and output gap, which constitutes an additional

pressure leading to the increase in CPI. In conclusion, these models predict that the CPI

is very flexible and is closely related to the nominal exchange rate. However, both of these

implications are not empirically validated.

The models with imports as consumption goods and with full pass-through of exchange

rate to the price of imported goods arrive at a Phillips curve where the change in the real

exchange rate affects directly inflation. Kara and Nelson (2003) estimate this equation for
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the UK, with data from 1964Q2 to 2001Q4, and get a wrong signal for the coefficient of the

change in real exchange rate. The explanation for this result cannot be the slow pass-through

of exchange rate, because that will imply a smaller coefficient, but not one with the wrong

sign.

Alternatively McCallum and Nelson (2001) consider imports as inputs in production. To

treat imports only as inputs in production may look strange. However, conservative estimates

for the US suggest that, as a share of imports, inputs are more important than consumer

goods and services (McCallum, 2001). Naturally, in a real economy, imports will be both

consumer goods and inputs in production.

McCallum and Nelson (2001) obtain a more realistic description of inflation. In their

model depreciation affects inflation only through the output gap, with two distinct effects.

First, the usual increase in the current account is present, with the consequent increase in

output. Second, exchange rate depreciation causes an increase in import prices and thus a

reduction in potential output. These two effects together cause an increase in output above

its potential value, implying an increase in inflation.

McCallum and Nelson’s (2001) model is able to explain two empirical regularities: on one

hand, the small correlation between changes in nominal exchange rate and inflation, and on

the other hand, inflation persistence. The latter empirical regularity is explained by admitting

that all prices in the CPI adjust gradually.

The two types of models described, with imports as consumption goods and with imports

as inputs, have different implications for monetary policy. In the standard models, the mon-

etary authority should take into account the direct impact of changes in the real exchange

rate on CPI inflation. Instead, in the model of McCallum and Nelson (2001) all the relevant

inflationary pressures are captured by the output gap. For instance, a large exchange rate

depreciation should only lead the central bank to increase the interest rate if output increases

considerably above its potential value.

Inspired by the model of McCallum and Nelson (2001), Kara and Nelson (2003) consider

for the UK a Phillips curve where imports appear as final consumption goods and inputs.

Admitting imports as final goods implies that the change of the real exchange rate has to be

present in the Phillips curve. When imports are also inputs, the level of the real exchange

rate also has to be added. Estimations of that particular Phillips curve show that for all the
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sample, the coefficient of the level of the real exchange rate is positive but not significant. 1

For the sample after 1992 results become more significant. At the same time, the change in

real exchange rate continues with the wrong signal. This implies that the data are consistent

with the idea that imports are intermediate goods.

1.5 Thesis structure and content

This section highlights the main contributions to the literature made by this thesis, as well

as its main results.

Since in the study of the cost channel little attention has been paid to the role of exchange

rates on inflation, in Chapter 2 the cost channel is studied in a small open economy New

Keynesian model. In this model the interaction between the interest rate, the exchange

rate and inflation makes the analysis of the supply side effect of interest rate richer. In our

framework, there are two more additional novelties. On one hand, imports are considered

both inputs and consumption goods. On the other hand, the concept of the cost channel

is broadened, assuming that besides wages, imports are also paid in advance. In particular,

imported consumption goods are also paid in advance because they are inputs for retailers.

Our model studies two types of topics. Firstly, we study whether the effects of the cost

channel in a closed economy model are also present in an open economy model. In particular,

given the various effects of the nominal interest rate on the marginal cost, it is worth investi-

gating whether, as a result of the cost channel, there is still a mitigated effect of the nominal

interest rate on domestic inflation. Furthermore, we study how policy trade-offs arise and are

managed, both when the monetary authority follows optimal policies and Taylor rules.

Secondly, an open economy model permits us to study the impact of the cost channel on

areas that do not exist in a closed economy. We analyse how variables like CPI inflation, the

terms of trade and the nominal exchange rate are affected by the cost channel, Simultaneously,

we study the relative performance of different policy regimes, that in an open economy also

include the Consumer Inflation-based Taylor Rule (CITR) and the exchange rate peg.

Our study makes some more contributions to the literature. One of them is the analysis,

under several policy regimes, of the impact of the cost channel on the economy’s response

1An increase in the real exchange rate corresponds to a depreciation of the domestic currency.
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to a technological shock, on one hand, and on macroeconomic volatility, on the other hand.

Secondly, we also study the contribution of the working capital channel to explain interest

rate smoothing and the small empirical correlation between CPI inflation and the change in

the nominal exchange rate. Finally, the impact of imported inputs on the economy’s dynamics

is analysed.

Chapter 2 concludes that the cost channel has important implications for the dynamics

and monetary policy of an open economy. The assumption that imports are paid in advance

introduces new effects of the nominal interest rate on the IS curve and on the equation

describing CPI inflation. The new configuration of the IS curve breaks the isomorphism

between the closed and open economy representations in the domestic inflation and output

gap’s space, which characterises standard open economy New Keynesian models.

We confirm that some closed economy results regarding the working capital channel hold

in an open economy context. To begin with, the nominal interest rate affects the Phillips

curve and its effect is richer than in a closed economy. Next, the cost channel leads to a

trade-off between output and domestic inflation, causing the monetary authority to allow

more inflation variability under optimal discretion. Lastly, after a decrease in the interest

rate, domestic and CPI inflations are lower when the cost channel is present.

The simulation of the model lead us to conclude that for all the policy regimes, with the

exception of the PEG, the cost channel increases the volatility of domestic inflation, output

gap, and the nominal interest rate. One of the explanations for this increase in volatility is

that the central bank is substantially more active replying to shocks. The best policy for

the monetary authority in terms of welfare is to follow optimal commitment. Alternatively,

it can commit to a domestic inflation Taylor rule, which yields better results than optimal

discretion. The gains arising from commitment also justify interest rate smoothing in the

context of a Taylor rule.

In addition, the cost channel explains partially why the observed contemporaneous corre-

lation between CPI inflation and the change in the nominal exchange rate is relatively small.

Finally, the increase of imported inputs share in output with a correspondent decrease in

imported consumption goods share, in general, reduces macroeconomic volatility, especially

under the CITR and the exchange rate peg.

After studying the theoretical implications of the cost channel, in Chapter 3 its empirical
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relevance is tested on a NKPC with open economy variables. Our goal is to fill a gap in

the literature, which has neglected to consider such variables explicitly when estimating the

cost channel. With open economy considerations, the marginal cost and supply side inflation

depend both on interest rate and the terms of trade; and these two latter variables are typically

related to each other. Therefore, only in some specific circumstances will the cost channel be

correctly identified when the terms of trade are omitted from the Phillips curve. For instance,

such identification will be incorrect when the nominal interest rate affects directly the terms

of trade. In this way, the relevance of assessing the supply side effect of the interest rate while

taking into consideration the impact of the terms of trade on inflation is clear.

Given the need to consider open economy variables in the Phillips curve to correctly

estimate the cost channel, it is necessary to identify the proper way of dealing with these

variables, particularly in light of the fact that a consensus does not exist about it. Some

models consider imports as final consumption goods (e.g. Gali and Monacelli, 2005), while

others treat imports only as intermediated goods (e.g. McCallum and Nelson, 2001). Another

issue that deserves attention is the aggregate relevance of exchange rate pass-through.

The relevance of the cost channel and the way in which open economy variables enter the

Phillips curve are determinants for the design of monetary policy. Clarida et al. (2001) show

that with immediate exchange rate pass-through the central bank should target domestic

inflation. Conversely, if the exchange rate slowly affects import prices, it maybe optimal

to target CPI inflation. If imports are treated only as inputs, the concern of the monetary

authority should also be CPI inflation. Finally, the advantages that the central bank has

in committing and the desirable degree of exchange rate flexibility are also affected by how

exchange rates affect imported goods’ inflation.

Finally, we test whether or not is empirically relevant to extend the cost channel assuming

that imports of final consumption goods are also paid in advance. For that we use some

results from Chapter 2.

To our knowledge Chapter 3 is the first paper dedicated to studying the empirical relevance

of the cost channel considering explicitly open economy variables. The research into whether

or not the data confirm that imports of consumption goods are paid in advance is also new

in the context of works on the working capital channel. This paper also contributes to the

literature testing for the G7 countries and in the context of the NKPC the empirical relevance
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of slow exchange rate pass-through. Lastly, the test for the G7 countries whether imports

should be considered as inputs and/or consumption goods also adds to the literature, because

until now such a test has only been attempted for the UK.

Our results indicate that open economy variables play an important role in explaining

inflation dynamics, both for domestic and CPI inflations. The empirical success of the NKPC

with slow exchange rate pass-through was larger than with immediate pass-through. This was

valid both for imported inputs and imported consumption goods. The model of McCallum

and Nelson (2000) where imports are solely considered as inputs in production is rejected by

the data. Instead, a model with imports as both consumption goods and inputs has a better

empirical adherence. Regarding the cost channel, there is weak evidence that the level of the

nominal interest rate affects inflation. Nevertheless, there is strong evidence that the change

in the nominal interest rate affects CPI inflation. This last finding can be explained by the

fact that firms pay for imported consumption goods in advance.

In Chapter 3 we study inflation dynamics in the G7 countries. In this group there are

three euro area countries, France, Germany and Italy. For the euro area there is evidence

in the literature showing inflation divergence after the introduction of the euro (Busetti et

al., 2006; Lane, 2006), that was however reversed around 2001/02 (Becker and Hall, 2009b).

As highlighted by the optimum currency area literature, inflation differentials can undermine

the success of a monetary union. In this context, in Chapter 4 we try to understand what

factors determine inflation differentials and the correcting mechanisms at work. According to

the NKPC, one of the main drivers of inflation is the business cycle, normally measured by

the output gap or real unit labour cost. As a result, convergence in inflation rates should be

accompanied by convergence in business cycles. Taking this into account, our main goal in

this chapter is to study the relationship between the two convergence processes. Specifically,

we want to analyse if divergence/convergence in inflation rates after the introduction of the

euro can be explained by divergence/convergence in business cycles. We start by analysing

the convergence of inflation, output gap and real unit labour cost over the period 1980-2008,

using the Kalman filter to test whether or not the variance of the unobserved convergence

component decreases over time. The convergence of the same variables is also analysed using

a common factor approach, which is put into practice using principal component analysis.

Next, we construct an econometric model to assess the determinants of inflation differentials,
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among which we consider the business cycle and the cost channel. As an intermediate step in

the estimation process, we also estimate Phillips curves for a panel of 12 euro area countries,

which allows us to test with different data and with panel techniques the relevance of the cost

channel.

Let us highlight the most innovative features of this paper and our contributions to the

literature. The analysis of convergence of RULCs and output gaps using, on one hand, the

Kalman filter, as proposed by Hall et al. (1997), and on the other hand, the common factor

approach of Becker and Hall (2009a) is new in the literature. Also, the study of RULC has

been ignored in the convergence literature, even though this indicator is important in the New

Keynesian approach to inflation.

The joint analysis of the convergence processes of inflation rates, output gaps and RULCs

with Hall et al.’s (1997) model has two novelties. First, we compare the rates at which the

(unobserved) convergence of inflation rates and output gaps evolve over time. Second, we

analyse the two-way causality between output gap and inflation convergence.

Our analysis shows that during the euro period there were periods of convergence and

divergence in inflation, output gap and RULC. However, in general there was an increase in

co-movement on each of that variables during the euro period. The process of convergence of

the RULC seems to be the most idiosyncratic of the three convergence processes considered.

On a larger horizon, between 1980 and 2008, inflation rates have converged faster than output

gaps. In the same period, output gap convergence had a positive effect on inflation convergence

but the opposite did not occur.

When explaining inflation differentials, an innovative feature is the use of residuals of

a common factor model to measure variables’ divergence. There are two more distinctive

features of our study. To start with, we test how inflation and exchange rate expectations

affect inflation divergence. Expectations have been mainly ignored despite their importance

in explaining national inflation rates. Next, the New Keynesian framework is tested to see

if provides a complete description of inflation differentials, looking at the usefulness of the

Imperfect Competition Model. We are particularly concerned with the importance of both

nominal ULC growth and equilibrium conditions for prices on inflation dynamics. As a by-

product of the analysis of convergence, we estimate the NKPC for the euro area using panel

data. This is interesting, because there is little evidence on the NKPC using panel data.
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Our empirical evidence shows that expectations of both inflation and exchange rates are

statistically significant for inflation differences and their introduction changes the significance

of other variables. Moreover, the only business cycle indicator relevant for explaining inflation

divergence is the labour costs. Also, the equilibrium conditions for prices are important for

explaining differences in inflation rates. Besides, the ICM model is not encompassed by the

NKPC when explaining inflation differences. Lastly, our panel data evidence supports the

NKPC for national inflation rates and the existence of the cost channel.
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Chapter 2

The cost channel in a small open

economy New Keynesian model

2.1 Introduction

Evidence in the literature points out for a puzzling initial increase in inflation after an increase

in interest rates (Sims, 1992). This can be explained by assuming that firms have to borrow

money to pay wages in advance, i.e., by the cost channel.

In the context of a closed economy, the study of the cost channel with sticky prices is

performed by Ravenna and Walsh (2006) and Chowdwury et al. (2006). These papers show

that the introduction of the cost channel generates an endogenous cost shock that creates a

trade-off between inflation and output gap. In such a context, an optimal discretion monetary

policy leads to larger inflation variability when the cost channel is present, due to a larger

nominal interest rate fluctuation. Furthermore, Chowdwury et al. (2006) show that, when the

central bank follows a Taylor rule, the cost channel makes the decrease of domestic inflation

in response to a given positive interest rate shock smaller, but it amplifies the reduction in

the output gap. They also conclude that under severe financial frictions, an increase in the

nominal interest rate may even increase inflation in the short-run.

However, little is known about the impact of the cost channel in an open economy context,

where the interaction between interest rate, exchange rate and inflation makes the analysis

more complex. Our contribution to the literature is precisely to deepen this knowledge.
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Therefore, we introduce the cost channel in a small open economy New Keynesian model

similar to Gali and Monaceli (2005). Our model has two more novelties. Firstly, we assume

imports of both inputs and consumption goods. Even though Adolfson (2001) uses it, this

approach is not very common in the literature. Secondly, in an open economy we propose

a broadening of the concept of cost channel, assuming that all inputs in production have to

be paid in advance. As a result, wages and imports of both consumption goods and inputs

imply financial costs to firms. Particularly, imported consumption goods also have to be paid

in advance because they are considered inputs for retailers.

The model developed in this paper brings to light some interesting topics. It allows us

to study whether or not the effects of the cost channel already described in the literature

for a closed economy are also valid in an open economy. Namely, our model admits that

the nominal interest rate has several effects on the marginal cost: it increases the wage

bill, directly increases the price of imported consumption goods and inputs, and indirectly

decreases import prices (due to its effect on the terms of trade). When considering all these

effects, an interesting question is whether or not we still observe a mitigated effect of the

nominal interest rate on domestic inflation as a result of the cost channel.

In an open economy model we can also study the impact of introducing the cost channel

in other subjects that do not exist in a closed economy model. On one hand, we analyse the

behaviours of CPI inflation, the terms of trade and the nominal exchange rate. On the other

hand, it can be analysed the relative performance of different policy regimes, that in an open

economy also include the Consumer Inflation-based Taylor Rule (CITR) and the exchange

rate peg.

Our analysis makes some more contributions to the literature. One of them is the analysis,

under several policy regimes, of the impact of the cost channel on the economy’s response to

a technological shock, on one hand, and on macroeconomic volatility, on the other hand.

Secondly, we also study the contribution of the working capital channel to explain interest

rate smoothing and the small empirical correlation between CPI inflation and the change in

the nominal exchange rate. Finally, we study the impact of imported inputs on the economy’s

dynamics.

This paper concludes that the cost channel has important implications for the dynamics

and monetary policy of an open economy. The assumption that imports are paid in advance
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introduces new effects of the nominal interest rate on the IS curve and on the equation

describing CPI inflation. The new configuration of the IS curve breaks the isomorphism

between the closed and open economy representations in the domestic inflation and output

gap’s space, which characterises standard open economy New Keynesian models.

We confirm that some closed economy results regarding the working capital channel hold

in an open economy context. To begin with, the nominal interest rate is present in the

Phillips curve and its effect is richer than in a closed economy. Next, the cost channel leads

to a trade-off between output and domestic inflation, causing the monetary authority to allow

more inflation variability under optimal discretion. Lastly, after a decrease in the interest

rate, domestic and CPI inflations are lower when the cost channel is present.

The simulation of the model lead us to conclude that for all the policy regimes, with the

exception of the PEG, the cost channel in general increases the volatility of domestic inflation,

output gap, and the nominal interest rate. One of the explanations for this increase in volatility

is that the central bank is substantially more active replying to shocks. The best policy for

the monetary authority in terms of welfare is to follow optimal commitment. Alternatively,

it can commit to a domestic inflation Taylor rule, which yields better results than optimal

discretion. The gains arising from commitment also justify interest rate smoothing in the

context of a Taylor rule.

In addition, the cost channel explains partially why the observed contemporaneous corre-

lation between CPI inflation and the change in the nominal exchange rate is relatively small.

Finally, the increase of imported inputs share in output with a correspondent decrease in

imported consumption goods share, in general, reduces macroeconomic volatility, especially

under the CITR and the exchange rate peg.

The remainder of the paper is organised as follows. Section 2.2 describes the model

and the equilibrium equations in the space output gap and domestic inflation. Section 2.3

analyses the implications of the model in terms of policy trade-offs, detaching the optimal

discretion policy. Section 2.4 studies the impact of a domestic technological shock under

different policy regimes, with and without the cost channel. Section 2.5 studies the impact

of the cost channel on macroeconomic volatility assuming simultaneously a technological, a

preferences and a foreign output shocks. Section 2.6 concludes this study.
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2.2 A small open economy model with the cost channel

In this section, we describe the small open economy model with the cost channel. Section 2.2.1

describes the behaviour of households. Section 2.2.2 explains how the price of imported goods

is established by retailers and presents some important identities. Section 2.2.3 discusses how

the determination of domestic prices by firms leads to the Phillips curve. Section 2.2.4 describes

the aggregate demand in the foreign country. Section 2.2.6 explains how the uncovered interest

parity and the aggregate demand are obtained. Section 2.2.7 presents the marginal cost and

the flexible-price output. Section 2.2.5 discusses how the international risk sharing links the

domestic and foreign outputs. Finally, in Section 2.2.8 the model is written in deviations from

the flexible-price equilibrium.

2.2.1 Households

In our model there are two countries: the home country is denoted by the superscript h

and the foreign country by the superscript f . Both countries have the same preferences and

technologies. The home country uses foreign goods for both final consumption and production

of domestic goods. For the sake of simplicity, it is assumed that the foreign country only uses

the domestic goods for consumption.

In both countries, households consume goods, supply labour, and hold money and a port-

folio of assets. Using a CES function, consumption goods are composed of home goods, Cht ,

and foreign goods, Cft . The home country consumption, Ct, is:

Ct =

[
(1− γc)

1

a

(
Cht

)a−1
a
+ γ

1

a
c

(
Cft

)a−1
a

] a
a−1

(2.1)

where a > 1 measures the elasticity of substitution between domestic and foreign aggregate

goods and γc denotes the share of home consumption allocated to imported goods.

In both domestic and foreign markets there exists a set of differentiated goods produced

by monopolistically competitive firms of measure 1. Thus, Cht and C
f
t are composed of several

domestic and foreign goods, respectively. In other words, as in Gali and Monacelli (2005), Cht

30



and Cft are aggregated goods:

Cht =

(∫ 1

0
Cht (i)

θ−1

θ di

) θ
θ−1

and Cft =

(∫ 1

0
Cft (i)

θ−1

θ di

) θ
θ−1

(2.2)

where θ > 1 determines the price elasticity of each individual good i within the categories of

home and foreign goods.

A household optimally allocates spending within each category of goods. For instance,

it tries to reach a given level of consumption Cht minimising the overall expenditure. The

solution of such a problem for domestic and foreign consumption leads to the following demand

functions:

Cht (i) =

(
Pht (i)

Pht

)−θ
Cht

and Cft (i) =

(
P ft (i)

P ft

)
−θ

Cft , (2.3)

for all iε [0, 1] and with price indices for domestic and foreign goods, respectively:

Pht =

(∫ 1

0
Pht (i)

1−θdi

) 1
1−θ

and P ft =

(∫ 1

0
P ft (i)

1−θdi

) 1
1−θ

.

The optimal allocation between the aggregated domestic and imported goods is charac-

terised by the following demand curves:

Cht = (1− γc)

(
Pht
P ct

)−a
Ct and (2.4)

Cft = γc

(
P ft
P ct

)
−a

Ct (2.5)

, with the consumer price index (CPI) given by:

P ct =

[
(1− γc)

(
Pht

)1−a
+ γc

(
P ft

)1−a] 1

1−a

. (2.6)
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Since in the steady-state domestic and foreign price indices are equal, Pht = P
f
t , then γc,

as mentioned above, is the steady-state share of imported consumption goods in total home

consumption.

Combining the two last demand curves, yields:

Cht

Cft
=

(
1− γc
γc

)(
Pht

P ft

)
−a

. (2.7)

It can be observed that the relative demand of domestic goods depends inversely on the

relative price of those goods.

The total consumer expenditure is:

P ct Ct = P
h
t C

h
t + P

f
t C

f
t

, with total consumer expenditure on domestic goods given by:

Pht C
h
t =

∫ 1

0
Pht (i)C

h
t (i)di

and total consumer expenditure on foreign goods equal to:

P ft C
f
t =

∫ 1

0
P ft (i)C

f
t (i)di.

The utility of the representative household depends on the consumption of the composite

good, Ct, and on the hours of work, Nt. Leisure is simply 1−Nt. The utility function, that

is also affected by a random taste shock, ξt, is given by:

U(Ct,Nt) =
ξtC

1−σ
t

1− σ
− χ
N1+ηt

1 + η

where χ determines the disutility of labour, σ denotes the inverse of the intertemporal elas-

ticity of consumption, and η is the inverse of the elasticity of labour supply. An increase in

σ means that the household is less willing to substitute present consumption for expected

future consumption in response to an increase in the real interest rate. In other words, the

household is more risk averse. Households maximise the expected present discounted value of
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utility:

Et

∞∑

i=0

βi

[
ξt+iC

1−σ
t+i

1− σ
− χ
N1+ηt+i

1 + η

]

where β denotes the discount factor.

Cash-in-advance constraint

Households face a cash-in-advance constraint. At the beginning of period t households have

cash holdings of Ht and a portfolio (which includes namely, but not only, shares of both firms

and financial intermediaries) held at the end of period t − 1. The nominal payoff of this

portfolio, Dt, is received in cash at the beginning of period t. At that moment households

also receive labour income in cash: WtNt, where Wt is the hourly nominal wage, and Nt

the number of hours worked. Because at the beginning of period t firms do not have cash

available, they borrow money to pay wages in advance to households. In conclusion, the cash

that households have at the beginning of period t is Ht+WtNt+Dt. Households can use this

cash to make deposits at financial intermediaries, DPt, buy consumption goods and invest

in a new portfolio at price Et (Ωt,t+1Dt+1), where Ωt,t+1 is the stochastic discount factor for

one-period ahead nominal payoffs relevant to the domestic household, and Dt+1 is the nominal

random payoff in t + 1 of the portfolio purchased in t. Therefore, the household faces the

following cash-in-advance constraint: Ht +WtNt +Dt ≥ Et (Ωt,t+1Dt+1) + P
c
t Ct +DPt. At

the end of period t, the cash carried over to period t+ 1 is:

Ht+1 = Ht +WtNt +Dt + ItDPt −Et (Ωt,t+1Dt+1)− P
c
t Ct −DPt

, with deposits paying interest at the end of period t, at the gross interest rate It. It is assumed

that households have access to a complete set of contingent claims traded internationally.

Financial intermediaries

Following Ravenna and Walsh (2006), intermediaries receive deposits from households, DPt,

and a free cash injection from the central bank, Xt. Intermediaries then lend funds to firms

at an interest rate It. Since there are no operational costs and the market is competitive,

intermediaries’ profit is: Πt = It(DPt +Xt)− ItDPt = ItXt.

33



The cash injection from the central bank corresponds to the increase in money stock from

t to t + 1, gt+1 . Consequently, the cash injection can be expressed as Xt = Ht+1 − Ht =

gt+1 Ht. The existence of equilibrium in the market for loans requires that supply equals

demand, with the latter determined by salaries and imports. Notice that we assume that

salaries and imports have to be paid in advance. Then the equilibrium can be expressed as:

WtNt + P
f
t

(
Cft +Mt

)
= DPt + Xt, where Mt is the total demand of imported inputs by

firms.

First order conditions

Households maximise expected present discounted utility subject to the CIA constraint, lead-

ing to the usual FOCs (in addition to the demand function for individual goods and CIA

constraint) - See Annex (6.1.1) for proof:

β
P ct
P ct+1

ξt+1C
−σ
t+1

ξtC
−σ
t

= Ωt,t+1 (2.8)

χNηt
ξtC

−σ
t

=
Wt
P ct
. (2.9)

Notice that the FOCs depend on the CPI, because a household’s utility depends on the

consumption of domestic and foreign goods.

Taking conditional expectations on both sides of (2.8), it is possible to get the usual

stochastic Euler equation for the optimal intertemporal allocation of consumption:

βEt

(
ItP

c
t

P ct+1
ξt+1C

−σ
t+1

)
= ξtC

−σ
t (2.10)

where 1/It = Et (Ωt,t+1) is the price of a one period discount bond that pays off one unit of

domestic currency in t+ 1, and It is its gross return.

Moreover, the second FOC describes the equilibrium in the labour market, requiring that

the marginal rate of substitution between leisure and consumption equals the real wage.

2.2.2 Import prices and some important identities

In this section, we are going to explain the pricing of imports and define some important

identities that are going to be applied latter. The lowercase letters with a hat denote variables
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in percentage deviation around the steady-state.

In the home country there exists a large number of retailers that import differentiated

goods from the foreign country. In this monopolistically competitive market, a retailer facing

a demand for good i defined by equation (2.3), can set the price of that good in domestic

currency, P ft (i).

For the sake of simplicity, the local retailer only supports two costs: the price paid for

the foreign good in the international market and the financial cost of paying for that good in

advance. As a result, the marginal cost, in local currency, of the retailer which imports good

i is

MCt(i) = ItËtP
f∗
t (i) (2.11)

, with P f∗t (i) as the price of foreign good i in foreign currency and Ët as the nominal exchange

rate (price of foreign currency in terms of domestic currency). An increase in Ët means a

depreciation of the home currency. Notice that the nominal interest rate affects the marginal

cost because importers have to pay imports in advance.

In order to simplify the analysis, we assume a complete and immediate exchange rate pass-

through of nominal exchange rate to import prices. 1 Therefore, it is admitted that retailers

can adjust their prices every period. The retailers’ decision simplifies then to maximise profit

given by:

Πt(i) =
[
P ft (i)−MCt(i)

]
Cft (i),

subject to the demand for product i, equation (2.3). The FOC for this problem is:

P ft (i) =
θ

θ − 1
MCt(i)

, corresponding to the typical solution in monopolistic competition: firms set the price equal

to a mark-up, θ/ (θ − 1), over marginal cost.

Aggregating the last expression for all imported goods and using (2.11), we obtain:

P ft =
θ

θ − 1
ItËtP

f∗
t (2.12)

1This can be seen as an extreme case of a situation where retailers have a smaller price rigidity than domestic
firms.
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, with P f∗t =
(∫ 1
0 P

f∗
t (i)

1−θdi
) 1

1−θ
. In deviation from the steady-state, we obtain

p̂ft = ît + êt + p̂
f∗
t . (2.13)

Importers follow precisely the same steps to establish the price of imported inputs. At

this point, we assume two simplifying assumptions without any substantive effect on results.

On one hand, imported goods are used both for consumption and production. On the other

hand, the individual price elasticity for imported consumption goods and imported inputs

is the same, θ. Under these conditions, the aggregate price of imported inputs in domestic

currency is also given by (2.12).

Let us define the gross terms of trade or, in other words, the price of foreign goods in

terms of home goods as δt = P
f
t /P

h
t , or in deviations from the steady-state:

δ̂t = p̂
f
t − p̂

h
t . (2.14)

We can isolate the direct effect of the nominal interest rate on the terms of trade, by writing:

δ̂t = ît + δ̂
′

t (2.15)

where:

δ̂
′

t = êt + p̂
f∗
t − p̂ht . (2.16)

We call δ̂
′

t simply the terms of trade. Next, we use the terms of trade to define some identities

that will be useful later.

Assuming a steady-state with Pht = P
f
t , equation (2.6) becomes (see Annex (6.1.3) for

details):

p̂ct = (1− γc) p̂
h
t + γcp̂

f
t . (2.17)

Since from the terms of trade p̂ft = δ̂t + p̂
h
t , we can write:

p̂ct = p̂
h
t + γc

(
δ̂
′

t + ît
)

(2.18)
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Furthermore, it is possible to write equation (2.1) as (see Annex (6.1.3) for details):

ĉt = (1− γc) ĉ
h
t + γcĉ

f
t . (2.19)

In addition, using the terms of trade, equation (2.7) can be written as:

Cht

Cft
=

(
1− γc
γc

)
δat ,

, or in deviations from the steady-state:

ĉft = ĉ
h
t − a

(
δ̂
′

t + ît
)
. (2.20)

The Euler equation for consumption, equation (2.10), can be approximated around a

zero-inflation steady-state, as:

ĉt = Etĉt+1 −
1

σ

(
ît −Etπ

c
t+1

)
−
1

σ

(
Etξ̂t+1 − ξ̂t

)
. (2.21)

The optimal leisure-consumption choice (equation (2.9)) in deviations from the steady-

state is:

ηn̂t + σĉt − ξ̂t = ŵt − p̂
c
t .

Replacing p̂ct for expression (2.18), we get:

ŵt − p̂
h
t = ηn̂t + σĉt − ξ̂t + γc

(
δ̂
′

t + ît
)

(2.22)

Since domestic inflation and CPI inflation are, respectively, πht = p̂
h
t − p̂

h
t−1 and πct =

p̂ct − p̂
c
t−1, and taking into account equation (2.18), we can express:

πct = π
h
t + γc

(
δ̂
′

t − δ̂
′

t−1

)
+ γc

(
ît − ît−1

)
. (2.23)

This means that CPI inflation depends on domestic inflation, the change in the terms of trade

and the change in the nominal interest rate. Therefore, an increase in the nominal interest

rate increases directly CPI inflation, because it increases the gross terms of trade.
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The real exchange rate is the ratio of two countries’ CPIs expressed in a common currency:

Qt =
ËtP

c∗
t

P ct
(2.24)

where P c∗t is the foreign country’s CPI in foreign currency. Assuming that the foreign country

is large in relation to the home country, the real exchange rate is (See Annex (6.1.2)):

q̂t = (1− γc) δ̂
′

t − γĉit. (2.25)

This expression is associated with the fact that an increase in the nominal interest rate

increases the price of imported goods, causing an increase in the domestic CPI, which leads

to an appreciation of the real exchange rate.

2.2.3 Domestic firms

As usual in many models with sticky prices, a Calvo (1983) setup will be used to describe

how domestic firms set prices. In each period, a fraction 1 − ω of randomly selected firms

is able to adjust prices optimally. The remaining firms update prices using the steady-state

inflation rate, which in the present case is zero. This means that a fraction ω does not adjust

its prices and it can be shown that 1/(1− ω) is the average time during which prices remain

fixed on average. Then, a larger ω implies that fewer firms adjust prices and the average time

between price changes is bigger. Hence, ω is a measure of price rigidity.

Firms that adjust their prices in t maximise the expected discounted value of current and

future profits. Firms’ future profits are affected by the price in t because there is a positive

probability that prices cannot be adjusted in the future. In fact, the probability that a firm

will not adjust its price between t and t+ s is ωs.

A key element determining prices’ adjustment is the marginal cost, which is related to

the production function. Firms produce to satisfy domestic (Cht ) and foreign demand (Ch∗t )

for their products. All firms use identical technology, 2 with the aggregate CES production

2Since in empirical applications there is no firm-level data available, it is often used a representative firm
hypotesis (Gali and Gertler, 1999). Thus, we assume that all firms use the same production function and have
identical marginal cost. Nevertheless, with a CES production function, if it is assume that prices and thus
production levels can change from firm to firm, the marginal cost will not be constant across firms. But this
would not have a fundamental impact on our analysis. The only difference is that we would have in the Phillips
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function given by:

Yt =
[
αN(ZtNt)

1− 1

ε + αM(Mt)
1− 1

ε

] ε
ε−1

(2.26)

where αN ε (0, 1], αM = 1−αN , ε is the elasticity of substitution between inputs with
(
1− 1

ε

)

ε (−∞, 1), 3 Yt is the domestic output in t, Zt is the aggregate technological shock in t, Nt is

the number of hours of work in t, andMt is the amount of imported inputs in t. There are two

points worth mentioning. Firstly,Mt is an index of foreign goods: Mt =

(∫ 1
0 mt(i)

θ−1

θ di

) θ
θ−1

.

Moreover, an important hypothesis is that foreign goods are used both for consumption and

production, implying that the imported input i is the same good as the imported consumption

good i. This hypothesis, without eliminating any significant issue, simplifies the analysis,

allowing the existence of only one foreign price P ft (i), relevant for consumers and firms.

Secondly, with imported inputs, output differs from value added. The latter in real terms

(deflated by the domestic price index, Pht ) is:

Y vat = Yt − δtMt. (2.27)

In order to express the last equation in deviations from the steady-state, it is assumed that in

the steady-state M/Y va = γi, which using (2.27) implies M/Y = γi/ (1 + γi).
4 Therefore,

from (2.27), it is possible to obtain:

ŷvat = (1 + γi) ŷt − γi

(
δ̂
′

t + ît
)
− γim̂t. (2.28)

In order to guarantee zero net exports in the steady-state 5 (which implies C = Y va) γc has

to depend on γi. In terms of domestic prices, the trade balance is NXt = C
h∗
t − δtC

f
t − δtMt.

Since in the steady-state δ = 1, we have:

NX

C
=
Ch∗

C
−
Cf

C
−
M

C
= γ(1 + γi)− γc − γi.

Curve an aggregation constant factor, like in Gagnan and Khan (2001), but the driver of inflation would still
be the aggregate marginal cost.

3With 1 − 1

ε
= 0 ⇔ ε = 1, we have a Cobb-Douglas production function. If 1 − 1

ε
= −∞, i.e., ε = 0, we

have perfect complements. When 1− 1

ε
= 1, i.e., ε = +∞, we have perfect substitutes.

4A variable without a time subscript indicates a variable in the steady-state.
5Zero net exports in the steady-state are also assumed in Galí and Monacelli (2002), for a given initial

distribution of wealth.
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From the last equation, to guarantee a zero trade balance in the steady-state, the imports’

share in consumption has to be:

γc = γ − γi (1− γ) (2.29)

where γ is the share of exports in domestic product. This equation is related with the fact

that, for a given weight of exports on domestic product, an increase in the weight of imported

inputs on value added, γi, has to be balanced by a decrease on the weight of imports on

consumption, γc, in order to maintain a zero trade balance.

All firms have to borrow from intermediaries, at the gross nominal interest rate It, to pay

wages and imports in advance. As a result the unitary nominal cost of labour is ItWt and

the marginal cost of imports is given by (2.11).

Next, it is shown how the real marginal cost is obtained. Firms’ problem is to minimise

the real cost of production, It
Wt

Pht
Nt+δtMt, subject to the production function given by (2.26).

Notice that the gross terms of trade, which already include the effect of the nominal interest

rate, are the price of imports in real terms. Then, the Lagrangian of the problem is:

L = It
Wt

Pht
Nt + δtMt + ϕt (Yt − F (Nt,Mt)) ,

where F (Nt,Mt) is the production function. 6

One of the first order conditions yields:

ϕt =
It
Wt

Pht
∂F
∂Nt

.

Observe that the marginal cost is given by ϕt
7 and can also be written as:

MCt =
It
Wt

Pht
∂F
∂Nt

Nt
Yt
Nt
Yt

=
ItSt
γt

(2.30)

6Notice that is the nominal interest rate that is relevant because firms have to pay in advance nominal
wages, WtNt. As usual, for cost minimisation firms take into account the real cost of total wage expenditure
(ItWtNt) /P

h
t .

7 It represents the impact on the objective function (cost function) of an unitary increase in the restriction
(output).
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where γt is the elasticity of output with respect to labour:

γt =
∂F
∂Nt
Yt
Nt

and St is the labour income share:

St =
NtWt

Pht Yt
. (2.31)

With flexible prices, domestic prices are defined as a constant mark-up, Φ, over the nominal

marginal cost (NMCt): P
h
t = ΦNMCt, thus implying that the real marginal cost is:

MCt =
NMCt

Pht
=
1

Φ
. (2.32)

A standard result is that:

Φ =
θ

θ − 1
> 1. (2.33)

Therefore, an increase in θ, decreases the steady-state mark-up. 8 This result comes from the

fact that, as the demand elasticity of individual goods increases, i.e., θ increases, the degree

of substitutability between goods also increases. Consequently, firms have less market power

and are forced to define a lower mark-up.

However, with sticky prices the real marginal cost deviates from its steady-state value,

(θ − 1) /θ. In this case, we have the standard New Keynesian Phillips curve for domestic

inflation:

πht = βEtπ
h
t+1 + km̂ct (2.34)

where m̂ct is the marginal cost in percentage deviation around its steady-state value; 9 and

k = (1− ω)(1− ωβ)/ω.

8Notice that the last expression can be written as Φ = 1

1− 1
θ

.
9The percentage deviation of inflation from its steady state is simply the inflation rate, because the steady-

state value of inflation is zero.
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2.2.4 Foreign country

Recall that the foreign country is large relative to the home country. This has several im-

plications for the foreign country. On one hand, domestic inflation and CPI inflation are

equal: πc∗ = πh∗. On the other hand, exports’ share in demand is irrelevant, implying that

consumption is equal to output: ĉf∗t = ŷf .

We assume that the foreign country only uses imported goods for final consumption. 10

Since it is assumed there are identical preferences for both countries, the demand that foreign

consumers make for domestic goods is similar to the demand that home consumers make for

foreign goods. Consequently, the expression for ĉh∗t is similar to equation (2.20):

ĉh∗t = ĉf∗t + aδ̂
′

t

Notice two points. Firstly, to simplify, we assume that foreign firms do not have to pay

imports in advance. 11 Secondly, an increase in the terms of trade increases the consumption

of home goods by foreign consumers. Now, since ĉf∗t = ŷf , we get finally:

ĉh∗t = ŷft + aδ̂
′

t. (2.35)

Another implication of assuming identical preferences in both countries, is that the Euler

condition for foreign country’s households is simply

ŷft = Etŷ
f
t+1 −

1

σ

(
îft −Etπ

h∗
t+1

)
.

Defining the foreign real interest rate as ρ̂ft = î
f
t −Etπ

h∗
t+1, we get:

ρ̂ft = σ
(
Etŷ

f
t+1 − ŷ

f
t

)
(2.36)

, with the foreign output being determined exogenously.

10 It simplifies the analysis because domestic exports only depend on consumers.
11Such assumption should be removed if we were interested in the strategic interaction between policy makers

of different countries or in the world interest rate.
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2.2.5 International Risk Sharing

Above, it was shown the first order condition for the domestic household’s consumption (equa-

tion (2.8)). Under the assumption of complete securities markets 12, a similar expression will

hold for the foreign representative household: 13

Ωt,t+1 = β

(
Cf∗t+1

Cf∗t

)
−σ
P c∗t
P c∗t+1

Ët

Ët+1
. (2.37)

Combining equations (2.8) and (2.37), together with the definition of real exchange rate,

Qt, it follows that:

Ct+1

Cf∗t+1Q
1

σ
t+1

=
Ct

Cf∗t Q
1

σ
t

(
ξt+1
ξt

) 1

σ

. (2.38)

Let us assume the following initial condition:

C1 = vC
f∗
1 Q

1

σ
1 ξ

1

σ
1

where v is a constant that depends on the initial relative net asset position. Using this initial

condition to iterate equation (2.38), it follows:

Ct = vC
f∗
t Q

1

σ
t ξ

1

σ
t .

In deviations from the steady-state, the latter equation is:

ĉt = ĉ
f∗
t +

1

σ
q̂t +

1

σ
ξ̂t.

Using the relation between the real exchange rate and the terms of trade (equation (2.25))

and the equality ĉf∗t = ŷft , we get:

ĉt = ŷ
f
t +

1− γc
σ
δ̂
′

t −
γc
σ
ît +

1

σ
ξ̂t. (2.39)

With efficient risk sharing, domestic consumption should be higher when the price of domestic

12With complete financial markets, there is an equilibrium price for every asset in every possible state of the
world.

13See Gali and Monaceli (2002) and Monacelli (2003) for similar proof.
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consumption is low relative to foreign consumption, i.e., δ̂
′

t is high.

2.2.6 Uncovered interest parity and aggregate demand

Following Gali and Monacelli (2005), with complete international financial markets, a riskless

bond denominated in foreign currency will have an equilibrium price in domestic currency

equal to Ët
(
Ift

)
−1
= Et

(
Ωt,t+1Ët+1

)
. Combining this equation with the pricing equation

for a bond denominated in domestic currency, I−1t = Et (Ωt,t+1), we obtain:

Et

[
Ωt,t+1

(
It − I

f
t

Ët+1

Ët

)]
= 0.

Linearising around a perfect-foresight steady-state leads to the well known uncovered interest

parity: 14

ît = î
f
t + (Etêt+1 − êt) .

The real parity becomes 15

ρ̂ht = ît −Etπ
h
t+1 = ρ̂

f
t +

(
Etδ̂

′

t+1 − δ̂
′

t

)
. (2.40)

Let us turn now to the demand for domestic output, which in equilibrium has to be equal

to the output:

ŷt = (1− γ) ĉ
h
t + γĉ

h∗
t . (2.41)

We observe that consumers’ demand is divided into the demand of domestic (1− γ) and foreign

consumers (γ). Now, equation (2.41) is going to be defined using ĉt, ŷ
f
t and δ̂t. Firstly, plug

in (2.20) into equation (2.19) to get:

ĉht = ĉt + γca
(
δ̂
′

t + ît

)
. (2.42)

Secondly, substitute the last equation and (2.35) in (2.41) to obtain:

ŷt = (1− γ) ĉt + [(1− γ)γca+ γa] δ̂
′

t + (1− γ)γcâit + γŷ
f
t . (2.43)

14 êt is Ët in log-deviations from the steady-state.
15Notice that the real parity is defined using domestic inflation (see Annex (6.1.5) for details).
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It is possible to observe that the nominal interest rate affects domestic demand. With total

consumption and the terms of trade constant, if the interest rate increases, consumption of

imported goods decreases in favour of the consumption of domestic goods, meaning that the

demand for the domestic product increases.

Solving (2.43) for ĉt, we obtain:

ĉt =
1

(1− γ)
ŷt −

(1− γ)γca+ γa

1− γ
δ̂
′

t − γcâit −
γ

1− γ
ŷft . (2.44)

The next step is to replace the real UIP in the Euler equation for consumption. For that, it

is necessary to express the real UIP using CPI inflation. To start with, using equation (2.23)

we can write:

ît −Etπ
c
t+1 = ρ̂

h
t − γc

(
Etδ̂

′

t+1 − δ̂
′

t

)
− γc

(
Et̂it+1 − ît

)

Making use of the real UIP, the last expression becomes:

ît −Etπ
c
t+1 = ρ̂

f
t + (1− γc)

(
Etδ̂

′

t+1 − δ̂
′

t

)
− γc

(
Et̂it+1 − ît

)

Next, to eliminate the terms of trade, we use the real UIP getting:

ît −Etπ
c
t+1 = (1− γc) ρ̂

h
t + γcρ̂

f
t − γc

(
Et̂it+1 − ît

)

Finally, we can replace the last equation in the Euler equation, (2.21), getting:

ĉt = Etĉt+1 −
1

σ

[
(1− γc) ρ̂

h
t + γcρ̂

f
t − γc

(
Et̂it+1 − ît

)]
−
1

σ

(
Etξ̂t+1 − ξ̂t

)
. (2.45)

The final step is to obtain the IS curve. From equation (2.43) can easily be obtained:

ŷt −Etŷt+1 = (1− γ) (ĉt −Etĉt+1) + [(1− γ)γca+ γa]
(
δ̂
′

t −Etδ̂
′

t+1

)

+(1− γ)γca
(
ît −Et̂it+1

)
+ γ

(
ŷft −Etŷ

f
t+1

)
.
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Using equations (2.36), (2.40) and (2.45) in the last equation, we obtain the IS curve:

ŷt −Etŷt+1 = −
1 +w

σ
ρ̂ht +

w

σ
ρ̂ft −

1− γ

σ

(
Etξ̂t+1 − ξ̂t

)

+
(1− γ)γc (σa− 1)

σ

(
ît −Et̂it+1

)
(2.46)

, with w = (σa− 1) [(1− γ)γc + γ]. This is a standard demand condition for a small open

economy, except for the (minus) expected change in the nominal interest rate. The reason why

the nominal interest rate has an effect on output that is independent of the real interest rate

(calculated with the domestic price inflation) is found in its impact on the price of imported

consumption goods. In fact, the increase in the nominal interest rate in period t (assuming its

expected value for t + 1 constant) has two contradictory effects on the demand for domestic

product. On one hand, the price of imported consumption goods increases, leading to a

substitution of imported consumption goods by domestic goods. On the other hand, since the

difference between the actual and expected interest rate becomes smaller, the expected change

in imports price between t and t + 1 is smaller, causing a smaller expected CPI inflation in

t+1. Consequently, the real interest rate for t (calculated with the expected CPI inflation in

t+1) will increase, producing a decrease in consumption in t relatively to t+1. To conclude,

it can easily be seen that the effect of the nominal interest rate on the product will be positive

if σa > 1.

2.2.7 Marginal cost and the flexible-price output

In this section, we characterise the small open economy’s marginal cost and flexible-price

output. Expressing equation (2.31) in log deviations around the steady-state, we get:

m̂ct = ît + ŝt − γ̂t. (2.47)

The labour income share, in equation (2.31), can be expressed as:

ŝt = (ŵt − p̂
h
t )− ŷt + n̂t. (2.48)

Moreover, the elasticity of output with respect to labour is equal to (see Annex (6.1.4) for
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details):

γt = αN

(
ZtNt
Yt

)1− 1

ε

, which in deviations around the steady-state becomes:

γ̂t =

(
1−

1

ε

)
(ẑt − ŷt + n̂t) . (2.49)

Substituting equations (2.48) and (2.49) into equation (2.47), we obtain

m̂ct = ît + (ŵt − p̂
h
t ) +

1

ε
(n̂t − ŷt)−

(
1−

1

ε

)
ẑt.

Now, we can replace the real wage by expression (2.22) to get:

m̂ct = ît +

(
η +

1

ε

)
n̂t + σĉt + γc

(
δ̂
′

t + ît
)
−
1

ε
ŷt −

(
1−

1

ε

)
ẑt − ξ̂t. (2.50)

Meanwhile, it is possible to obtain an expression for the amount of labour used in pro-

duction, n̂t, as a function of output. Firstly, the production function can be expressed in

deviations from the steady-state as (See Annex (6.1.3) for details):

ŷt =
(
1− γ′i

)
(ẑt + n̂t) + γ

′

im̂t, (2.51)

where γ′i = Φγi/ (1 + γi). After solving the last equation for n̂t, we still have to derive

the demand for imported inputs. From the production function, we can get the conditional

demand function for imported inputs:

Mt =
1

α
ε

ε−1

M


 δt

α
ε

ε−1

M



−ε 


(WtIt) /P

h
t

α
ε

ε−1

N Zt



1−ε

+


 δt

α
ε

ε−1

M



1−ε


ε
1−ε

Yt. (2.52)

Notice that it has been assumed that imported inputs also have to be paid in advance, implying

that its real price is δt. The last expression can be simplified to:

Mt =
1

α
ε

ε−1

M


 δt

α
ε

ε−1

M



−ε

MCεt Yt. (2.53)

47



, because (see Annex (6.1.6) for details):

MCεt =




(WtIt) /P

h
t

α
ε

ε−1

N Zt



1−ε

+


 δt

α
ε

ε−1

M



1−ε


ε
1−ε

.

This means that in deviations from the steady-state, we have:

m̂t = −ε
(
δ̂
′

t + ît
)
+ εm̂ct + ŷt. (2.54)

The last equation shows that outside the flexible-price equilibrium, imported inputs depend

on four factors: the terms of trade, the nominal interest rate, output and marginal cost.

The interpretation of these factors is straightforward. Firstly, an increase in the real price of

foreign inputs, either due to an increase in the terms of trade or in the nominal interest rate,

will lead firms to substitute foreign inputs for labour. Secondly, an increase in output will

naturally require more imported inputs. Finally, if the marginal cost increases (without any

change in the terms of trade) it means that the cost of labour has increased relative to the

cost of imported inputs. Therefore, firms will use more imported inputs.

Then, plugging (2.54) into (2.51), the demand for labour can be expressed as:

n̂t = ŷt +
γ′iε

1− γ′i

(
δ̂
′

t + ît − m̂ct
)
− ẑt.

Next, plugging the last expression and (2.44) into (2.50) we get:

m̂ct =
1− γ′i
1 + γ′iηε

[
vît +

(
η +

σ

1− γ

)
ŷt + hδ̂

′

t −
σγ

1− γ
ŷft − (η + 1)ẑt − ξ̂t

]
, (2.55)

with:

v = 1− γc (σa− 1) +
γ′i (1 + ηε)

1− γ′i
,

h =
γ′i (1 + ηε)

1− γ′i
−
γ +w

1− γ
.

The effects of the variables on the marginal cost will be described below. For now, it is

worth mentioning that an increase in domestic output increases the marginal cost. In fact,
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an increase in output demands the use of more labour and thus leads to an increase in the

real wage.

To obtain the flexible-price equilibrium output we only have to take into account that the

marginal cost is constant in the flexible-price equilibrium (m̂cot = 0) implying:

ŷot =
1

η + σ
1−γ

[
−v̂iot − hδ̂

′o

t +
σγ

1− γ
ŷft + (η + 1)ẑt + ξ̂t

]
(2.56)

where x̂ot is the value of any variable xt in the flexible-price equilibrium (still in deviation

from the steady-state). 16 Notice that because prices are sticky, variables can differ from

their flexible-price equilibrium values.

From the last formula, we can observe that the flexible-price output depends, on one hand,

on the flexible-price values of the nominal interest rate and the terms of trade, and on the

other hand, on the world output shock, the technological shock and the taste shock. Next,

the impact of these variables on the marginal cost and flexible-price equilibrium output is

described. In this model, an increase in the nominal interest rate has the conventional effect

of increasing the cost of labour, since wages have to be paid in advance. As a consequence,

firms reduce labour demand, which reduces output. However, since imports also have to

be paid in advance, there are additional effects of the nominal interest rate arising from its

effect on the terms of trade. These supplementary effects are described together with the

effect of the terms of trade. Prior to this description, it can be noticed that, from a general

point of view, the final effect of the nominal interest rate on the flexible-price equilibrium is

ambiguous. However, with our calibration (that we will describe below) v is positive, implying

that an increase in the nominal interest rate increases the marginal cost but decreases the

flexible-price output.

Turning now to the impact of the terms of trade, it is better to start by noting that

what we will say next is also valid for an increase in îot . After this observation, it is possible

to identify three effects of the terms of trade on the flexible-price output. On one hand,

an increase in the terms of trade (δ̂
′o

t increases) leads firms to use less imported inputs and

labour, reducing output. To begin with, when the cost of imported inputs increases, firms

16Notice that, with flexible-prices, shocks to the economy also imply that variables deviate from the steady-
state.
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substitute those inputs for labour (first effect). This attempt to reduce production costs

is not completely successful, because the increase in labour demand leads to an increase in

real wages and thus an increase in the marginal cost and a reduction in the flexible-price

equilibrium output. In addition, there is another effect (second effect) of the terms of trade

on the marginal cost, associated with the increase in CPI inflation caused by the increase on

δ̂
′o

t . This requires firms to increase the real wage (expressed in terms of domestic price index,

ŵt − p̂
h
t ) to compensate consumers for the increase in CPI inflation. Consequently, there is a

decrease in labour demand, reducing the flexible-price output.

On the other hand, we have a third effect, which, when considered in isolation, increases

the amount of labour used by firms. An increase in the terms of trade increases exports and

reduces imports 17 , causing, with a constant output, a reduction in home total consumption.

With less consumption, households are willing to work for lower real wages. Finally, this

increases the amount of work used in equilibrium.

The three effects described make clear that, from a general point of view, the impact of

δ̂
′o

t on the flexible-price output is ambiguous. Nevertheless, with the calibration used below,

h is negative, meaning that an increase in the terms of trade (depreciation) increases the

flexible-price output. Regarding the effects described above, it can then be concluded that

the first and second effects are dominated by the third.

Turning now to the technological shock, we observe that it has a positive effect on the

flexible-price output, due to its upward impact on labour productivity. Additionally, because

labour becomes more productive, the real cost of labour decreases, leading firms to use more

labour and produce more.

Similarly, the world output also has a positive effect on the flexible-price output. An

increase in foreign output, increases home exports and, for the same level of home product,

reduces home consumption. This has a wealth effect on the labour supply, which leads to the

reduction of real wage. As a result, the amount of labour used increases, causing an increase

in the flexible-price output.

Finally, a taste shock (i.e. an increase in the value that consumers assign to consumption

17Notice that if we are talking only of an increase in the nominal interest rate, with the terms of trade
constant, there is only a decrease in imports and no change in exports, because it was assumed that exports
are not paid in advance.
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relative to leisure) reduces the marginal rate of substitution between leisure and consumption,

which increases labour supply and reduces the real wage. In equilibrium, this leads firms to

use more labour and to produce more.

We turn now to the novelties brought by this model with respect to the determinants of the

flexible-price output. In our model, as in the closed economy model of Ravenna and Walsh

(2006), the nominal interest rate affects the flexible-price output. However, in the present

model, besides the direct effect through the wage bill also present in the closed economy

model, other effects are at work, due to the effect of the nominal interest rate on the price of

imported inputs, CPI inflation and imports. Moreover, it is typical of a small open economy’s

model that the terms of trade affect the flexible-price output (Walsh, 2003). The new feature

of this paper’s model is that the terms of trade have an additional effect on the flexible-price

output due to its effect on the price of imported inputs.

Above, we obtained the risk sharing condition. Now, to obtain the relation between output

and the terms of trade, first incorporate equation (2.39) into equation (2.42), getting

ĉht = ŷ
f
t +

1 + γc (σa− 1)

σ
δ̂
′

t +
γc (σa− 1)

σ
ît +

1

σ
ξ̂t.

Second, replacing the last equation and (2.35) into (2.41), it follows after some manipulations

that:

ŷt = ŷ
f
t +
w + 1

σ
δ̂
′

t +
(1− γ)γc (σa− 1)

σ
ît +

1− γ

σ
ξ̂t. (2.57)

Ignoring the taste shock, this equation makes clear that a movement in countries’ relative

output is associated with a change in the terms of trade or nominal interest rate. For instance,

if the home country output increases in relation to the foreign output, a real depreciation will

exist in equilibrium, so that the demand for home products increase.

Additionally, notice that no distortionary international risk sharing shock is considered.

However, the existence of such a shock may justify that the central bank has an exchange rate

objective simultaneously with a concern for domestic inflation and output gap (Kirsanova et

al., 2006).

In order to express the last equation in the flexible-price equilibrium, notice three points.

First, that equation (2.57) is also valid in the flexible-price equilibrium, since it does not
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assume sticky prices. Second, ŷft is exogenous and so does not depend on the hypothesis

regarding the flexibility of prices in the domestic economy. Third, ξ̂t is an exogenous shock

that also affects the flexible-price equilibrium. Consequently, we can write:

ŷot = ŷ
f
t +
w+ 1

σ
δ̂
′o

t +
(1− γ)γc (σa− 1)

σ
îot +

1− γ

σ
ξ̂t. (2.58)

Now, the last expression can be used to simplify the equation for the flexible-price output,

(2.56). Firstly, notice that from (2.58) it is possible to get:

δ̂
′o

t =
σ

w + 1

(
ŷot − ŷ

f
t

)
−
(1− γ)γc (σa− 1)

w + 1
îot −

1− γ

w + 1
ξ̂t. (2.59)

Plugging the last equation into (2.56), we obtain after some manipulations:

ŷot =
1

η + σ
1−γ +

hσ
w+1


 σ

(
h

w+1 +
γ
1−γ

)
ŷft +

[
h(1−γ)γc(σa−1)

w+1 − v
]
îot

+
(
h(1−γ)
w+1 + 1

)
ξ̂t + (η + 1) ẑt


 . (2.60)

2.2.8 Deviations from the flexible-price equilibrium

In this section, the traditional formulation of the New Keynesian models will be obtained,

with two main equations describing the behaviour of firms and households, the Phillips curve

and the IS curve, respectively. To do this, we are going to write the model in deviations from

the flexible-price equilibrium.

In the discussion below, we write the deviation of marginal cost from its steady-state

value as a function of output gap. To start with, sum and subtract to equation (2.55) the two

following expressions:
(1− γ′i) v

1 + γ′iηε
îot and

(1− γ′i)h

1 + γ′iηε
δ̂
o

t ,

getting:

m̂ct =
(1− γ′i) v

1 + γ′iηε

(
ît − î

o
t

)
+
(1− γ′i)h

1 + γ′iηε

(
δ̂
′

t − δ̂
′o

t

)
+

1− γ′i
1 + γ′iηε

(
η +

σ

1− γ

)
(ŷt − ŷ

o
t ) . (2.61)

where ŷt − ŷ
o
t is the output gap, xt, and ŷ

o
t comes from (2.60). From (2.57) it is possible to
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obtain the expression for the terms of trade:

δ̂
′

t =
σ

w + 1

(
ŷt − ŷ

f
t

)
−
(1− γ)γc (σa− 1)

w+ 1
ît −

1− γ

w+ 1
ξ̂t.

Subtracting the last equation from (2.59), we get:

δ̂
′

t − δ̂
′o

t =
σ

w+ 1
(ŷt − ŷ

o
t )−

(1− γ)γc (σa− 1)

w + 1

(
ît − î

o
t

)
. (2.62)

With the last equation, we can eliminate the terms of trade from the expression of the marginal

cost, getting:

m̂ct =
(1− γ′i)

1 + γ′iηε

(
σh

1 +w
+ η +

σ

1− γ

)
(ŷt − ŷ

o
t )+

1− γ′i
1 + γ′iηε

(
v −
h(1− γ)γc (σa− 1)

w+ 1

)(
ît − î

o
t

)
.

(2.63)

Using the last expression to replace m̂ct in (2.34), and assuming like Ravenna and Walsh

(2006) an interest rate peg in the flexible-price equilibrium , i.e., îot = 0, we get an expression

for the Phillips curve: 18

πht = βEtπ
h
t+1 +

(1− γ′i)

1 + γ′iηε

(
σh

1 +w
+ η +

σ

1− γ

)
k (ŷt − ŷ

o
t ) (2.64)

+
(1− γ′i)

1 + γ′iηε

(
v −
h(1− γ)γc (σa− 1)

w + 1

)
kît.

This means that our result is similar to the typical Phillips curve for a closed economy,

with the only difference in the coefficients of the nominal interest rate and the output gap.

In particular, we can observe that, as in Ravenna and Walsh’s (2006) closed economy model,

the nominal interest rate has a direct effect on domestic inflation due to the presence of the

cost channel. Additionally, notice that, when the cost channel is present in an open economy

model, the nominal interest rate is present both in the IS curve and in the Phillips curve.

The obtained Phillips curve nests other standard cases. To start with, if the economy is

closed (γi = γ = 0), then we get the standard Phillips curve with a cost channel, described

18 In the flexible-price equilibrium, prices and the real interest rate change in response to shocks, meaning
that the nominal interest rate does not need to change.
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by Ravenna and Walsh (2006):

πht = βEtπ
h
t+1 + k̂it + k (η + σ) (ŷt − ŷ

o
t ) .

Moreover, if we ignore both imported inputs (γi = 0) and the cost channel, we get:

πht = βEtπ
h
t+1 + k

(
η + σ −

σw

1 +w

)
(ŷt − ŷ

o
t )

, the standard Phillips curve for a small open economy described by Walsh (2003).

In what follows we make a detailed explanation of the impact of the nominal interest rate on

domestic inflation. The first element of the coefficient of the interest rate, (1− γ′i) /(1+γ
′

iηε),

is smaller than one, 19 meaning that the existence of imported inputs reduces the direct

impact of the nominal interest rate on domestic inflation through its effect on the cost of

labour. 20 This happens for two reasons. On one hand, since with imported inputs, labour

costs represent only a fraction of the marginal cost, any change in the cost of labour will have

a smaller effect on the marginal cost. On the other hand, in response to an increase in the

nominal interest rate, there is a substitution of labour by imported inputs, which mitigates

the increase in the marginal cost. 21

In turn, the parameter v describes all the direct effects of the nominal interest rate on

inflation that arise from the increase in the wage bill, increase in the price of imported inputs,

decrease in imports of consumption goods and consequently consumption, and increase in

CPI inflation (see Section 2.2.7 for a detailed description of all these effects).

Finally, an increase in the nominal interest rate leads to an appreciation in the terms of

trade (see (2.62)). This produces the three effects on the marginal cost described above (see

equation (2.55) and Section 2.2.7) and that are summarised by h.

In conclusion, it is possible to show that, with σa > 1, the supply side impact of the

nominal interest rate on domestic inflation is positive (for proof see Annex (6.1.7)). With the

19Notice that
(1−γ′i)
1+γ′

i
ηε
= 1

1+
γ′
i
(1+ηε)

1−γ′
i

.

20Notice that we cannot say that imported inputs reduce the impact of interest rate on domestic inflation,
because γi also affects v and h.

21Notice that the impact of the nominal interest rate on the cost of labour is not limited to its direct impact,
since there are also effects through the terms of trade, as we have seen in Section 2.2.7.
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standard parametrisation used in this paper, and described below, the coefficient is 0.0791.

Notice that in the closed economy case described by Ravenna and Walsh (2006) the only

impact of the nominal interest rate on inflation is the increase in the wage bill, which corre-

sponds to 1 in the parameter v.

In the same way, let us describe the impact of output gap on domestic inflation. Again,

the fraction (1− γ′i) /(1 + γ
′

iηε) is present because admitting imported inputs reduces the

impact that a change in real wage has on the marginal cost, either because wages are only a

fraction of the marginal cost or because firms can substitute labour by imported inputs.

In addition, the effects that occur in a closed economy are also present. Firstly, an increase

in the output gap requires more labour; which workers are willing to supply only if salaries

increase, implying an increase in the marginal cost, translated by parameter η. Secondly, an

increase in the output gap increases home consumption by 1/ (1− γ), which leads households

to demand higher salaries, increasing the marginal cost. This explains the presence of the

fraction σ/ (1− γ).

Finally, in an open economy, an increase in the output gap increases the terms of trade

by σ/ (1 +w) (see equation (2.62)). As a result, all the already described effects of the terms

of trade on the marginal cost take place, and they are summarised by h.

It can be shown that an increase in the output gap leads to an increase in domestic inflation

- for proof see Annex (6.1.7) - and with this paper’s standard parameterisation the coefficient

of output gap assumes the value 0.1736.

Next, we are going to express the demand condition (2.46) in deviations from the flexible-

price equilibrium. Firstly, add and subtract Etŷ
o
t+1 and:

(1− γ)γc (σa− 1)

σ

(
îot −Et̂i

o
t+1

)

to the right hand side of equation (2.46) and subtract ŷot to each side, obtaining

xt = Etxt+1 −
1 +w

σ

(
ρ̂ht − ρ̂

ho
t

)
+ (2.65)

(1− γ)γc (σa− 1)

σ

[(
ît − î

o
t

)
−Et

(
ît+1 − î

o
t+1

)]

where xt = ŷt − ŷot and ρ̂hot is the home real interest rate in the flexible-price equilibrium
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obtained from equation (2.46):

ρ̂hot =
w

1 +w
ρ̂ft +

σ

1 +w

(
Etŷ

o
t+1 − ŷ

o
t

)
+ (2.66)

(1− γ)γc (σa− 1)

1 +w

(
îot −Et̂i

o
t+1

)
−
1− γ

1 +w

(
Etξ̂t+1 − ξ̂t

)
.

In conclusion, we obtain a conventional IS curve for a small open economy (see for instance

Walsh, 2003), with the only novelty being the impact of the nominal interest rate. Let us

start by highlighting the conventional features of the IS curve. To begin with, output gap is

inversely related with current and anticipated (if we solve forward) domestic real interest rate.

And with w > 0 or equivalently σa > 1, the real interest rate has a larger impact on output

gap in an open economy than in a closed economy. This is so because the increase in the

domestic real interest rate produces an appreciation of the terms of trade, causing a reduction

of home exports, which adds to the decrease in domestic consumption. Furthermore, as in

Gali and Monacelli (2005), if aσ > 1, the impact of the real interest rate on output gap

increases with the degree of openness, i.e., with the exports fraction on output, γ. 22 This

occurs due to the fact that the larger is exports share on output, the larger the reduction on

demand caused by a terms of trade’s appreciation, induced by an increase in the real interest

rate.

Openness also causes the flexible-price domestic real interest rate to depend on the foreign

real interest rate; this is the only way through which the latter rate affects home demand.

After describing the more usual characteristics of the IS curve, now we will refer to the

novelties brought by the assumption that imports are paid in advance. On one hand, the

expected change in the flexible nominal interest rate, îot −Et̂i
o
t+1, affects the domestic flexible

real interest rate. On the other hand, the expected change in the deviation of the nominal

interest rate from its flexible-price equilibrium level,
(
ît − î

o
t

)
−Et

(
ît+1 − î

o
t+1

)
, affects output

gap (see the intuition for this result above).

Finally, to obtain the value added, substitute (2.54) into (2.28), obtaining

ŷvat = xt + ŷ
o
t − γi (1− ε)

(
δ̂
′

t + ît
)
− γiεm̂ct (2.67)

22∂
(
1+w
σ

)
/∂γ = (σa− 1) [(1− γc) + (1− γ) (1 + γi)] /σ
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where m̂ct is given by equation (3.17). The output gap in terms of value added is:

xvat = ŷvat − ŷvaot (2.68)

, with:

ŷvaot = ŷot − γi (1− ε)
(
δ̂
′o

t + î
o
t

)
. (2.69)

In synthesis, the model is characterised by equations (2.23), (2.25), (2.36) (2.59), (2.60),

(2.63), (2.64), (2.65), (2.67), (2.68), (2.69) and a Taylor rule or a path for the interest rate

defined by the central bank.23 To close the model, it is necessary to add a final equation for

the terms of trade, obtained from (2.57) noticing that ŷt = xt + ŷ
o
t :

δ̂
′

t =
σ

w + 1

(
xt + ŷ

o
t − ŷ

f
t

)
−
(1− γ)γc (σa− 1)

w + 1
ît −

1− γ

w + 1
ξ̂t. (2.70)

Now that the model is complete, it is the right moment to synthesise the implications of

introducing the cost channel in an open economy model. Firstly, the Phillips curve depends

on the nominal interest rate, as in the closed economy model of Ravenna and Walsh (2006).

Secondly, assuming that imports are paid in advance introduces three more novelties: (1)

the IS curve depends on the expected change of the nominal interest rate; (2) CPI inflation

depends directly on the change of the nominal interest rate; and (3) the relation between the

output gap and the terms of trade is also affected by the nominal interest rate.

A typical result obtained for new Keynesian models is that both open and closed economy

models can be written in a canonical representation, i.e., the IS curve and the Phillips curve

can be represented in the space output gap and domestic inflation. The only differences

between the open economy and closed economy curves are on the slopes and on the role of

foreign shocks (see Clarida et al., 2001; Gali and Monacelli, 2005). However, the same does

not happen in our model, due to the cost channel. Even though the equation for domestic

inflation only differs from its closed economy version on the variables’ coefficients, the IS curve

also differs on the variables that affect it. While in the open economy version of the model the

expected change in the nominal interest rate affects the IS curve, that variable is not present

in the closed economy version.

23 In Section 2.3 we will characterize the optimal behaviour of the CB under commitment and discretion.
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2.3 Policy trade-offs and optimal policy

In this section we explain how a trade-off between domestic inflation and the output gap arises

in the presence of the cost channel, and how this is managed by a central bank following an

optimal discretion policy.

2.3.1 Policy trade-offs

In this paper’s model and in contrast to a standard new Keynesian model, even in the absence

of a cost shock, the central bank faces a trade-off between domestic inflation and the output

gap. As in the closed economy model of Ravenna and Walsh (2006), such a trade-off arises

due to the cost channel. When faced with a demand shock, the central bank is not able to

maintain the output gap constant without changing domestic inflation. For instance, assume

that the flexible-price domestic real interest rate increases due to a demand shock. To avoid

a change in output gap, the central bank increases the nominal interest rate. Due to the cost

channel, that has a direct effect on domestic inflation, producing a trade-off between inflation

and output gap.

Furthermore, there is the more common trade-off between CPI inflation and the output

gap. Once more, assume a positive demand shock. In order to eliminate the shock, the central

bank is forced to increase the nominal interest rate. In spite of that, an appreciation of the

domestic currency (δ′t decreases) occurs, and consequently a decrease in CPI inflation. In this

regard, the only novelty of this paper’s model is that the nominal interest rate also has a

direct effect on CPI inflation.

In contrast, in the foreign country there is no trade-off between domestic inflation and the

output gap, because the cost channel is absent. Since it is assumed that the foreign central

bank’s loss function depends on the variances of both domestic inflation and the output gap,

its optimal policy is to put domestic inflation and the output gap equal to zero in all periods.

This means that the foreign output will always be at its flexible-price level, ŷft = ŷ
fo
t .

2.3.2 Optimal monetary policies with discretion

When the central bank follows an optimal discretion policy, it is possible to obtain an ex-

pression that quantifies the trade-off between domestic inflation and the output gap. In this
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context, it is assumed that the central bank minimises a quadratic loss function that depends

on the variability of domestic inflation and output gap around some target values. The target

values are assumed to be zero for both variables. 24 Furthermore, domestic inflation and

not CPI inflation was included in the loss function, because domestic prices are sticky while

import prices are flexible. Indeed, Clarida et al. (2001) show that with sticky domestic prices

and complete exchange rate pass-through (and flexible wages), the central bank should target

domestic inflation. Therefore, the quadratic loss function is: 25

Lt =
1

2
Et

∞∑

i=0

βi
(
πh2t+i + λx

2
t+i

)
(2.71)

where λ > 0 is the relative weight attached to output gap variability in the loss function.

The presence of households and firms with forward-looking expectations allows two dis-

tinct policies, one with optimal discretion and other with precommitment. While with a

precommitment policy the central bank is able to affect the private sector’s expectations,

with optimal discretion the central bank is not able to have such an effect, because any

decision it takes in t = 0 can be changed in the future (is not binding).

If commitment is feasible, the central bank precommits at time t = 0 to a state-contingent

plan

{
πct , π

h
t , xt, x

va
t , ît, δ̂

′

t, δ̂
′o

t , ŷt, ŷ
o
t , ŷ

va
t , ŷ

vao
t , m̂ct, q̂t

}
∞

t=0

to minimise the loss function (2.71)

subject to (2.23), (2.25), (2.36) (2.59), (2.60), (2.63), (2.64), (2.65), (2.67), (2.68), (2.69) and

(2.70) holding in all periods t+j, j � 0. The solution to this problem, that will be undertaken

below, requires a numerical simulation of the model.

In contrast, with optimal discretion the central bank’s goal is to minimise the loss function

in t:
1

2

[
πh2t + λx2t

]

, subject to the same constraints as for the optimal commitment problem, but with expec-

tations treated as constants. From the FOCs, the following policy equation can be obtained

24The fact that the target for output gap is zero means that we are assuming that, in the steady state, the
difference between the efficient level of output (in the absence of monopolistic distortions) and the actual level
of output is zero (Walsh, 2003). Otherwise, the central bank creates inflation bias on average. This is the
reason why it is usual to assume a zero target for output gap, ensured by tax subsidies.

25Assuming that, in the steady state, the difference between the efficient level of output (in the absence of
monopolistic distortions) and the actual level of output is zero (Walsh, 2003).

59



(all proofs are in Section (6.1.8)):

πht = −
λ

r − σu
1+γ(σa−1)

xt, (2.72)

with

r =
1− γ′i
1 + γ′iηε

(
σh

1 +w
+ η +

σ

1− γ

)
k,

u =
1− γ′i
1 + γ′iηε

(
v −
h(1− γ)γc (σa− 1)

w + 1

)
k

, and u > 0 with σa > 1. We can observe that the central bank faces a trade-off between

the output gap and domestic inflation: when inflation increases above the target, the central

bank acts to decrease the output gap. Besides, it is possible to conclude that without the cost

channel (u = 0), domestic inflation decreases less in response to an unitary increase in the

output gap. In other words, the central bank allows more inflation variability when the cost

channel is present, because it is more costly to control inflation. Indeed, in the presence of

the cost channel, an increase in the nominal interest rate increases inflation directly through

the Phillips curve. As a result, it is necessary to increase the nominal interest rate more, and

therefore further reduce the output gap, to obtain the same reduction in domestic inflation.

This result is qualitatively similar to the one obtained for a closed economy by Ravenna and

Walsh (2006).

2.4 Domestic technological shock under different policy regimes

In this section the dynamic response of the economy to a domestic technological shock, as-

suming that the central bank follows optimal policies or simple policy rules, will be studied.26

Firstly, an analysis of the dynamics without a cost channel will be carried out. Then, the cost

channel will be introduced to study its implications in variables’ behaviour.

26We focus on a technological shock because is the shock most studied in the literature.
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2.4.1 Calibration

To study the economy’s response to shocks, the model is calibrated and solved numerically.

27 We use values for the parameters that are standard in the literature for a small open

economy. Following Walsh (2006), we assume σ = 1.5 and η = 1. The parameter ω is set at

0.75, which is consistent with an average period of one year between price adjustments. Also,

the parameter β is set equal to 0.99. The elasticity of substitution between differentiated

goods, θ, is assumed equal to 11, which generates, from equation (2.33), a steady-state mark-

up of Φ = 1.1. We set the elasticity of substitution between labour and imported inputs, ε,

equal to 1/3, following McCallum and Nelson (1999). In turn, the elasticity of substitution

between domestic and foreign consumption goods, a, is equal to 1, as in Gali and Monacelli

(2005). We assume an exports share in the product, γ, equal to 0.4, as suggested by Gali and

Monacelli (2005); and an imported inputs share in the product, γi, equal to 0.1, as suggested

by Adolfson (2007). Finally, the relative weight attached to output variability in the loss

function, λ, is set equal to 0.18. 28 By assumption, the introduction of the cost channel does

not change the structural parameters.

Regarding the shocks hitting the economy, for technological and world output shocks we

used the findings of Gali (2008). Using HP-filtered data, 29 he obtains the following statistical

processes using labour productivity for Canada and the US output (used as a proxy of world

output):

zt = 0.66zt−1 + ε
z
t , σεz = 0.71%,

yft = 0.86yft−1 + ε
yf

t , σεyf = 0.78%,

Corr(εzt , ε
yf

t ) = 0.3.

McCallum and Nelson (1999) suggest for the IS shock a white noise process with a standard

deviation of 1.11%.

In the next section we are going to focus only on the technological shock, with the other

27The model was solved numerically by using Mathlab’s routine Dynare.
28This value is slightly below the standard value of 0.25 used by other works in the literature (for example,

Walsh, 2003; and Ravenna and Walsh, 2006). We have assumed the value of 0.18 to guarantee a unique
equilibrium in the optimal discretion policy.

29The HP filter is used to obtain a proxy of variables in the flexible-price equilibrium.

61



shocks being introduced in Section 2.5.

2.4.2 Without the cost channel

In this section we analyse the impact of an unitary domestic productivity shock ignoring the

cost channel. 30 The absence of the cost channel means that the nominal interest rate is not

present in equations (2.23), (2.25), (2.63), (2.64), (2.67), and (2.70); and the expected change

in the nominal interest rate is not present in (2.65). None of the other parameters suffers

any change. 31 The economy’s response to the shock will be analysed under five different

policy regimes: optimal discretion, optimal commitment, domestic inflation-based Taylor rule,

CPI inflation-based Taylor rule and an exchange rate peg (for impulse response functions see

Exhibits 1, 3, 5, 7, 9 respectively, in Annex 2.7).

Optimal discretion

To start with, the productivity shock has a contractionary impact, because it increases the

flexible-price output and thus decreases the flexible-price real interest rate. 32 This means

that there is pressure for an increase in the distance between the actual and the flexible-price

real interest rate, making monetary conditions tighter. However, as mentioned earlier, without

the cost channel, the central bank is able to fully stabilise domestic inflation and the output

gap. This is done by decreasing the nominal interest rate in order to offset the decrease in

the equilibrium real interest rate. 33

The output gap based on the value added is also maintained at zero. With the full

stabilization of the output gap (not expressed using the value added), the terms of trade,

marginal cost and, consequently, the amount of imported inputs stay at their flexible-price

levels, implying that the value added equals its equilibrium level.

30We study the impact of a one standard-deviation domestic technological shock with the variables expressed
in log-deviations from the steady-state. For example, in the first period, t = 1, under optimal discretion a
0.71% technological shock produces approximately a 0.2% increase in CPI inflation (Exhibit 1).

31Take as an example the Phillips Curve (eq. (2.64)). Since without the cost channel the interest rate is
not present in the marginal cost (eq. (2.61)) and in the international risk sharing condition (eq. (2.62)), the
interest rate is also not present in the Phillips Curve. But the output gap’s coefficient remains unchanged.

32Given the increase in the equilibrium output, the equality between production and demand also requires an
increase in the equilibrium consumption, which is achieved through a reduction in the equilibrium real interest
rate.

33For simplicity, sometimes we use the designation ‘equilibrium level’ to mean ‘flexible-price equilibrium
level’.
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Given the constancy of the foreign nominal interest rate, the decrease in the domestic

nominal interest rate implies, by the nominal UIP, an expectation of appreciation of the

nominal exchange rate, which is attained by an initial depreciation of that rate, followed by a

gradual appreciation. A similar explanation exists for the initial depreciation of the terms of

trade in response to a decrease in the domestic real interest rate. However, in the long-run the

shock has a null impact on the terms of trade. This behaviour of the terms of trade explains

why CPI inflation initially increases and thereafter becomes negative, converging to zero in

the long-run. This guarantees the stationarity of the CPI.

Finally, with no change in foreign prices and with both the real exchange rate (that

depends directly on the terms of trade) and the CPI stationary, the nominal exchange rate is

also stationary.

Optimal commitment

The economy’s response with an optimal commitment policy is equal to the one with an

optimal discretion policy. This occurs as a result of the fact that expectations of inflation

and the output gap are zero in both cases; since with both policies the central bank is able to

fully stabilise that two variables. Consequently, the advantage of optimal commitment arising

from its capacity of affecting agents’ expectations vanishes.

Domestic inflation-based Taylor Rule

It is known that simple instrument rules can describe well the behaviour of central banks

(Taylor, 1983). Here, we assume a simple rule of the form:

ît = ρ̂
ho
t + αππ̂

h
t .

The nominal interest rate responds to changes in the equilibrium real interest rate that varies

over time in response to real shocks (see equation (2.66)). The reason for that can be found in

Woodford (2001), who argues that the optimal equilibrium is only consistent with the Taylor

rule if and only if the nominal interest rate reflects one-for-one changes in the equilibrium real

interest rate. Otherwise, there exist undesirable fluctuations in inflation and output gap.

To start, απ is set equal to the original Taylor estimate of 1.5. As the technological
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shock affects output only through the real equilibrium interest rate (see equations (2.65) and

(2.66)), the central bank can fully stabilise domestic inflation and the output gap, changing

the nominal interest rate to reflect changes in the real equilibrium interest rate. This means

that the Taylor rule can replicate the optimal commitment policy. 34

CPI inflation-based Taylor rule

Here, it is assumed that the central bank follows a CPI inflation-based Taylor rule (CITR):

ît = ρ̂
ho
t + αππ̂

c
t ,

with απ = 1.5. Firstly, the technological shock decreases the real equilibrium interest rate,

which after the initial impact returns slowly to zero. According to the Taylor rule, this

creates a pressure to decrease the nominal interest rate. If such a decrease occurs, it will

have the undesirable effect of depreciating the terms of trade, thus increasing CPI inflation.

The technological shock also increases the flexible-price output, producing a pressure for a

depreciation of the terms of trade (see equation (2.70)). Thus, to avoid a large depreciation of

the terms of trade, it is necessary to increase the nominal interest rate and reduce the output

gap. As a result there is an initial decrease in the output gap. Despite this reduction in

the output gap, the increase in the flexible-price output produces an initial depreciation on

the terms of trade, which causes an increase in CPI inflation. Due to the long-run neutrality

of monetary policy, the terms of trade will return to their initial value, through a steady

appreciation. Meanwhile, to avoid a strong decrease in CPI inflation in period 2 there is a

slight depreciation of the terms of trade in that period.

The steady appreciation of the terms of trade will decrease CPI inflation, which together

with a negative equilibrium real interest rate implies, by the Taylor rule, that after period 1

the nominal interest rate becomes negative. After that period, the nominal and real interest

rates increase until 0, which is consistent with the steady appreciation of the terms of trade.

The reduction in the nominal interest rate in t = 1 reduces the positive distance between

the actual and the equilibrium real interest rate, which stimulates the output gap; that after

period 1 becomes positive. And that is exactly what the central bank aims for, because as the

34Because domestic inflation does not change, the value of απ is irrelevant to obtain the optimal outcome.
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technological shock’s effect on the flexible-price output dissipates, it is necessary to increase

the output gap to avoid a strong appreciation of the terms of trade.

Furthermore, it is both the period 1 increase in the nominal interest rate and the increase

in the output gap in t = 2 that explain the positive response of domestic inflation since t = 1,

which in turn compensates, in some way, for the appreciation of the terms of trade after period

2, guarantying a more stable behaviour of CPI inflation.

Finally, the nominal exchange rate depreciates both on the short- and long-run. On one

hand, the short-run response can be explained by the increase in both the real exchange rate

(lead by the increase in the terms of trade) and the CPI. On the other hand, the long-run

depreciation is explained by the long-run increase in the CPI.

One main conclusion from this analysis is that the CITR does not fully stabilise CPI

inflation and the output gap. The reason for this can be found in the fact that any attempt

to stabilise the output gap by changing the nominal interest rate has an effect on the terms

of trade and thus on CPI inflation.

Comparing CPI inflation-based and domestic inflation-based Taylor rules

Let us compare the behaviour of some key variables under CITR and DITR. Firstly, compared

with a DITR, a CITR trades-off more volatility of domestic inflation and output gap for less

volatility of CPI inflation.

Regarding CPI inflation, the main difference between the two regimes is that under a

DITR, after an initial positive response, inflation falls to negative values, while with a CITR

after an initial increase, it decays slowly to zero. This means that under a CITR there is a

better stabilization of CPI inflation, which is obtained by a muted response of the terms of

trade and an increase in domestic inflation. That behaviour of the terms of trade initially

requires a more contractionary policy under a CITR than under a DITR, with the actual real

interest rate being larger than the equilibrium one in the former case. 35 In fact, under a CITR

the small depreciation that occurs in the terms of trade in the second quarter is obtained with

a slightly positive real interest rate in the first quarter. But as the technological shock affects

the economy, the central bank following a CITR adopts a more expansionary policy decreasing

35Record that with a DITR the actual and equilibrium real interest rates are always equal.
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the real interest rate below its equilibrium level. This is the reason why under a CITR we

observe, on one hand, an overshooting of the nominal interest rate, increasing initially and

then decreasing over time; and on the other hand, an increase in domestic inflation.

The described response of CPI inflation, ensures the stationarity of the CPI under a DITR,

while leads to a long-run increase in the CPI with a CITR.

Due to the more muted short-run response of the terms of trade, the initial depreciation

of the nominal exchange rate is smaller under a CITR than under a DITR, and also exhibits

a hump-shaped response. In the long-run, the terms of trade and the real exchange rate

return to 0 under both regimes, implying that the long-run value of the nominal exchange

rate depends on the CPI. With a DITR, since the CPI is stationary, the same happens to the

nominal exchange rate. However, with a CITR the CPI increases in the long-run, driving a

long-run depreciation of the nominal exchange rate, with an overshooting behaviour typical

of sticky prices models.

Exchange rate peg

With a permanent and credible exchange rate peg, the nominal exchange rate is constant:

êt = 0. From equation (2.16), with the nominal exchange rate and foreign prices constant, we

get: 36

δ̂
′

t = −p̂
h
t . (2.73)

Using the last equation on (2.23), we obtain:

πct = (1− γc)π
h
t + γc

(
ît − ît−1

)
. (2.74)

Combining equations (2.70) and (2.73) we get an expression for the output gap:

xt = −
w+ 1

σ
p̂ht +

(1− γ)γc (σa− 1)

σ
ît +

1− γ

σ
ξ̂t −

(
ŷot − ŷ

f
t

)
. (2.75)

36Foreign prices do not change because the foreign central bank maintains inflation rate always equal to zero
(see Section 2.3)
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Using the last equation to replace for xt on the Phillips curve, equation (2.64), we obtain an

expression for the domestic price index:

p̂ht =
1

1 + β + r(w+1)
σ


 βEtp̂

h
t+1 + p̂

h
t−1 +

[
r(1−γ)γc(σa−1)

σ + u
]
ît − ûiot

+r(1−γ)
σ
ξ̂t − r

(
ŷot − ŷ

f
t

)

 . (2.76)

Finally, assuming perfect capital mobility, the real UIP simplifies to:

ît = ρ̂
f
t . (2.77)

This equation resembles a policy rule where the central bank only changes the nominal interest

rate to insulate the nominal exchange rate from changes in the foreign real interest rate.

In the other policy regimes an interest rate peg in the flexible-price equilibrium was ad-

mitted: îot = 0. However, in the exchange rate peg, the equilibrium nominal interest rate has

to accommodate foreign shocks, in order to guarantee a constant nominal exchange rate. By

the UIP and taking into account that the foreign inflation rate is always zero, we have that:

îot = ρ̂
f
t . (2.78)

Notice that the nominal interest rate with sticky prices has exactly the same behaviour,

ît = ρ̂
f
t , implying that the domestic price index will not be affected directly by the flexible-

price equilibrium nominal interest rate.

Finally, the model with an exchange rate peg can be solved using equations (2.25), (2.36),

(2.59), (2.60), (2.63), (2.67), (2.68), (2.69), (2.73), (2.74), (2.75), (2.76), (2.77), and (2.78).

If the cost channel is ignored, the model is composed of the same equations, but where the

nominal interest rate disappears from equations (2.25), (2.63), (2.67), (2.74), (2.75), and

(2.76). Furthermore, îot is eliminated from (2.59), (2.60), (2.69) and (2.76).

At this point, we are under the correct conditions to study the impact of an unitary

domestic technological shock under a PEG when the cost channel is not present. Firstly, the

technological shock increases the flexible-price output, decreasing the equilibrium real interest

rate. To replicate the flexible-price allocation it would be necessary to have an expansion of

consumption and output, that would require a decrease in the nominal interest rate and a
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depreciation of the nominal exchange rate (Gali, 2008). However, that will not occur because

the central bank wants to maintain the PEG. The shock will then produce a decrease in

the output gap and thus in domestic inflation. Given the constancy of the nominal interest

rate, CPI inflation mirrors domestic inflation (see equation (2.74)). Moreover, the initial

depreciation of the terms of trade is much more limited than in a DITR and a CITR, because

it is driven only by the decline in the domestic price index (see equation 2.73). This smaller

response of the terms of trade explains why the CPI inflation is less volatile under the PEG

than under any other policy regime.

In the first quarter, given the much smaller depreciation of the terms of trade and the

constancy of the nominal interest rate, 37 the decrease in the output gap and thus in domestic

inflation is more pronounced than with a DITR or a CITR. 38 After that, the output gap

slowly increases reaching slightly positive values, because the effect of the technological shock

on the equilibrium real interest rate vanishes over time. This creates a period of inflation that

in turn causes a decrease in the real interest rate, reinforcing the increase in the output gap.

Given the stationarity of the terms of trade and real exchange rate, the complete sta-

bilisation of the nominal exchange rate requires the stationarity of the CPI and therefore of

the domestic price index. 39 This explains why there is a period of deflation followed by a

period of inflation (using both measures of inflation). Notice that the same happens in the

two optimal policies, as noted by Gali (2008).

General similarities between policy regimes

Even though some of the analysed policy regimes imply very different dynamics, it is possible

to highlight some general conclusions on the productivity shock’s impact. The two optimal

policies and the DITR have identical outcomes, characterised by a full stabilisation of domestic

inflation and the output gap. At the other extreme it is the exchange rate peg that produces

the biggest domestic inflation and output gap’s volatilities, but at the same time it ensures

the lowest volatility of CPI inflation. In addition, the PEG shares some characteristics with

several regimes. On one hand, the response of output gap under the PEG and the CITR is

37Notice also that the decrease in the domestic inflation implies an increase in the real interest rate.
38But the response of output gap under the Peg is qualitatively similar to the one under a CITR.
39Recall equation (6.10).
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qualitatively similar, with the monetary policy being initially contractionist. 40 On the other

hand, the PEG and optimal policies lead to the stationarity of the nominal exchange rate,

the domestic price level and the CPI.

Finally, in all regimes considered, with the natural exception of the PEG, it can be observed

that the terms of trade and the nominal exchange rate depreciate on impact and appreciate

after.

2.4.3 With a cost channel

In this section, the impact that the introduction of the cost channel has on the economy’s

response to a technological shock under different policy regimes will be described (for the

impulse response functions see Exhibits 2, 4, 6, 8, 9,10 and 11 in Annex 2.7).

Optimal discretion

We are going to start by analysing the optimal discretion policy. In the presence of the cost

channel, the central bank is no longer able to maintain domestic inflation and the output gap

constants, because when it decreases the nominal interest rate, to contradict the technological

shock’s effect, there is a direct negative impact on domestic inflation. This contributes to

an increase in the real interest rate (the opposite of what the central bank wants), forcing

the monetary authority to decrease more the nominal interest rate in comparison with the

situation where there is no working capital channel, i.e., no cost channel. This larger decrease

in the nominal interest rate produces, overall, a larger decrease in the real interest rate,

which will cause an increase in the output gap (that does not suffer any change when the

cost channel is not present). However, this does not translates into an increase of domestic

inflation due to the direct negative impact of the nominal interest rate on that variable, and

this is consistent with the optimal policy given by equation (2.72), where domestic inflation

moves in the opposite direction to the output gap.

Regarding CPI inflation, its initial increase is smaller under the cost channel because of

the decrease in both domestic inflation and imported goods’ inflation caused by the lower

nominal interest rate. Also, do not forget that the decrease in the nominal interest rate as

40Evaluated by the distance between the actual and the equilibrium real interest rate.
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a direct negative effect on CPI inflation. As a result of all this, the CPI decreases more in

the long-run. With a smaller CPI in the long-run, there is an appreciation of the nominal

exchange rate in the long-run as well. However, on impact, the nominal exchange rate is

barely affected by the cost channel: there is only a slightly smaller initial depreciation. To

understand the reason for that, first we write the nominal exchange rate as

êt = q̂t + p̂
c
t − p̂

f∗
t . (2.79)

Firstly, the impact of the cost channel on the terms of trade is very small, causing only a

slightly larger initial depreciation in response to the slightly larger decrease in the real interest

rate. Despite that, the initial depreciation of the real exchange rate is much larger with the cost

channel, since that rate depends directly on the nominal interest rate (See equation (2.25)).

In other words, such a big depreciation occurs because with a lower nominal interest rate, the

price of imported inputs decreases leading to a decrease in the domestic CPI. Simultaneously,

this also leads to a smaller initial increase in the CPI, which cancels the larger depreciation

of the real exchange rate. 41

In conclusion, the main effects of the cost channel when the central bank follows an

optimal discretion policy are: a larger decrease in the nominal interest rate and domestic

inflation, a larger increase on the output gap, a smaller initial increase in CPI inflation, a

very small effect on impact and a long-run appreciation of the nominal exchange rate; and

finally, despite the negligible effect on the terms of trade, the real exchange rate initially

suffers a larger depreciation.

Optimal commitment

After studying the optimal discretion policy, the optimal commitment policy will be analysed

assuming that the central bank can affect agents’ expectations. As under discretion, the cost

channel does not allow the central bank to fully stabilise domestic inflation and the output gap.

Alternatively, the central bank commits to creating domestic inflation in the future in order to

41Another way to understand why the cost channel has a small impact on the nominal exchange rate on
impact is the following. The nominal exchange rate in t = 1 is ê1 = δ

′

1 + π
h
1 . At the end, the slightly larger

initial increase in the terms of trade and the larger decrease in domestic inflation that occurs with the cost
channel only produces a slightly smaller initial depreciation in the nominal exchange rate.

70



reduce inflation’s volatility. Therefore, we observe that domestic inflation decreases initially;

to increase afterwards, but this is not enough to produce the stationarity of the domestic

price index. The initial decrease in domestic inflation rate is achieved with a reduction in

the nominal interest rate which, with the cost channel, directly reduces that inflation rate.

This expansionary monetary policy produces an increase in the output gap, which after three

quarters leads to an increase in domestic inflation.

The cost channel has a negligible impact on the nominal interest rate, terms of trade and

nominal exchange rate.

As under discretion, the real exchange rate depreciates more on impact and CPI inflation

increases less on impact, implying that with commitment the CPI is almost stationary.

Optimal discretion versus optimal commitment

At this point, it is possible to contrast optimal discretion policy with optimal commitment

policy. Firstly, without the cost channel, the behaviour of the economy is identical for both

policies, with inflation and the output gap always constant.

With the cost channel, the initial decrease in domestic inflation is smaller with commitment

than with discretion. In other words, the monetary authority can better stabilise domestic

inflation if it is able to precommit. The better trade-off between inflation and output gap

attained by the central bank under commitment comes from its ability to commit to create

future inflation (Monacelli, 2005). Since that commitment is credible, there is an increase in

inflation’s expectations, meaning that, according to the Phillips curve, the decrease in inflation

for a given decrease in output gap is smaller. In fact, the commitment policy produces an

initial period of deflation in domestic prices followed by a period of inflation.

Due to the better trade-off between domestic inflation and the output gap achieved under

commitment, the nominal interest rate does not need to decrease as much as in the case of

discretion. Consequently, CPI inflation increases more on impact with a commitment policy.

42

With the cost channel, the output gap increases more with optimal commitment than with

optimal discretion, in order to ensure that domestic inflation increases after the third quarter.

42Recall that the nominal interest rate affects directly CPI inflation under the cost channel.
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In conclusion, with commitment, the monetary authority trades-off more output variability

for less domestic inflation variability.

Either with commitment or with discretion, the domestic price level is not stationary. But

while with discretion the domestic price level decreases in the long-run, with commitment it

increases, after an initial decrease. Regarding the CPI, with the cost channel a discretion

policy produces a permanent decrease in that index, and a commitment policy leads almost

to its stationarity. It can then be concluded that with optimal commitment both domestic

and CP indices tend to exhibit a behaviour closer to stationarity than with discretion. This is

an usual characteristic of forward-looking models with optimal commitment (see Woodford,

2003; Monacelli, 2005). The reason for that can be found in the fact that the monetary

authority commits to a policy where current inflation depends on past values of output gap.

Since monetary policy depends on past shocks, it is able to partially correct the deviations of

price levels from a stationary path. In contrast, with optimal discretion any temporary shock

will have a permanent effect on price indices.

Finally, the nominal exchange rate is almost stationary under commitment due to the

near stationarity of the CPI. In turn, with discretion there is a nominal appreciation in the

long-run explained by the long-run decrease in the CPI.

Domestic inflation-based Taylor rule

For the reasons already explained above, with the cost channel a central bank following a DITR

is not able to completely stabilise domestic inflation and the output gap. 43 In response to the

reduction in the equilibrium real interest rate caused by the technological shock, the central

bank reduces the nominal interest rate. With the cost channel, that directly reduces domestic

inflation. According to the Taylor rule, that leads to a further decline in the nominal interest

rate. The cost channel then produces a larger decline in the nominal interest rate and thus

a more expansionary monetary policy, with the real interest rate below its equilibrium level.

This explains the increase in the output gap that occurs after the technological shock. Even

though there is such an increase in the output gap, domestic inflation decreases, due to the

direct negative impact of the decrease in the nominal interest rate.

43To isolate the effect of the cost channel, we maintain απ = 1.5.
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As regards consumer inflation, we observe that with the cost channel there is a smaller

initial increase. This occurs because, in spite of the larger initial depreciation of the terms

of trade (that we describe below), the decrease in the nominal interest rate directly reduces

CPI inflation. However, in the second quarter, the appreciation of the terms of trade more

than compensates for the increase in the nominal interest rate, implying a period of deflation.

This deflationary period produces a long-run decline in the CPI. Consequently, the nominal

exchange rate will appreciate on the long-run, which compares with a zero long-run change

without the cost channel. On impact, the working capital channel has the opposite effect,

implying a larger depreciation of the nominal exchange rate and the terms of trade, due to

the larger decrease in the nominal interest rate.

In conclusion, the impact of introducing the cost channel when the central bank follows

a DITR is to produce a larger decrease in the nominal interest rate and domestic inflation,

a smaller initial increase of CPI inflation, a larger increase in the output gap, a larger initial

depreciation of both the terms of trade and nominal exchange rate, and a long-run decline in

both the CPI and the nominal exchange rate.

Consumer inflation-based Taylor rule

The introduction of the cost channel when the central bank follows a CITR also leads to a

larger volatility of the nominal interest rate. It was already explained above that in the first

quarter, to avoid a large depreciation of the terms of trade, the output gap has to decrease

and the nominal interest rate has to increase. In this context, there are two reasons for a

larger initial movement of the nominal interest rate. On one hand, with the cost channel, such

an increase in the nominal interest rate produces a direct increase in CPI inflation, implying

by the Taylor rule a further increase in the interest rate. On the other hand, the fact that

in the first quarter there is an expected decrease in the nominal interest rate contributes to

an increase in the output gap (see eq. (2.65)). As a consequence, the central bank needs to

increase further the nominal interest rate to attain a given decrease in the output gap.

In the second quarter, after controlling the increase in CPI inflation arising from imported

goods, the central bank reduces the nominal interest rate to accommodate the decrease in the

equilibrium real interest rate. Nevertheless, because with the cost channel the decrease in the
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nominal interest rate directly decreases CPI inflation, the interest rate decreases (according

with the Taylor rule) more than without the cost channel. Moreover, in a context where the

nominal interest rate is more volatile and affects directly CPI inflation, it appears natural

that the cost channel induces a larger volatility in the CPI inflation: on impact it increases

more and after the first quarter it becomes negative.

Despite the larger increase in the nominal interest rate (that also implies a more restrictive

monetary policy in terms of real interest rate), on impact, the output gap does not falls so

steeply as without the cost channel (but the difference is small), because of both the positive

effect of the expected decrease in the nominal interest rate and the larger expected increase

in the output gap. Indeed, in the second quarter, the actual real interest rate decreases below

its equilibrium level, implying a more expansionary policy than in the absence of the cost

channel, which produces a larger increase in the output gap. In conclusion, the output gap

with the cost channel is always larger than without the cost channel.

Regarding domestic inflation, in the first quarter it increases more with the cost channel

due to the direct impact of the increase in the nominal interest rate. In the second quarter,

despite the stronger increase in the output gap when the cost channel is present, we do not

observe a larger increase in domestic inflation, because of the larger decrease in the nominal

interest rate and its direct impact in domestic inflation. Taking the first two quarters together,

we can notice that domestic inflation suffers a smaller increase in the presence of the cost

channel.

Furthermore, in the first quarter the terms of trade depreciate more with the cost channel

because the output gap decreases less. In the second quarter, contrary to what happens

without the cost channel, the terms of trade continue to depreciate significantly, in order

to minimise the decline in CPI inflation caused by the direct effect of the decrease in the

nominal interest rate. That depreciation can also be explained by the positive direct effect

that a decrease in the nominal interest rate has on the terms of trade when the cost channel

is present.

Finally, in the second quarter the nominal exchange rate depreciates more with the cost

channel, due to the larger increase in the terms of trade and real exchange rate. However, in

the long-run, the nominal exchange rate depreciates less, due to the fact that CPI increases

less in light of the observed deflationary period.
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In conclusion, the cost channel with a CITR implies: a larger volatility of the nominal

interest rate and CPI inflation; a smaller response of the domestic inflation in the first two

quarters; a more positive response of the output gap; a larger initial increase of the terms of

trade, nominal exchange rate and the CPI; and in the long-run, a smaller CPI and a smaller

depreciation of the nominal exchange rate.

Exchange rate peg

Due to the fact that a technological shock under an exchange rate peg does not produce any

change in the nominal interest rate, in this policy regime the introduction of the cost channel

does not have any impact on the dynamics of the economy. Therefore, in order to study

the impact of the cost channel under a PEG, we are going to research instead the impact

of a foreign output shock. Let us start by studying that shock assuming the absence of the

cost channel. The increase in the foreign output decreases the foreign real interest rate. To

maintain the PEG, the domestic central bank is forced to decrease the nominal interest rate.

Simultaneously, on one hand the increase in the foreign output causes an increase in the

flexible-price output due to the increase in home exports and labour use in the flexible-price

equilibrium. On the other hand, the increase in the foreign output appreciates the equilibrium

terms of trade, causing a reduction in the flexible-price output. The net effect is the reduction

in the flexible-price output, implying finally an increase in the equilibrium real interest rate.

This last effect, together with the decrease in the nominal interest rate, causes an increase of

the output gap and thus domestic inflation. With nominal exchange rate and foreign prices

constant, the increase in domestic inflation implies an appreciation of the terms of trade.

Finally, CPI inflation simply mirrors domestic inflation.

The effect of the cost channel under a PEG is negligible. Firstly, there is no effect on

the response of the nominal interest rate, which moves in exactly the same way as before, in

order to offset the decrease in the foreign real interest rate. Secondly, the cost channel does

not affect substantially domestic inflation directly, because the actual and the flexible-price

nominal interest rate move in the same amount. 44 The only significant effect of the cost

channel is to produce a smaller initial increase in the CPI inflation. This occurs because the

44The nominal interest rate still affects the domestic price level, with this effect given by r(1−γ)γc (σa− 1) /σ.
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Table 2.1: Impact of the cost channel in the response of the economy to a technological shock
 Policy 

Op. Discretion Op. Commitment DITR CITR 

 ↓ more ↓ more ↓ more 
↑ less (in first 2 

quarters) 

 ↓ more 
↓ less (very small 

impact) 
↓ more ↑ more 

 ↑ more ↑ more ↑ more Always larger 

 ↑ less ↑ less ↑ less ↑ more 

  
↑ more (very 

small impact) 

↑ more (very small 

impact) 
↑ more ↑ more 

Short-run 
↑ more (very 

small impact) 

↑ more (very small 

impact) 
↑ more ↑ more 

Long-run ↓ more 
↑ more (very small 

impact) 
↑ less ↑ less 

 

decrease in the nominal interest rate reduces directly the price of imported inputs.

Synthesis on the impact of the cost channel in the response of the economy to a

technological shock

Taking into account the response of the economy to a technological shock with different policy

regimes, the major impacts of the cost channel can be summarised as: a larger change in the

nominal interest rate (except with the optimal commitment policy); smaller domestic inflation

rates (they decrease more with optimal policies and DITR, and increase less with a CITR); a

smaller initial increase in CPI inflation (except for a CITR); and a more volatile and positive

response of the output gap (See Table 2.1).

Chowdwury et al. (2006) show, in a closed economy, that the cost channel dampens

inflation response to an interest rate shock: after an increase in the interest rate, inflation

falls less with the cost channel than without it. It is worth mentioning that, in an open

economy, with the more complex effects of the nominal interest rate and in the context of a

technological shock, a decrease in the nominal interest rate tends to produce lower domestic

and CPI inflations with the cost channel than without it. 45 In order to analyse the robustness

of this result, we also study the impact of an interest rate shock, εt:

ît = ρ̂
ho
t + αππ̂

h
t + 0.8̂it−1 + εt.

45With the CITR, in t = 1, when the interest rate increases, there is a larger increase in CPI inflation. In
t = 2, when the interest rate decreases, there is a larger decrease in CPI inflation.
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Table 2.2: Impact of the cost channel on the response of the economy to an interest rate shock

 p.p. % 

 +0.0312 +10% 

 +0.1737 +24% 

 +0.0468 +8.7% 

 -0.1036 -10% 

 -0.1338 -9.01% 

 

The lagged interest rate was introduced to give some persistence to the shock. In Exhibits 13

and 14 in Annex 2.7, we can observe that, after a positive interest rate shock, the cost channel

implies a smaller fall in CPI inflation and domestic inflation, but it amplifies the decrease in

the output gap (Table 2.2).

Concerning the terms of trade, there is a larger initial depreciation, with the difference

being very small under optimal policies. In the long-run, the terms of trade tend to zero with

or without the cost channel. Finally, there is a larger depreciation of the nominal exchange rate

in the short-run under CITR and DITR, and a negligible effect under the optimal commitment

and discretion policies. In the long-run, the nominal exchange rate converges to lower values

(smaller depreciation or larger appreciation), except in the optimal commitment policy where

the effect is negligible. The reason why the nominal exchange rate has such a response in the

long-run is that in all policy regimes (except in the optimal commitment) the CPI converges

to a smaller value when the cost channel is present.

From these results, it is possible to infer that the cost channel seems to increase macroeco-

nomic volatility. A more complete study of this issue will be undertaken in the next section.

2.5 Stochastic simulations and macroeconomic volatility

Until this point the focus has been on the impact of an unanticipated domestic technological

shock. Now, we assume simultaneously three shocks, to the technology, preferences and foreign

output, and perform stochastic simulations with several policy regimes. To assess the effect

of the cost channel, in Section 2.5.1 we will compare the performance of the model with and

without the cost channel. After, in Section 2.5.2 and using policy functions we will assess

how the central bank reacts directly to shocks. In Section 2.5.3 the contribution of the cost

77



channel to explain interest rate smoothing by the central bank will be presented. Section 2.5.4

analyses how the cost channel partially explains the small empirical correlation between the

change in the nominal exchange rate and CPI inflation. Finally, in Section 2.5.5 the impact

of imported inputs will be analysed.

Recall that in the case of the DITR and the CITR, απ = 1.5 was chosen in a non optimal

way. Now that we are going to compare different policies in terms of welfare, the optimal value

for the coefficient απ will be used. Assuming that the central bank can commit to the Taylor

rule, an optimal value for the parameter απ can be obtained by minimising the weighted sum

of variances of output and domestic inflation, with weights of respectively 0.18 and 1, subject

to the equations in the model and the instrument rule:

ît = ρ̂
ho
t + αππ̂t,

, with π̂t = π̂
h
t , under the DITR, and π̂t = π̂

c
t , under the CITR. Without the cost channel and

with a CITR, it was obtained a απ = 1.9292 . With the cost channel, we got απ = 1.6845 with

the CITR and απ = 1.9814 with the DITR. 46 Notice that the impulse response functions

using optimal coefficients for the Taylor rules are qualitatively similar to the ones that were

obtained with απ = 1.5.

In the case of the CITR we observe that with the introduction of the cost channel there

is a decline in the optimal reaction coefficient, απ. This means that the central bank reduces

the adjustment in the nominal interest rate in response to an unitary change in CPI inflation.

This can be explained by the fact that, with inputs paid in advance, changes in the nominal

interest rate have a direct impact on CPI and domestic inflations and output gap. In this

case, when in response to an increase in CPI inflation, the central bank increases the nominal

interest rate, there is a direct feedback increasing consumer inflation. In turn, the central

bank is led to increase the nominal interest rate even more. This process can imply a large

volatility in the nominal interest rate and thus in the domestic inflation and output gap. To

avoid such an outcome, the central bank has to restrain the changes in the nominal interest

rate when the cost channel is present.

46With the DITR in the absence of the cost channel, any coefficient is optimal, since any one can ensure the
total stabilisation of output gap and domestic inflation.
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Table 2.3: Variance of the main variables with and without the cost channel

no cost cost perc. diff. no cost cost perc. diff. no cost cost perc. diff. no cost cost perc. diff.

Optimal commitment 0.1645 0.1622 -1.4% 3.6275 3.5846 -1.2% 1.2336 1.2431 0.8% 0.1426 0.1143 -19.8%

Optimal discretion 0.1645 0.2428 47.6% 3.6275 3.6184 -0.3% 1.2336 1.2800 3.8% 0.1426 0.1200 -15.8%

Optimal DITR 0.1645 0.2423 47.3% 3.6275 3.6573 0.8% 1.2336 1.3634 10.5% 0.1426 0.1165 -18.3%

Optimal CITR 0.2127 0.8409 295.3% 3.0205 3.2864 8.8% 0.4308 0.9054 110.2% 0.0540 0.2456 354.8%

Exchange rate peg 0.1100 0.1100 0.0% 1.5176 1.4796 -2.5% 0 0 - 0.0367 0.0263 -

no cost cost perc. diff. no cost  cost perc. diff. no cost cost perc. diff. no cost cost perc. diff.

Optimal commitment 0 0.0010 - 0 0.0050 - 0 0.0083 - 0 0.0019 -

Optimal discretion 0 0.0083 - 0 0.0014 - 0 0.0071 - 0 0.0086 -

Optimal DITR 0 0.0019 - 0 0.0136 - 0 0.0202 - 0 0.0043 -

Optimal CITR 0.0205 0.0479 133.7% 0.1586 0.3115 96.4% 0.1042 0.2886 177.0% 0.04905 0.1040 112.0%

Exchange rate peg 0.0844 0.0826 -2.1% 0.7320 0.7193 -1.7% 0.5361 0.5361 0.0% 0.2162 0.2121 -1.9%

Change nominal exchange

rate CPI inflation

Loss functionOutput gap (value added)Output gap (output)Domestic inflation

interest rate Terms of trade

2.5.1 Cost channel’s impact on macroeconomic volatility

We start by analysing the volatility of the main variables without a cost channel - Table

2.3. In this case, as explained in relation to the domestic productivity shock, there are three

optimal policies: optimal commitment, optimal discretion and DITR. These policies ensure

the full stabilisation of the output gap and domestic inflation. Likewise, we can also observe

that the output gap in value added terms does not fluctuates.

In turn, the CITR and the PEG are suboptimal, because of the excess smoothness of

the nominal exchange rate and the terms of trade (Gali and Monacelli, 2005). It is precisely

because it does exacerbate the smoothness of these variables that the PEG is the most sub-

optimal policy. It is worth mentioning that the CITR is better than the DITR at stabilising

CPI inflation (this will change with the cost channel).

In the presence of the cost channel the best regime is, as expected, the optimal commit-

ment, since it achieves the lowest value for the loss function. 47 The optimality of precom-

mitment can be explained by its ability of responding to shocks maintaining a low volatility

of the nominal interest rate. With the cost channel that ability becomes even more relevant

since the volatility of the nominal interest rate directly affects domestic inflation and output

gap’s volatilities. In comparison with the optimal discretion policy, it is possible to confirm

what was already seen with the technological shock: the optimal commitment policy trades-off

47Like in the determination of optimal Taylor rules, the loss function is defined as the weighted sum of
domestic inflation and output gap volatilities, with a weight of 1 for domestic inflation and 0.18 for the output
gap.
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more output’s volatility for less domestic inflation’s volatility.

In comparison with the optimal discretion policy, the optimal DITR achieves a lower

domestic inflation’s volatility, but it implies however a higher output gap’s volatility. Com-

bining these two facts, the DITR achieves a social loss lower than the discretionary policy.

This means that, without the ability to commit to a complete path of future interest rates, a

weaker commitment to a Taylor rule may be better than following a discretion policy.

The cost channel does not change the fact that CITR and the PEG are the worst perform-

ing policies, with the PEG remaining at the bottom of the list. The suboptimality of those

regimes is related to the fact that with the cost channel, there continues to exist an excess

smoothness of the terms of trade and nominal exchange rate. For the CITR, another reason

for the suboptimality can be added: the excess volatility of the nominal interest rate. 48

In the literature two reasons are highlighted to target domestic inflation instead of CPI in-

flation (Kirsanova et al., 2006). Firstly, it is the domestic inflation that appears in the Central

Bank’s objective function when this function is obtained as a second order approximation of

the representative consumer’s utility. Secondly, targeting CPI inflation may induce instability

due to the effect of interest rate on CPI inflation, through exchange rate. In our model, we

observe that in the presence of the cost channel the CITR becomes a particularly bad policy.

And this becomes clear when we compare the increase in the volatility of the nominal interest

rate and CPI inflation caused by the cost channel under CITR and DITR. This means that

the cost channel can be also seen as a reason to avoid targetting CPI inflation.

Besides that, the PEG is the only policy regime for which the loss function improves with

the introduction of the cost channel. The reason for that can be found in the fact that the

nominal interest rate only responds to foreign shocks. As a result, with the introduction

of the cost channel, the central bank does not increase the volatility of the interest rate to

achieve the stabilisation of domestic aggregates. Furthermore, even though the change in the

nominal interest rate is the same, its impact on other variables is smaller when inputs are

paid in advance. To understand that, take as an example a decrease in the nominal interest

48 It may seem strange to follow a CITR when domestic inflation is in the loss function. Then, if we admit
instead CPI inflation in the loss function (together with the output gap), the optimal CITR produces a volatility
of CPI inflation of 0.15 and a volatility of the output gap of 0.32, yielding a loss function of 0.2076. However,
the optimal DITR produces a lower value of the loss function: πct + 0.18x̂t = 0.1165 + 0.18× 0.0136 = 0.1189
(with these last data coming from Table 2.3).
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rate: its overall effect on CPI inflation will be smaller, because paying inputs in advance will

become cheaper, reducing imported inflation (see the impact of a foreign shock above for more

details).

After analysing the optimality of each regime, we can turn to the major impacts of the

cost channel in variables’ volatility. As was already clear from the analysis of the technological

shock, an increase in the volatility of domestic inflation, output gap and nominal interest rate

can be observed. Specifically, the increase in the volatility of the nominal interest rate is

relatively large with optimal discretion and DITR, around 47%, and very large with a CITR,

295.3%. The exception is the PEG, where the volatility of all variables apart from the nominal

interest rate decreases, as was already expected by the analysis of the foreign output shock,

carried out above. For a closed economy, Ravenna and Walsh (2006) also obtain a larger

nominal interest rate volatility in response to a fiscal shock.

In contrast, the volatility of CPI inflation decreases in all regimes except in the CITR,

where it increases significantly. And in general, with a CITR, the introduction of the cost

channel implies a much larger increase in the volatility of all variables than with other policy

regimes. The reason why the cost channel leads to a smaller volatility of CPI inflation in all

regimes except the CITR is related with the fact that the effects of both the nominal interest

rate and the terms of trade compensate each other. For example in the case of a technological

shock, the decrease in the nominal interest rate contradicts the effect of the terms of trade’s

depreciation on CPI inflation. 49 On the contrary, with the CITR, the interaction between the

nominal interest rate and the terms of trade actually amplify the volatility of CPI inflation.

Take again as an example a technological shock. In the first quarter, in order to stabilise

CPI inflation, the central bank avoids a larger depreciation on the terms of trade increasing

the nominal interest rate (when in other policies there is a reduction in the nominal interest

rate). However, this action is not very effective in stabilising CPI inflation, because the

increase in the interest rate directly increases CPI inflation. The opposite happens in the

following quarters, when the central bank decreases the nominal interest rate and there is

simultaneously an appreciation of the terms of trade.

The impact of the cost channel on the volatility of the terms of trade and the nominal

49Notice that both the nominal interest rate and the terms of trade have a direct impact on CPI inflation.
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exchange rate varies more across policy regimes. With the introduction of that channel, the

volatility of the terms of trade increases slightly with the DITR and CITR, but it decreases

with the other three policies. In addition, the volatility of the change in the nominal exchange

rate increases significantly with the CITR and slightly with the other regimes.

In conclusion, with the exception of the PEG, it can be said that across the other four

policies regimes considered, the cost channel increases the volatility of domestic inflation,

output gap, nominal interest rate and the change in the nominal exchange rate. In contrast,

the volatility of CPI inflation decreases in all policy regimes, except in the CITR, where it

increases. The effects on the volatility of the terms of trade are more diverse.

Next, we analise if the results are sensitive to change in some key parameters. We simulated

the model changing one parameter at a time: ω from 0.75 to 0.9, γ from 0.4 to 0.2, σ from

1.5 to 2, η from 1 to 2, and ε from 1/3 to 1.5 (see Exhibits 15 to 29 in the Annex 2.7).

50 Changing these parameters does not change the main results. In response to a positive

interest rate shock with the cost channel, domestic inflation and CPI inflation decrease less

and the output gap decrease more. When we introduce the three shocks, the previous impact

of the cost channel on variables’ volatility is obtained. The volatility of interest rate increases,

except with commitment and the exchange rate peg. The volatility of domestic inflation and

output gap increases, except with the peg. Finally, the volatility of CPI inflation decreases,

except with the optimal CITR and, in some cases, with the optimal discretion. Notice that

for the many exercises done we never observe an increase in domestic inflation after a positive

interest rate shock.

The ranking of policies continues to be the same, with the only exception being with

w = 0.9, where with the cost channel optimal discretion is better than optimal DITR.

The correlation between CPI inflation and the change in the nominal exchange rate suffers

always a reduction when the cost channel is introduced.

Another sensitivity analysis is to assume also the output gap in the Taylor rule. Results

50An increase in ω corresponds to an increase in price rigidity. A decrease in γ is a decrease in the weight
of exports on domestic product. An increase in σ is an increase in risk aversion, meaning that it decreases the
substitution between current and future consumption when the interest rate increases. An increase in η is an
increase in the inverse of the intertemporal elasticity of substitution of labour. This means that a decrease in
employment decreases more real wages, i.e., the demand channel is stronger. Finally, an increase in ε is an
increase in the elasticity of substitution between labour and imports in production.
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Table 2.4: Variance of the main variables when the Central Bank follows a DITR with a
positive weight for the output gap

no cost

channel

cost 

channel

Interest rate 0.2161 0.2391

Terms of trade 4.0631 3.6181

Change nominal exchange rate 1.4505 1.2984

CPI inflation 0.0208 0.1219

Domestic Inflation 0 0.0058

Output gap 0 0.0034

Note: the DITR is ît = ρ̂
ho
t + 1.5π̂ht + 0.5x̂t + 0.8̂it−1 + εt.

continue to be basically the same. We study a DITR with the form: ît = ρ̂
ho
t + 1.5π̂ht +

0.5x̂t + 0.8̂it−1 + εt. The cost channel continues to imply a smaller fall of domestic inflation

and CPI inflation and a larger fall of the output gap (Exhibit 30 and 31 in the Annex 2.7).

With the three shocks, there is, as before, an increase in the volatility of output gap, domestic

inflation and interest rate and the volatility of the terms of trade decreases (Table 2.4). The

only differences in relation to the previous results is that the variance of the change in the

nominal exchange rate decreases and the variance of CPI inflation increases.

2.5.2 Policy functions

One explanation for the increase in volatility of some variables with the introduction of the

cost channel can certainly be found in a change of central bank’s behaviour. In this section,

we analyse this issue in greater detail.

A DGSE model can be summarised as

Et (yt+1, yt, yt−1,ut) = 0

where y stands for a vector of endogenous variables, and u for a vector of exogenous stochastic

shocks. To solve the model, it is necessary to find a function yt = f(yt−1, ut) that satisfies the

model’s equations. Such a function links the present values of endogenous variables to their

last period values and to the current shocks, and has a first order approximation given by

ŷt = αy ŷt−1 + αuut.
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Table 2.5: Policy functions and the cost channel

Without the

cost channel

With the cost

channel Difference

Without the

cost channel

With the cost

channel Difference

Technological shock in t-1 -0.2226 -0.2721 -0.0495 -0.2226 -0.2158 0.0068

Foreign output shock in t-1 -0.0313 -0.0476 -0.0163 -0.0313 -0.0297 0.0016

Technological shock in t -0.3372 -0.4123 -0.0751 -0.3372 -0.327 0.0102

Foreign output shock in t -0.0364 -0.0554 -0.019 -0.0364 -0.0345 0.0019

Preferences shock in t 0.1983 0.2238 0.0255 0.1983 0.204 0.0057

Without the

cost channel

With the cost

channel Difference

Without the

cost channel

With the cost

channel Difference

Technological shock in t-1 -0.2226 -0.2759 -0.0533 0.0756 0.2894 0.2138

Foreign output shock in t-1 -0.0313 -0.0361 -0.0048 -0.3776 -0.898 -0.5204

Technological shock in t -0.3372 -0.418 -0.0808 0.1146 0.4385 0.3239

Foreign output shock in t -0.0364 -0.0419 -0.0055 -0.4391 -1.0442 -0.6051

Preferences shock in t 0.1983 0.2303 0.032 0.078 0.226 0.148

delta t-1 0 0 0 -0.2 -0.5203 -0.3203

i t-1 0 0 0 0 -0.5203 -0.5203

Optimal discretion Optimal Commitment

Variables

Variables

Optimal DITR Optimal CITR

This policy function is a time-recursive approximation of the model, that can generate time-

series for the endogenous variables that respect the model’s system of equations.

Regarding the central bank’s actions, the advantage of a policy function is that it char-

acterises the direct reaction of the nominal interest to exogenous shocks. This contrasts with

the Taylor rule, where the nominal interest rate only depends on a given set of variables,

which indirectly reflect shocks that hit the economy.

Assuming the three shocks described above, the monetary authority’s policy functions are

presented in Table 2.5. In the two optimal policies and DITR, both with and without the

cost channel, the central bank responds only to exogenous shocks and reduces the interest

rate in response to technological and foreign output shocks, and increases it after a shock to

preferences. 51 This can be explained by the fact that the former two shocks decrease the

equilibrium real interest rate and the later shock increases it. Notice that, without consid-

ering the cost channel, the reaction function is identical whether the central bank follows a

commitment policy, a discretion policy or a DITR. This confirms what we already observed

above: the three policies are identical in the absence of the cost channel.

The introduction of the cost channel in the precommitment case has a negligible effect on

the reaction function. Nevertheless, the interest rate decreases less in response to a technolog-

ical shock or a foreign output shock, but it increases more in response to a preference shock.

51Regarding the technological shock, this confirms the analysis carried out in Section 2.4.
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In contrast, in the optimal discretion case, introducing the cost channel makes the central

bank substantially more active replying to shocks, with the nominal interest rate responses

to all shocks increasing (in absolute terms) substantially. The same pattern is observed with

the DITR and CITR. That pattern can be explained by the fact that, without a commitment

device, the policy maker needs to change the interest rate more when the trade-off between

the output gap and domestic inflation worsens with the introduction of the cost channel.

2.5.3 Interest rate smoothing

In a model with a cost channel, the optimality of the commitment policy arises from the

fact that it allows the central bank to affect agents’ expectations. In order to do that, the

current monetary policy has to be history-dependent. In the context of a Taylor rule, this

policy inertia can be achieved by introducing lags of the nominal interest rate, a procedure

that has been validated by many estimated reaction functions of the Fed (Woodford, 2001).

With this idea in mind, in the context of our model, it is possible to assess if it is optimal

to include the lagged nominal interest rate in the Taylor rule. Therefore, with the three

stochastic shocks in the economy, and maintaining the assumption that the loss function only

depends on domestic inflation and the output gap, the optimal coefficients of the Taylor rule

were determined assuming that the central bank responds to the lagged interest rate:

ît = ρ̂
ho
t + αππ̂

h
t + αîit−1.

When the cost channel is present in the model, the following coefficients were obtained:

απ = 0.9164 and αi = 0.0836. 52 53 From this result it is possible to conclude that, even

when the central bank does not has the nominal interest rate on its loss function, an interest

rate smoothing behaviour arises in the presence of the cost channel. 54 That happens because

with the cost channel the output gap and inflation cannot be fully stabilised, meaning that

gains arise from precommitment.

52For US data, McCallum and Nelson’s (1998) estimations obtain a value of 0.8 for the coefficient of the
lagged interest rate. This means that the cost channel is only one of the factors determining the interest rate
smoothing behaviour of central banks observed in the real world.

53The stability conditions of the model are fulfilled with these coefficients.
54Notice that without the cost channel, any coefficient is optimal, because all ensure the full stabilisation of

the output gap and domestic inflation.
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Table 2.6: Correlation between CPI inflation and the change in the nominal exchange rate.

Without 

the cost

channel

With the

cost 

channel

Optimal commitment 1 0.9119

Optimal discretion 1 0.866

DITR 1 0.8842

CITR 0.9224 0.6705

Note: The value of απ = 1.5 was used for the DITR and CITR

2.5.4 Correlation between CPI inflation and the change in the nominal

exchange rate

Kara and Nelson (2003) show that the empirical short-run correlation between CPI inflation

and the change in the nominal exchange rate is much smaller than the one predicted by

standard New Keynesian models that treat imports as consumption goods. The present

model shows that the cost channel can make a contribution to explaining the small correlation

between those two variables. Indeed, if we take, for example, the optimal precommitment

policy, the contemporaneous correlation between CPI inflation and the change in the nominal

exchange rate is 1 without the cost channel and decreases to 0.9119 with the cost channel.

Further, the same pattern can be observed in all other policies (with the natural exception of

the PEG) - Table 2.6.

In a model with no cost channel and with an optimal policy, the covariance between CPI

inflation and the change in nominal exchange rate is exactly one because domestic inflation

does not change. Consequently, CPI inflation only changes due to the terms of trade (see

equation (2.23)). Furthermore, since the real exchange rate also depends exclusively on the

terms of trade, the nominal exchange rate, which depends on CPI inflation and the real

exchange rate, is solely determined by the terms of trade. To sum up, both CPI inflation and

the nominal exchange rate depend on the terms of trade on a one-to-one basis.

When the existence of the cost channel is considered with an optimal policy, CPI inflation

starts to be affected by domestic inflation and the nominal interest rate, implying a reduction

in its correlation with the nominal exchange rate. Take as an example an increase in the

nominal interest rate. Without the cost channel, that event will produce an appreciation

86



of both the terms of trade and the nominal exchange rate, and a decrease in CPI inflation.

In the presence of the cost channel, an additional effect reduces the co-movement between

CPI inflation and the nominal exchange rate when the interest rate increases: for a given

appreciation in the nominal exchange rate, CPI inflation decreases less, since an increase in

the nominal interest rate directly increases CPI and domestic inflations. 55

However, the correlation between CPI inflation and the change in the nominal exchange

rate in our model is still much higher than the one observed in the data: as an example,

with annual data Kara and Nelson (2003) obtain a contemporaneous correlation of 0.491 for

Germany (79-98) and 0.113 for the UK (73-98). One reason for the high correlation obtained

with our model is that its dynamic is very simple. For example, it ignores the possibility of

slow pass-through of movements in the nominal exchange rate to import prices.

2.5.5 The impact of imported inputs

Admitting imported inputs in models has important implications for the dynamics of CPI

inflation. In models where imports are treated only as inputs, CPI inflation is more persistent

and less correlated with changes in the nominal exchange rate (McCallum and Nelson, 2001).

In the data, the average share of imported inputs on total imports, for the period 1967

to 1998, varies considerably among G7 countries, from 0.609 for the US to 0.740 for Japan

(Leith and Malley, 2007).

Based on this, it is interesting to analyse the impact of imported inputs share on the

dynamics of the economy, especially on CPI inflation. To maintain a balanced current account

in the steady-state, an increase in imported inputs’ share on output has to be compensated

by a reduction in the imported consumption goods’ share on total consumption (see equation

(2.29)). 56

Let us start with comparative statics. In the IS curve, the direct negative effect of the

55With the cost channel, an increase in the nominal interest rate also implies a direct appreciation in the real
exchange rate (see equation (2.25)). That, together with the direct effect on the CPI, produces an irrelevant
impact of the cost channel on the nominal exchange rate’s response (see (2.79)). In other words, the response
of the nominal exchange rate is almost equal with or without the cost channel. For an example, see the impact
of a technological shock in the nominal exchange rate.

56Maintaining γ = 0.4, we change γi from a minimum of 0 to a maximum of 0.66666. The last value
corresponds to γc = 0.
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real interest rate on output gap decreases as imported inputs share increases. 57 In an open

economy, one of the effects of an increase in the real interest rate is to appreciate the terms of

trade, leading to an increase in imports of consumption goods, which decreases the demand for

domestic goods and thus decreases output gap. This effect is smaller as imported consumption

goods share decreases and imported inputs share increases.

In the Phillips curve, the effect of output gap on domestic inflation decreases with imported

inputs share, for γ > γ (see Annex 6.1.9). An increase in the output gap increases wages and

thus domestic inflation. As the share of wages on the marginal cost decreases, the impact of

output gap on domestic inflation becomes smaller.

Still in the Phillips curve, the impact of the nominal interest rate on domestic inflation

increases with γi (see Annex 6.1.10). This is the sum of several effects. One effect that reduces

the impact of the nominal interest rate is related to the fact that the price of imported inputs

depends on the terms of trade, and an increase in the interest rate appreciates the terms of

trade, making imported inputs cheaper. Since this effect is not present in wages, as imported

inputs share increases, the direct impact of the interest rate on domestic inflation tends to

become smaller. On the other hand, the dominant effect is explained by the fact that an

increase in the nominal interest rate leads to a direct increase in the price of imported inputs.

As a result, imported inputs are replaced by labour, 58 causing an increase in wages and

domestic inflation. As imported inputs become more important in production, the increase in

the use of labour caused by that substitution effect becomes larger, implying a more significant

increase in domestic inflation when the interest rate increases.

Turning now to the impact of imported inputs on the dynamic response of the economy to

shocks, we start by analysing a technological shock under the DITR. Comparing Exhibits 6

(γi = 0.1) and 12 (γi = 0.3) in Annex 2.7, it is possible to observe that as γi increases, the main

variables’ volatility decreases. Namely we observe that, in reaction to that shock, domestic

inflation decreases less and CPI inflation increases less. To understand why that happens,

we start by noticing that the impact of the technological shock on the flexible-price output

decreases with γi. That occurs because the initial increase in ŷot produces a depreciation in the

57An increase in γi is associated with a decrease in γc; and a decrease in γc implies a decrease in w that
finally reduces (1 + w) / σ.

58For now, we consider labour cost constant.
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Table 2.7: Impact of imported inputs share on macroeconomic volatility (with the cost chan-
nel)

gamai=0 gamai=0.3 gamai=2/3 gamai=0 gamai=0.3 gamai=2/3 gamai=0 gamai=0.3 gamai=2/3

Optimal commitment 0.1828 0.1323 0.1009 4.1635 2.7056 1.6983 1.4392 0.9472 0.6099

Optimal Discretion domestic inflation 0.2661 0.2349 - 4.2008 3.6632 - 1.4952 1.3570 -

DITR 0.2612 0.2042 0.1692 4.2260 2.7221 1.6697 1.5345 1.0097 0.6392

CITR 1.1586 0.3913 0.1692 3.9232 2.5816 1.6697 1.1952 0.7092 0.6392

Peg 0.1100 0.1100 0.1100 1.7371 1.1056 0.6989 0.0000 0.0000 0.0000

gamai=0 gamai=0.3 gamai=2/3 gamai=0 gamai=0.3 gamai=2/3 gamai=0 gamai=0.3 gamai=2/3

Optimal commitment 0.1780 0.0395 0.0009 0.001 0.0009 0.0009 0.005 0.0052 0.0061

Optimal Discretion domestic inflation 0.1878 0.136 - 0.0074 0.0075 - 0.0016 0.0013 -

DITR 0.1820 0.0408 0.0025 0.0033 0.0028 0.0025 0.0076 0.0106 0.0154

CITR 0.4617 0.0809 0.0025 0.1047 0.0216 0.0025 0.4111 0.091 0.0154

Peg 0.0254 0.0287 0.0344 0.1005 0.0583 0.0344 0.8150 0.5595 0.3564

gamai=0 gamai=0.3 gamai=2/3 gamai=0 gamai=0.3 gamai=2/3 gamai=0 gamai=0.3 gamai=2/3

Optimal commitment 0.0050 0.0269 0.065 0.0019 0.0018 0.0020 0.9175 0.8902 -0.0419

Optimal Discretion domestic inflation 0.0016 0.0076 - 0.00769 0.00773 - 0.8804 0.8681 -

DITR 0.0076 0.0340 0.0790 0.0047 0.0047 0.0053 0.8940 0.8471 -0.0510

CITR 0.4111 0.1155 0.0790 0.1787 0.0380 0.0053 0.5796 0.7634 -0.0510

Peg 0.8150 0.2042 0.0105 0.2472 0.1590 0.0986 0 0 0

interest rate Terms of trade Change nominal exchange rate 

CPI inflation Domestic inflation Output gap (output)

Output gap (value added) Loss function
cov( , )

c

t t
s π∆

Note: For optimal discretion, instead of γi = 0.3, we use γi = 0.1, in order to guarantee the existence of a

stable solution.

flexible-price terms of trade, that leads to a further increase in ŷot . However, the latter effect

decreases with the imported inputs share. In fact, an increase in the terms of trade increases

the price of imported consumption goods, leading to a decrease in consumption. As a result,

the supply of labour increases, which produces an increase in the flexible-price equilibrium

output. It is then clear that this effect becomes smaller as the share of imported consumption

goods decreases, which is equivalent to say as the imported inputs share increases.

With a smaller increase of ŷot after the technological shock, the flexible-price equilibrium

real interest rate decreases by less. Then, according to the Taylor rule, the nominal interest

rate also suffers a smaller decrease, implying a smaller direct negative impact on domestic

inflation.

Finally, CPI inflation increases less on impact because the share of consumption goods

is smaller, implying that the inflationary impact of the terms of trade’s depreciation is also

smaller (see eq. (2.23)).

When we introduced the three shocks simultaneously and performed stochastic simulations

with the cost channel, the main impact of changing the imported inputs share occurs under

the CITR and the PEG: a significant decrease in the variance of both domestic inflation and

output gap (Table 2.7). Under a CITR that can be explained because an increase in the
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weight of imported inputs means that CPI inflation is less affected directly by the term of

trade and the nominal interest rate. With a CITR, that causes a smaller volatility of CPI

inflation and of the nominal interest rate. Notice that in the limiting case with zero imports

of consumption goods, γi = 2/3, CITR and DITR are identical, since the CPI equals the

domestic price index.

When imported inputs share increases, the distance in terms of welfare of the exchange rate

peg to the optimal policies and DITR reduces. That can be explained by the fact that with

an exchange rate peg, the flexible-price terms of trade react less to shocks as imported inputs

share increases. This means that the muted response of the terms of trade that characterises

the PEG imposes a smaller restriction on the economy’s reaction to shocks.

The impact of increasing γi is much smaller on the optimal policies and the DITR. In

general, there is a small increase in the loss function with the imported inputs share (however,

the effect is not monotonic with an optimal commitment policy).

Finally, an increase in the imported inputs share reduces the covariance between the

change in the nominal exchange rate and the CPI inflation, which is a similar result to that

of McCallum and Nelson (2001).

2.6 Conclusion

In this paper the cost channel is introduced in a small open economy New Keynesian model.

The concept of cost channel is broadened, assuming that, besides wages, imports of both

consumption goods and inputs have to be paid in advance. This modelisation introduces new

effects of the nominal interest rate and the terms of trade in the flexible-price equilibrium

output. On one hand, now the nominal interest rate affects the equilibrium output through

the price of imported inputs, CPI inflation and exports. On the other hand, the terms of

trade have an additional effect on the flexible-price output due to its impact on the price of

imported inputs.

Likewise, the assumption that imports are paid in advance introduces new effects of the

nominal interest rate on the IS curve and on the equations describing CPI inflation and the

terms of trade: (1) the IS curve depends on the expected change in the nominal interest rate;

(2) CPI inflation depends on the change of the nominal interest rate; and (3) the relation
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between the output gap and the terms of trade is also affected by the nominal interest rate.

The first effect breaks the isomorphism between the closed and open economy representations

in the domestic inflation and output gap’s space, which characterises standard open economy

New Keynesian models.

In turn, in the Phillips curve the nominal interest rate directly affects domestic inflation,

as in a closed economy model with a cost channel. Notice, however, that such effect is richer

in an open economy model, since the nominal interest rate directly affects not only the cost

of labour, but also the price of imported inputs and consumption goods, CPI inflation and

the terms of trade.

As with the closed economy, it is shown that in an open economy the cost channel leads to

a trade-off between output gap and domestic inflation. That occurs due to the direct impact

that the nominal interest rate has on domestic inflation. Under an optimal discretion policy,

it was shown that the central bank’s policy function allows more inflation variability when

the cost channel is present.

The calibration of the model allows further research on the dynamics of the economy.

Regarding the response to a technological shock with different policy regimes, the cost channel

major impacts are: a larger change on the nominal interest rate (except with the optimal

commitment policy); smaller domestic inflation rates after the shock; a smaller initial increase

in CPI inflation (except for the CITR); and a more volatile and positive response of the

output gap. It is worth mentioning that after a decrease in the interest rate, domestic and

CPI inflations are lower with than without the cost channel. This confirms previous closed

economy results regarding the mitigated response of inflation in the presence of the cost

channel (Chowdwury et al., 2006).

Concerning the effect of the cost channel on the terms of trade, there is a larger initial

depreciation, but with a very small effect under optimal policies. In the long-run, the terms

of trade tend to zero either with or without the cost channel. Finally, there is a bigger

depreciation of the nominal exchange rate in the short-run under the CITR and the DITR,

and a negligible effect under optimal commitment and discretion policies. In the long-run, the

nominal exchange rate converges to lower values (smaller depreciation or larger appreciation),

except for the optimal commitment policy where the effect is negligible. This behaviour

of the nominal exchange rate occurs because in all policy regimes (except in the optimal
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commitment) the CPI converges over time to a smaller value.

When shocks to the domestic technology, preferences and foreign output are simultane-

ously considered, it is possible to say that across all the regimes considered, with the exception

of the PEG, the cost channel increases the volatility of domestic inflation, output gap, and

the nominal interest rate. In contrast, the volatility of CPI inflation decreases in all policy

regimes, except in the CITR, where it increases. Therefore, our results show that the intro-

duction of the cost channel favours domestic inflation targeting over CPI inflation targeting.

The effects on the volatility of the terms of trade and nominal exchange rate are more diverse.

The increase in the nominal interest rate’s volatility is also clear in the policy functions

without commitment. From these, we observed that the central bank becomes substantially

more active when replying to shocks. This can be explained by the fact that, without a

commitment device, the policy maker needs to change the interest rate more when the trade-

off between the output gap and domestic inflation worsens with the introduction of the cost

channel.

Also with the three shocks, without the cost channel there are three equivalent optimal

policies, producing a complete stabilisation of output gap and domestic inflation: optimal

commitment, optimal discretion and DITR. Instead, in the presence of the cost channel the

only regime that minimises the loss function is the optimal commitment. Another result that

confirms the optimality of commitment in the presence of the cost channel is the fact that the

commitment to a Taylor rule is better than an optimal discretion policy. The gains arising

from commitment also justify interest rate smoothing in the context of the Taylor rule when

the cost channel is relevant. The policies with worse performance are the CITR and the PEG.

In addition, the cost channel partially explains why the observed contemporaneous corre-

lation between CPI inflation and the nominal exchange rate is relatively small.

Finally, the increase in imported inputs share in output, with the associated decrease in

imported consumption goods share, in general, reduces macroeconomic volatility, especially

under the CITR and the exchange rate peg. This occurs in these latter regimes because the

terms of trade become less important in affecting resources allocation and inflation.

We have shown that many of the cost channel’s implications in a closed economy are also

valid in an open economy. Moreover, that channel has significant implications for the economy

dynamics and monetary policy, and also contributes to explaining some interesting empirical
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evidence. For all of this, the cost channel deserves more research and attention from monetary

authorities.

93



2.7 Annex: dynamic response of the economy to shocks

Notation: delta=δ̂
′

t. delta0=δ̂
′o

t . di=ît − ît−1. di1=ît+1 − ît. dq=q̂t − q̂t−1. ds=êt − êt−1.

i=ît. mc=m̂ct. pc= p̂
c
t . ph=p̂

h
t . pic=π

c
t . pih=π

h
t . q=q̂t. r=ît−Etπ

h
t+1. rd=ît−Etπ

h
t+1− ρ̂

ho
t .

rh0=ρ̂hot . s=êt. x=xt. xva=x
va
t . y0=ŷot . yf=ŷ

f
t . yva=ŷ

va
t . yva0=ŷvaot . z=zt.
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Exhibit 1 – Domestic technological shock under an optimal discretion policy 

without the cost channel
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Exhibit 2 – Domestic technological shock under an optimal discretion policy with

the cost channel
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Exhibit 3 – Domestic technological shock under an optimal commitment policy 

without the cost channel
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Exhibit 4 – Domestic technological shock under an optimal commitment policy 

with the cost channel
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Exhibit 4a – Domestic technological shock under an optimal commitment policy 

with and without the cost channel: CP Index, Nominal exchange rate and 

Domestic price index 1

Note: 1- with the cost channel, the nominal exchange rate converges to 0.013866, while without

the cost channel converges to 0.  
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Exhibit 5– Domestic technological shock under a DITR policy without the cost 

channel
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Exhibit 6– Domestic technological shock under a DITR policy with the cost 

channel
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Exhibit 7– Domestic technological shock under a CITR policy without the cost 

channel
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Exhibit 8– Domestic technological shock under a CITR policy with the cost 

channel
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Exhibit 9– Domestic technological shock under an exchange rate peg  with or 

without the cost channel
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Exhibit 10– Foreign output shock under an exchange rate peg without the cost 

channel
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Exhibit 11– Foreign output shock under an exchange rate peg with the cost 

channel
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Exhibit 12– Technological shock under a DITR  with the cost channel and 
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Exhibit 13– Interest rate shock under a DITR  without the cost channel 

108



Exhibit 14– Interest rate shock under a DITR  with the cost channel 
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Exhibit 15– Interest rate shock under a DITR  without the cost channel  (w=0.9)
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Exhibit 16– Interest rate shock under a DITR  with the cost channel  (w=0.9)
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Exhibit 17– Interest rate shock under a DITR  without the cost channel  

(lambda=0.2)
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Exhibit 18– Interest rate shock under a DITR  with the cost channel  

(lambda=0.2)

113



Exhibit 19– Interest rate shock under a DITR  without the cost channel  (sigma=2)
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Exhibit 20– Interest rate shock under a DITR  with the cost channel  (sigma=2)
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Exhibit 21– Interest rate shock under a DITR  without the cost channel  (eta=2)
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Exhibit 22– Interest rate shock under a DITR  with the cost channel  (eta=2)
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Exhibit 23– Interest rate shock under a DITR  without the cost channel  

(epsilon=1.5)
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Exhibit 24– Interest rate shock under a DITR  with the cost channel  (epsilon=1.5)
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Variance of the main variables

no cost cost no cost cost no cost cost no cost cost 

Optimal commitment 0.1645 0.1818 3.6275 3.6286 1.2336 1.2663 0.1426 0.115

Optimal discretion 0.1645 0.1856 3.6275 3.6376 1.2336 1.2675 0.1426 0.1152

Optimal DITR 0.1645 0.1794 3.6275 3.5991 1.2336 1.2465 0.1426 0.114

Optimal CITR 0.2923 0.5304 6.4045 7.0396 1.2026 1.4203 0.1679 0.3173

Exchange rate peg 0.1100 0.1100 0.4988 0.4802 0 0 0.0044 0.0041

Interest rate Terms of trade

Change nominal

exchange rate CPI inflation

Output gap (value

Exhibit 25– Variance of the main variables with the three shocks (w=0.9)

no cost cost no cost  cost no cost cost no cost cost

Optimal commitment 0 0.0001 0 0.0001 0 0.0045 0 0.0001

Optimal discretion 0 0.00017 0 0.000001 0 0.0045 0 0.00017

Optimal DITR 0 0.00015 0 0.00021 0 0.00159 0 0.00019

Optimal CITR 0.0166 0.0222 0.4244 0.5632 0.3491 0.4606 0.092992 0.1236

Exchange rate peg 0.0101 0.0097 1.6373 1.5891 1.199 1.1799 0.3048 0.2957

Correlation between CPI inflation and the change in the nominal exchange rate

Without 

the cost

channel

With the

cost 

channel

Optimal commitment 1 0.9186

Optimal discretion 1 0.9176

DITR 1 0.9219

CITR 0.9807 0.8335

Domestic inflation Output gap (output)

Output gap (value

added) Loss function
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Variance of the main variables

no cost cost no cost cost no cost cost no cost cost 

Optimal commitment 0.2161 0.2028 4.0631 4.0310 1.4505 1.4417 0.0208 0.0159

Optimal discretion 0.2161 0.2989 4.0631 4.0733 1.4505 1.5043 0.0208 0.0253

Optimal DITR 0.2161 0.3139 4.0631 4.1456 1.4505 1.6244 0.0208 0.0177

Optimal CITR 0.1885 0.3633 3.9279 3.8915 1.0559 1.2110 0.0172 0.0257

Exchange rate peg 0.1100 0.1100 1.6491 1.6472 0 0 0.0694 0.0635

Output gap (value

Interest rate Terms of trade

Change nominal

exchange rate CPI inflation

Exhibit 26– Variance of the main variables with the three shocks (gamma=0.2)

no cost cost no cost  cost no cost cost no cost cost

Optimal commitment 0 0.0011 0 0.0053 0 0.0107 0 0.0021

Optimal discretion 0 0.0088 0 0.0015 0 0.0095 0 0.00907

Optimal DITR 0 0.0023 0 0.0145 0 0.0229 0 0.00491

Optimal CITR 0.0038 0.0063 0.0188 0.0465 0.013 0.0535 0.007184 0.0147

Exchange rate peg 0.0897 0.0896 0.6679 0.6674 0.4716 0.4809 0.2099 0.2097

Correlation between CPI inflation and the change in the nominal exchange rate

Without 

the cost

channel

With the

cost 

channel

Optimal commitment 1 0.8095

Optimal discretion 1 0.658

DITR 1 0.7588

CITR 0.9106 0.7113

Domestic inflation Output gap (output)

Output gap (value

added) Loss function
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Exhibit 27– Variance of the main variables with the three shocks (sigma=2)

Variance of the main variables

no cost cost no cost cost no cost cost no cost cost 

Optimal commitment 0.1706 0.172 5.4143 5.2430 1.6324 1.6522 0.1887 0.1751

Optimal discretion 0.1706 0.2723 5.4143 5.2858 1.6324 1.6994 0.1887 0.1960

Optimal DITR 0.1706 0.2602 5.4143 5.2654 1.6324 1.7434 0.1887 0.1734

Optimal CITR 0.3393 1.3348 4.4828 4.6056 0.5344 1.1488 0.0645 0.344

Exchange rate peg 0.1956 0.1956 2.3211 2.1776 0 0 0.0528 0.0344

Interest rate Terms of trade

Change nominal

exchange rate CPI inflation

Domestic inflation Output gap (output)

Output gap (value

added) Loss function

no cost cost no cost  cost no cost cost no cost cost

Optimal commitment 0 0.0009 0 0.0059 0 0.0076 0 0.0020

Optimal discretion 0 0.0105 0 0.0018 0 0.0063 0 0.01082

Optimal DITR 0 0.0017 0 0.0155 0 0.0218 0 0.00449

Optimal CITR 0.02706 0.0665 0.1968 0.3926 0.1235 0.3573 0.062484 0.1372

Exchange rate peg 0.1214 0.1146 0.8868 0.8431 0.6351 0.6164 0.2810 0.2664

Correlation between CPI inflation and the change in the nominal exchange rate

Without 

the cost

channel

With the

cost 

channel

Optimal commitment 1 0.9435

Optimal discretion 1 0.9068

DITR 1 0.9244

CITR 0.9069 0.5307
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Exhibit 28– Variance of the main variables with the three shocks (eta=2)

Variance of the main variables

no cost cost no cost cost no cost cost no cost cost 

Optimal commitment 0.2165 0.2216 3.4758 3.4694 1.2987 1.3321 0.1501 0.1096

Optimal discretion 0.2165 0.3082 3.4758 3.5018 1.2987 1.4005 0.1501 0.1165

Optimal DITR 0.2165 0.3042 3.4758 3.5449 1.2987 1.4657 0.1501 0.112

Optimal CITR 0.1990 0.7934 2.8518 3.0131 0.4474 0.8951 0.0496 0.1965

Exchange rate peg 0.1100 0.1100 1.6148 1.5732 0 0 0.0479 0.0354

no cost cost no cost  cost no cost cost no cost cost

Domestic inflation Output gap (output)

Output gap (value

added) Loss function

Interest rate Terms of trade Change nominal CPI inflation

no cost cost no cost  cost no cost cost no cost cost

Optimal commitment 0 0.0008 0 0.0047 0 0.0098 0 0.0016

Optimal discretion 0 0.0051 0 0.0033 0 0.0111 0 0.00569

Optimal DITR 0 0.0011 0 0.0112 0 0.0182 0 0.00312

Optimal CITR 0.0222 0.0407 0.1345 0.2573 0.0815 0.228 0.04641 0.0870

Exchange rate peg 0.1101 0.1078 0.6102 0.6006 0.4189 0.4196 0.2199 0.2159

Correlation between CPI inflation and the change in the nominal exchange rate

Without 

the cost

channel

With the

cost 

channel

Optimal commitment 1 0.8746

Optimal discretion 1 0.8271

DITR 1 0.8484

CITR 0.9047 0.5546

123



Variance of the main variables

no cost cost no cost cost no cost cost no cost cost 

Optimal commitment 0.1516 0.1489 3.2024 3.1381 1.0891 1.0964 0.1259 0.1033

Optimal discretion 0.1516 na 3.2024 na 1.0891 na 0.1259 na

Optimal DITR 0.1516 0.2242 3.2024 3.1884 1.0891 1.1954 0.1259 0.1042

Optimal CITR 0.2061 0.7412 2.6755 2.5507 0.3833 0.7891 0.0488 0.1812

Exchange rate peg 0.1100 0.1100 1.3153 1.2820 0 0 0.0311 0.0219

Domestic inflation Output gap (output)

Output gap (value

added) Loss function

Interest rate Terms of trade

Change nominal

exchange rate CPI inflation

Exhibit 29– Variance of the main variables with the three shocks (epsilon=1.5)

no cost cost no cost  cost no cost cost no cost cost

Optimal commitment 0 0.0009 0 0.0050 0 0.0458 0 0.0018

Optimal discretion 0 na 0 na 0 na 0 na

Optimal DITR 0 0.0019 0 0.013 0 0.017 0 0.0042

Optimal CITR 0.018 0.0368 0.1427 0.2392 0.0837 0.1427 0.0437 0.0799

Exchange rate peg 0.0715 0.0699 0.6621 0.6505 0.3899 0.4211 0.1907 0.1870

Correlation between CPI inflation and the change in the nominal exchange rate

Without 

the cost

channel

With the

cost 

channel

Optimal commitment 1 0.9098

Optimal discretion 1 na

DITR 1 0.8851

CITR 0.9165 0.5442

Domestic inflation Output gap (output) added) Loss function
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Exhibit 30– Interest rate shock under a DITR with output gap and without the 

cost channel

125



Exhibit 31– Interest rate shock under a DITR with output gap and with the cost 

channel
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Chapter 3

Inflation dynamics in open

economies: empirical evidence for

G7 countries on the role of import

prices and the cost channel

3.1 Introduction

The main goal of this paper is to assess the empirical relevance of the cost channel in an open

economy context using the New Keynesian Phillips curve (NKPC). Ravenna and Walsh (2006)

and Chowdbury et al. (2003), using a Cobb-Douglas production function, did not emphasize

open economy variables in the NKPC when estimating the cost channel. In this paper, as-

suming a more general CES production function, such variables are considered simultaneously

with the cost channel. Then, the marginal cost and supply side inflation depend simultane-

ously on the nominal interest rate and the terms of trade; and these variables are typically

related with each other. Thus, it is only in some circumstances that the cost channel will be

correctly identified when the terms of trade are ignored. For example, the cost channel will

not be identified properly when the nominal interest rate affects directly the terms of trade.

In this way, the relevance of assessing the supply side effect of the interest rate considering

also the impact of the terms of trade on inflation is clear.
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As we need to introduce open economy variables in the Phillips curve to properly estimate

the cost channel, it is necessary to identify the correct way of doing that. However, regarding

this issue a theoretical consensus does not exist. On one hand, some works on the open

economy NKPC (e.g. Gali and Monacelli, 2002) assume imports as final consumption goods

and ignore imported intermediate goods. On the other hand, McCallum and Nelson (2000)

treat imports only as intermediate goods. In the model of Chapter 2, imports are treated

simultaneously as inputs and final consumption goods. For the UK, Kara and Nelson (2002)

concluded that a model where imports are modelled only as intermediate goods provides a

reasonable match with the data. The goal of this chapter is to research whether or not that

conclusion can be applied to other countries as well.

Another issue that will be tested when estimating the effect of import prices on the Phillips

curve is the aggregate relevance of slow exchange rate pass-through. This issue is relevant

for the design of monetary policy. Clarida et al. (2001) demonstrate that with immediate

exchange rate pass-through the central bank should target domestic inflation. In contrast,

if the exchange rate has a slow effect on import prices, it may be optimal for the monetary

authority to target CPI inflation (Monacelli (2005)). The same occurs when imports are

treated only as inputs. In addition, the advantages of commitment in monetary policy and

the degree of exchange rate flexibility that the central bank should allow are also affected by

how exchange rate affects import goods inflation.

Finally, it is tested whether or not is empirically relevant to extend the cost channel

assuming that imports of final consumption goods are also paid in advance, as studied in

Chapter 2.

To our knowledge this is the first paper dedicated to studying the empirical relevance of

the cost channel considering explicitly open economy variables. The research into whether or

not the data confirm that imports of consumption goods are paid in advance is also new in the

context of works on the working capital channel. This paper also contributes to the literature

testing for the G7 countries and in the context of the NKPC the empirical relevance of slow

exchange rate pass-through. Lastly, the test for the G7 countries of whether imports should

be considered as inputs and/or consumption goods also adds to the literature, because until

now such a test has only been attempted for the UK.

Our results indicate that open economy variables play an important role in explaining
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inflation dynamics, both for domestic and CPI inflations. The empirical success of the NKPC

with slow exchange rate pass-through was larger than with immediate pass-through. This was

valid both for imported inputs and imported consumption goods. The model of McCallum

and Nelson (2000) where imports are solely considered as inputs in production is rejected by

the data. Instead, a model with imports as both consumption goods and inputs has a better

empirical adherence. Regarding the cost channel, there is weak evidence that the level of the

nominal interest rate affects inflation. However, there is strong evidence that the change in

the nominal interest rate affects CPI inflation. This last finding can be explained by the fact

that firms pay for imported consumption goods in advance.

The remainder of the paper is organised as follows. Section 3.2 revises the literature on

the NKPC. Section 3.3 estimates the NKPC for domestic inflation. Section 3.4 analyses the

best empirical way of describing CPI inflation using the NKPC. Section 3.5 concludes the

study.

3.2 Literature review on the NKPC: inflation, interest rate

and import prices

The traditional Phillips curve relates present inflation with past inflation and the output gap:

πt =

p∑

k=1

αkπt−k + γŷt + ηt,

where πt is the inflation rate, ŷt is the log deviation of output from its steady-state value

(output gap), and ηt is an error term. One of the main problems with this equation is that

its coefficients cannot be expressed as depending on technology and preference parameters.

This implies that the equation is subject to the Lucas Critique: its parameters may change

when the policy regime changes. To overcome this limitation, the New Keynesian approach

to inflation obtained microfoundations for the Phillips curve.

3.2.1 The New Keynesian Phillips Curve

The New Keynesian approach to the Phillips curve uses nominal price rigidity and optimising

behaviour to obtain a forward-looking dynamic for aggregate prices. This approach often uses
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Calvo’s (1983) assumption that identical monopolistically competitive firms optimally adjust

their prices at each date with a given probability (1−ω) and with probability ω firms do not

change prices. 1 Therefore, parameter ω is a measure of the degree of nominal rigidity. Using

the Calvo (1983) setting, the aggregate price will be given by

p̂t = ωp̂t−1 + (1− ω)p̂∗t (3.1)

where p̂∗t is the price fixed by firms that adjust prices in t, and each variable is expressed as

a percent deviation from a zero inflation steady-state. 2

Regarding firms’ pricing decision, they determine the optimal price in order to maximise

the expected discounted profit, knowing that in each future period that price will remain

constant with some probability. It can be shown that the optimal price p̂∗t is given by:

p̂∗t = (1− βω)
∞∑

k=0

(βω)kEt

(
m̂cnt+k

)
(3.2)

where β is the subjective discount factor and m̂cnt is the nominal marginal cost.

Combining equations (3.1) and (3.2) and assuming a linear production function, it is

possible to derive the New Keynesian Phillips Curve:

πt = βEtπt+1 + γm̂ct (3.3)

where πt = p̂t − p̂t−1 is the inflation rate in t, m̂ct is firms’ real marginal cost in percentage

deviation from its steady-state value in t, and 3

γ = (1− ω)(1− βω)/ω. (3.4)

Notice that γ is decreasing in ω, meaning that an increase in price rigidity makes inflation

less sensitive to movements in current real marginal cost. The idea behind equation (3.3) is

simple. Firstly, since firms set prices as a mark-up over the marginal cost, they have to take

1The derivation of the Phillips curve using Calvo’s setting can be found, for instance, in Goodfriend and
King (1997).

2The lowercase letters with a hat refer to variables in deviation from the steady state.
3Notice that γ in this chapter corresponds to k in Chapter 2.
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into account the present marginal cost. Secondly, since firms know that with some probability

prices will be fixed for some time, they have to consider inflation in the next period when

establishing current prices.

Equation (3.3) implies that the correct driving variable of inflation is the real marginal

cost. However, this variable is not directly observable, and has to be derived by assuming a

specific production function. It can be shown that (see Section 3.3.3), in deviations from the

steady-state, the average marginal cost is equal to the labour income share: m̂ct = ŝt. This

is done assuming that firms’ marginal cost is equal to the average marginal cost. However,

that will not be the case when prices are sticky and the production function is non linear.

Then, in order to use the labour income share in the Phillips curve, it is necessary to correct

it with an aggregation factor, h. For the Cobb-Douglas case with labour and capital, Gagnn

and Khan (2001) show that the inflation equation becomes:

πt = βEtπt+1 + γ

(
1

1 + h

)
ŝt,

where h = θαk/αn, with αn and αk as the output elasticities of labour and capital respectively,

and θ as the parameter that governs price elasticity of demand for individual goods. In the

discussion below, for the sake of simplicity, equation (3.3) will continue to be used. 4

Gali and Gertler (1999) estimate equation (3.3) for the US and obtain good results. The

coefficient of real marginal cost, γ, is positive and significant, and also the subjective discount

factor β is statistically significant and within two standard errors deviations of 0.99, the

typical value used in models’ calibration. These authors also obtain estimates of the structural

parameters β and ω, estimating:

πt = βEtπt+1 +
(1− ω)(1− βω)

ω
ŝt (3.5)

The structural parameters’ estimates also support the New Keynesian approach, since the

values obtained for ω and β are sensible and statistically significant. Namely, one of the

values obtained for ω is 0.83, which implies that prices are fixed on average between five and

six quarters. This is close to the values obtained in survey evidence.

4 In other words, we assume marginal costs equal across firms.
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In the same direction, Sbordone (2002) also concludes that the NKPC is empirically suc-

cessful in explaining US inflation. This author also shows that if a Cobb-Douglas technology

with overhead labour is used to obtain the real marginal cost, the inflation equation’s fit

improves. 5 For Canada, the USA and Eurozone, Gagno and Khan (2005) also show that

the use of a CES or a CES with overhead labour technology produces better estimates of

the NKPC than a Cobb-Douglas technology. In addition, Gali and Lopez-Salido (2001) use

Cobb-Douglas and CES production functions with labour adjustment cost, and obtain two

distinct measures of marginal cost. They conclude that for Spain the estimated structural

parameters are not very sensitive to those two alternative measures of marginal cost.

3.2.2 The New Hybrid Keynesian Phillips Curve

In order to explain inflation inertia, Gali and Gertler (1999) include persistence in the Phillips

curve, assuming that a proportion µ of firms set prices using an ad-hoc backward-looking rule.

These firms use past inflation as a predictor of current inflation, in such a way that prices for

period t are set as the average last period price (p∗t−1) plus last period inflation: 6

pbt = p
∗
t−1 + πt−1.

With this framework, Gali and Gertler (1999) obtain the following new hybrid Phillips curve:

πt = γfEtπt+1 + γbπt−1 + γm̂ct, (3.6)

where:

γ = (1− µ)(1− ω)(1− βω)φ−1,

γf = βωφ−1,

γb = µφ−1

5Overhead labour is the amount of labour that a firm has to hire independently of the level of production.
6Where p∗t−1 = (1− µ) pft−1 + µpbt−1, with pft−1 denoting the price set by forward-looking firm at t− 1 and

pbt−1 the price set by a backward-looking firm at t − 1. Backward- looking firms use last period inflation as
predictor of current inflation.

132



and where φ = ω + µ [1− ω(1− β)]. With β = 1, then γf + γb = 1. Notice that the hybrid

model nests within the baseline model (γf = β, γb = 0) if µ = 0.

It is worth mentioning that the baseline model, with output gap as the driving variable,

can also be justified with the Taylor’s (1980) two-period contract model. In this model there

is rigidity in nominal wages, which are fixed for two periods and half of all contracts are

negotiated each period. This translates in price rigidity because prices are a constant mark-

up over wages.

Fuhrer and Moore (1995) propose a hybrid model with γf = γb = 1/2 and the output gap

as the driving variable. With two period wage contracts, workers negotiate with reference to

the average real wage over the life of a contract. The real wage contracted also reflects the

present state of the business cycle.

Changing the structure of price rigidity in Calvo’s model, Christiano et al. (1994) assume

that all firms adjust prices every period but some are unable to re-optimise their prices and

index prices to last period’s inflation rate. They obtain γf = 1− γb = β/ (1 + β) and use real

ULC as the forcing variable. In an extension of this work, Smets and Wouters (2003) allow

the extent to which non-optimising firms index to past inflation rate to be a free parameter.

Rudd and Whelan (2005b) argue that none of the above papers satisfactorily describes

motivations for the presence of backward-looking behaviour in inflation. Firstly, it is not

obvious that Fuhrer and Moore’s (1995) contracting mechanism is a reasonable approximation

of the actual way in which wages are set. Also, in Gali and Gertler’s (1999) approach, it is

difficult to justify why there is a fraction of firms that do not optimise. Finally, Christiano et

al. (1994) assume against significant empirical evidence that firms are able to adjust prices

every period.

On the empirical side, Gali and Gertler (1999) for the USA estimating equation (3.6),

obtain an empirical role for backward inflation, and more generally some support for the

hybrid NKPC. Their most reliable estimation’s method, indicates that 26% of firms use the

backward rule of thumb. Furthermore, they conclude that the forward-looking behaviour is

more important than the backward-looking behaviour. In other words, the estimated γf is

larger than γb. With European data, Gali, Gertler and Lopez-Salido (2001) find also empirical

support for the hybrid model.

However, Cogley and Sbordone (2008) show that when the drift in trend inflation is taken
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into account, leading to a NKPC with changing coefficients, a purely forward-looking model

is a good description of US data.

3.2.3 The NKPC with a cost channel

Regarding the determinants of the marginal cost, some extensions have been proposed. One

of them is Ravenna and Walsh (2006) who obtain a NKPC with a cost channel, i.e., with the

nominal interest rate affecting directly the marginal cost. This effect occurs because firms

have to borrow from banks to pay wages in advance. Assuming a firm-level Cobb-Douglas

production function, real marginal cost is:

m̂ct = ît + ŝt, (3.7)

where ît is the gross nominal interest rate in deviations from the steady-state.

The inflation-adjustment equation continues to be given by equation (3.3). 7 Substituting

equation (3.7) in (3.3), the Phillips curve with a cost channel is obtained:

πt = βEtπt+1 + k
(
ît + ŝt

)
(3.8)

where k = τγ (with γ from equation (3.4)), τ = αn [1 + αk (θ − 1)] , and θ governs the price

elasticity of demand for each good.

Assuming a labour share αn equal to 2/3 and an average mark-up of 1.1 (which implies

that θ is 11), equation (3.8) was estimated for the US GDP deflator using GMM. The empirical

results have shown the existence of the cost channel.

Chowdhury et al. (2006) estimate a reduced form of an interest rate augmented hybrid

NKPC:

πt = γfEtπt+1 + γbπt−1 + γsŝt + γr ît (3.9)

These authors confirmed the relevance of the cost channel in the majority of the G7 countries:

only for Germany and Japan is the cost channel not statistically relevant.

7Now, with aggregation factor τ to accomodate the non-linearity of the firm-level production function.
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3.2.4 The NKPC in an open economy context

This section describes how the NKPC has been extended in the literature to account explicitly

for external pressures on the inflation rate. Until this point the main reference was equation

(3.3), and to obtain it no hypothesis regarding the economy’s openness has been made. In

other words, that equation is still valid with a Cobb-Douglas production function with im-

ported inputs and labour. However, when a CES production function is admitted, the price of

imports affects the marginal cost. With such a production technology, Gali and Lopez-Salido

(2001) propose the following NKPC for the GDP deflator only with intermediated inputs:

πt = βEtπt+1 + γ [ŝt + φ (p̂m,t − ŵt)] ,

, with φ =
(
1−Φs
Φs

)
(ε− 1). The term in square brackets is the marginal cost, pm,t is the

nominal price of imported inputs in domestic currency, wt is the nominal wage, Φ is the

steady-state mark-up, s is the steady-state labour income share, and ε is the elasticity of

substitution between the two inputs. This equation was able to explain the recent Spanish

inflation experience.

Gagnon and Khan (2005) also estimate a NKPC with imported materials as follows:

πt = βEtπt+1 + γ

(
1

1 + h

)
[m̂ct + g (p̂m,t − p̂t)]

where m̂ct is the average marginal cost, different for each production technology considered

but always a function of the labour income share, and p̂t is the GDP deflator. Calibrating

g = 0.3, they have found for Canada that γ is positive but statistically insignificant.

Similarly, Batini et al. (2005) also study the impact of imported materials on inflation

using a NKPC for domestic inflation but add two novelties to the baseline inflation equation:

a variable equilibrium mark-up and employment adjustment costs. Using a Cobb-Douglas

technology with no capital, and admitting quadratic adjustment costs of changing both prices

and employment, the authors obtain:

πt = βEt−1πt+1 + α1Et−1(lnΦ
∗
t ) + α1mct − βα2Et−1∆nt+1 + α2Et−1∆nt + vt
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where α1 and α2 are positive and Φ
∗
t is the equilibrium mark-up, which depends on the output

gap and external competitive pressures, nt is the level of employment and vt is an error term.

The marginal cost is mct = − lnαn + st + φ(pm,t − pt), where αn is the labour share in the

Cobb-Douglas production function, and φ is a constant. 8 This curve nests Gali and Gertler’s

(1999) curve when a constant mark-up is assumed and there are no labour adjustment costs

and imported inputs. Finally, Batini et al.’s (2005) equation is estimated successfully using

UK data, with employment adjustment costs, the price of imports and external competitive

pressures playing a relevant role in explaining inflation.

Leith and Malley (2007) construct an open economy NKPC where firms can substitute

between imported intermediate goods and labour. Consequently, the price of labour relative

to imported inputs affects inflation. Their curve is empirically successful since the parameters

estimated for the G7 countries are plausible; namely the degree of price stickiness. The

estimated parameters do not change significantly with open economy considerations.

Rumler (2007) extends the work of Leith and Malley (2007) admitting that firms use three

inputs: labour, imported intermediate goods, and domestic intermediate goods. As a result

inflation depends not only on the price of labour relative to imported inputs, but also on the

price of labour relative to domestic inputs. When empirical estimates of the closed economy

model are compared with the ones of the open economy model with imported intermediate

goods, 9 it is found that price rigidity is lower in the open economy model. This result

contradicts Leith and Malley (2007), where open economy variables have a small impact on

estimated parameters. The difference in results may be explained by the fact that Rumler

(2007) produces estimates for nine euro area countries, considerably smaller and more open to

trade than the ones studied by Leith and Malley (2007). It is however argued that lower price

rigidity in open economies occurs because firms, when faced with volatile prices of imported

inputs tend to adjust their prices faster. Moreover, the open economy model with imported

intermediate goods implies a lower price rigidity than the model with both imported and

domestic intermediate goods. The proposed explanation for this result is that the possibility

of substituting between domestic and imported inputs protects firms from fluctuations in

8The expression for the marginal cost is obtained assuming that the amount of imported materials depends
only on the gross output and is not affected by the relative price of imports.

9This corresponds to Leith and Malley’s (2007) model.
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international input prices, making price adjustments less frequent. Finally, the open economy

model with three inputs was found to be the one that best fits the euro area’s data.

Until this point we have focused on the impact of imported input prices on domestic

inflation. Instead, Kara and Nelson’s (2003) main concern is the impact of imported goods

prices on CPI inflation. They test several theories of inflation dynamics in an open economy

using UK data. One of these theories is the monetary model, which assumes that the law

of one price holds for all tradable goods. In other words, there is a complete and immediate

pass-through of exchange rate and world price inflation to the domestic price of imported

goods. If all domestically produced goods are tradable, then CPI inflation is:

πct = π
w
t +∆et

where πwt is the consumer goods’ inflation for the rest of the world and ∆et is the change in

the nominal exchange rate. This implies a close relation between CPI inflation and nominal

exchange rate. 10 However, Kara and Nelson (2003) conclude that such a relation does not

exist for the UK.

In opposition, there are the pricing-to-market models, which admit that firms set prices

of imported consumer goods equal to the prices of domestic goods. These models imply that

there is no relation between the exchange rate and both the overall inflation and the inflation

of imported goods. While the former implication is confirmed by UK data, the latter is

strongly rejected.

An alternative approach is to use open economy New Keynesian models. The standard

model in this approach assumes imports of only consumer goods and that the price of domestic

goods is sticky but the price of imports is flexible, implying that there is full exchange rate

pass-through. With these assumptions, the typical Phillips curve is:

πct = βEtπ
c
t+1 + γmct + γ∆q (∆qt − βEt∆qt+1) + ut, γ∆q < 0, (3.10)

where ∆qt is the change in the real effective exchange rate (an increase corresponds to an

appreciation), and −γ∆q is the share of imported goods in the CPI. The estimation of this

10The same strong relation prevails if the existence of non-tradable goods is admitted.
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equation with UK data for 1964Q2-2001Q4 and with the marginal cost measured by the labour

share delivers a γ∆q insignificant and with the wrong sign.

In order to improve the empirical validity of the NKPC for an open economy, Kara and

Nelson (2003) then use three different specifications: a backward-looking Phillips curve, a

NKPC with import prices and a NKPC with the level of the real exchange rate.

Firstly, they investigate whether the weak empirical adherence of the Phillips curve may be

explained by the failure of the forward-looking setup. Therefore, they estimate the following

backward-looking curve:

πct = b0 +
3∑

i=1

βiπ
c
t−i +

3∑

i=1

γ∆qi∆qt−i +
3∑

k=i

γimct−i + ut.

This equation can be seen as a reduced form characterisation of the equilibrium arising from

equation (3.10) when there are no changes in the monetary policy regime. Additionally, the

last equation assumes that, on one hand, domestic prices adjust slowly to changes in the

marginal cost and, on the other hand, import prices adjust slowly to changes in the exchange

rate. This equation also does not adequately describe the UK data. However, in this case the

problem is not in the exchange rate’s coefficients, but in the marginal cost’s coefficients.

As suggested by the last result, slow pass-through of exchange rates to import prices

is an idea worth pursuing. Other empirical evidence follows that direction, as for example

Campa and Goldberg (2002), who found an incomplete pass-through of exchange rates to

import prices in the short-run that becomes gradually complete in the long-run. In such an

environment, the real price of imports measures better the external pressures on inflation than

the real exchange rate. Taking this into account, the following equation was estimated:

πct = βEtπ
c
t+1 + γmct + φ∆rpmt,

where ∆rpmt is the change in the real price of imports. Using UK data, this Phillips curve’s

specification does not describe inflation well because φ has the wrong sign and is statistically

insignificant.

Finally, the level of the real exchange rate was introduced in the NKPC, as follows:

πct = βEtπ
c
t+1 + γmct + γ∆q (∆qt − βEt∆qt+1) + γqq + ut, γ∆q < 0, γq < 0. (3.11)

138



This specification can be justified by the existence of intermediate imported goods. 11 Another

justification is that the real exchange rate may affect domestic price setters’ mark-up over

marginal cost. Nevertheless, for the full sample 1964Q2-2001Q4, a negative but statistically

insignificant γq was estimated. This means that the model with imports as intermediate

inputs produces a reasonably good description of the effect of external prices on UK inflation.

Other papers explain the process of exchange rate pass-through modelling firms’ pricing

decisions. Monacelli (2005) assumes that, like domestic producers, importers adjust prices

sluggishly. His model uses local currency pricing: prices are set and sticky in the currency

of the importing economy. Indeed, foreign goods are imported by firms that set prices in the

local market. The law of one price is verified at the customs frontier. But since retailers solve

an optimal mark-up problem with a Calvo (1983) framework, the law of one price is not valid

for the final price of imported goods. The equation for the change in the price of imports for

the final consumer is:

πmt = βEtπ
m
t+1 + γΨΨm,t (3.12)

where Ψm,t = et+p
∗
t −pm,t, et is the nominal exchange rate, p∗t is the price of foreign goods in

the world market, pm,t is the price at which retailers sell foreign goods to the final consumer,

and γΨ > 0 is a constant. Notice that Ψm,t can be seen as the deviation from the law of

one price, i.e., the deviation of world price from the domestic currency price of imports for

the final consumer. 12 The intuition behind the effect of this term on import prices growth

is straightforward. If the world price is higher than the domestic currency price of imports,

retailers’ profitability is negatively affected. This leads them to increase import prices to the

final consumer.

Imported goods’ inflation and domestic inflation determine CPI inflation: πct = (1−γ)πht +
γπmt , where γ is the weight of foreign goods in the CPI basket. Using the Phillips curve for

domestic inflation:

πht = βEtπ
h
t+1 + γhm̂ch,t

11They admit a CES production function including labour and imports.
12The world price is et + p∗.
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and (3.12) in the expression for CPI inflation, the following is obtained:

πct = βEtπ
c
t+1 + (1− γ)γhm̂ch,t + γγΨΨm,t.

We observe that the deviation of the law of one price affects CPI inflation.

Adolfson (2001) assumes that foreign exporters fix prices in the domestic market and

obtain a Phillips curve for CPI inflation very similar to that of Monacelli (2005).

Bache and Naug (2007) estimate New Keynesian import price models for Norway and the

UK and obtain support for local currency pricing models, like the one of Monacelli (2005).

However, these models should also include producer currency pricing. 13 Furthermore, ex-

pected future import price growth is significant only for Norway, and no role has been found

for lagged import price growth in either countries.

3.2.5 Critics to NKPC estimations

Gali and Gertler’s (1999) results have been criticised on the grounds that they suffer from

specification bias associated with the GMM technique . Two main criticisms were made:

(1) the closed form estimates are significantly different from the estimates obtained with

the structural form (Rudd and Whelan, 2005a), 14 and (2) the Full Information Maximum

Likelihood Method (FIML) is likely to be more robust than single equation techniques (Lindé,

2005). Gali and Gertler (2005) rebut these two critiques.

Regarding the first criticism, Rudd and Whelan (2005a) highlight one potential shortcom-

ing with the GMM estimation of the structural equation (3.6). If some instruments affect

inflation and are omitted from the Phillips curve, the coefficient of lead inflation can be over-

estimated. In response, Gali and Gertler (2005) argue that the additional lags of inflation in

the Phillips curve were insignificant. However, in our opinion they have failed to test whether

the other instruments were also insignificant in the inflation equation.

Bardsen et al. (2004) obtain different results with euro area data. When the lagged output

gap and the fourth lag of inflation were moved from the instruments list to the regressors list,

they emerged statistically significant in the NKPC and the forward component of inflation

13Producer currency pricing means that prices are set and sticky in the currency of the producer.
14The structural form corresponds to equation (3.5) and the closed form corresponds to equation (3.13).
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became insignificant. By estimating the NKPC with UK data, Bardsen et al. (2004) also

obtain the significance of two equilibrium-correction terms, one long-run wage curve and an

open economy price equation; and once more the forward component of inflation became

statistically insignificant.

Given the above mentioned problem with the GMM estimation of the structural equation,

Rudd and Whelan (2005a) estimated the closed form of the hybrid NKPC:

πt = δ1πt−1 + ϕ
∞∑

k=0

δ−k2 Etmct+k, (3.13)

where δ1 and δ2 are, respectively, the stable and unstable roots of the second order difference

equation given by (3.6). If the hybrid model is valid, the current and expected marginal costs

have to affect current inflation. However, the estimated ϕ is statistically insignificant. They

also argue that γf and γb are almost completely unrelated to the forward-looking component

in the hybrid inflation equation (see (3.13)). In fact, if δ1 is less than one, as it occurs usually

in practice, γf will be greater than 0.5 even if only the lagged inflation has explanatory power

in equation (3.13).

According to Gali and Gertler (2005), Rudd and Whelan’s (2005a) results occur because

they ignored the fact that parameters in equation (3.13) are a function of the parameters in

the structural hybrid model. Namely, in the hybrid Phillips curve ϕ = γ/δ2γf and δ1 and δ1

depend on γf and γb. So with this in mind, parameter δ1 cannot be interpreted as a measure

of the relative importance of backward-looking behaviour. Furthermore, equation (3.13) can

be used to obtain orthogonality conditions to apply the GMM, and estimate directly γf , γb

and γ. With this approach Gali and Gertler (2005) obtain estimates for those parameters

identical to the ones obtained with equation (3.6), which constitutes support for their initial

conclusion that the forward-looking behaviour of inflation is dominant. In our view, they

should also have tested if γ/δ2γf is zero.

Lindé (2005) argues that FIML produces more robust estimates than GMM. From a gen-

eral point of view, it is not clear which technique is superior. On one hand, the GMM estimates

are sensitive to the choice of instruments and can be biased in small samples and suffer from

141



weak instruments (Stock et al., 2002). 15 On the other hand, the ML technique depends

crucially on the assumption of normality of the error term or on the assumed overall structure

of the economy (if the FIML is used). Even though Lindé’s (2005) Monte Carlo experiments

show the superiority of the FIML over the GMM, they assume that the econometrician has a

good a priori knowledge of the economy, which is unlikely to be the case (Gali and Gertler,

2005).

The ML approach solves the model forward using a forecast model for the marginal cost.

Predictions for the marginal cost are obtained from a single equation, a VAR model, or

a structural model. For example, Jondeau and Le Bihan (2005) estimate a VAR for the

marginal cost and the short term nominal interest rate. 16 Using the procedure developed by

Anderson and Moore (1985), the forward-looking model is written in an observable structure,

i.e., in a backward-looking form, which does not contain unobservable expectations. Then,

the observable structure and the realisation of the data are used for evaluating the likelihood

function of the model. The maximisation of the likelihood function produces estimates of the

Phillips curve, after VAR’s parameters have been obtained in a first step (or both estimations

are performed simultaneously, when a FIML approach is used).

With US data, Lindé (2005) has found that, even though the forward-looking component

was significant, the backward-looking behaviour was more important. The dominance of the

lagged inflation can be explained by the use of output gap instead of the real marginal cost.

In contrast with Lindé (2005), other studies using ML methods to estimate models with a

NKPC indicate the dominance of forward-looking behaviour in inflation (Gali and Gertler,

2005).

3.3 NKPC for domestic inflation

3.3.1 Identifying the cost channel in an open economy

After revising the literature on the NKPC, this section now highlights the identification of

the cost channel in an open economy.

15Mavroeidis (2004) shows that the J-test’s distribution is also affected by the possibility of ’weak’
instruments.

16The VAR model also includes lagged values of the inflation rate.
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In our model in Chapter 2 the Phillips curve for domestic prices was:

πht = βEtπ
h
t+1 + γm̂ct

, with

m̂ct =
(1− γ′i) v
1 + γ′iηε

(
ît − îot

)
+
(1− γ′i)h
1 + γ′iηε

(
δ̂
′

t − δ̂
′o

t

)
+

1− γ′i
1 + γ′iηε

(
η +

σ

1− γ

)
(ŷt − ŷot ) . (3.14)

The marginal cost is affected by the interest rate, the terms of trade and output gap, all of

which are expressed in deviations from the flexible-price equilibrium.

Without imports of consumption goods being paid in advance (but still with wages and

imported inputs paid in advance), the terms of trade are only related with the output gap:

δ̂
′

t − δ̂
′o

t =
σ

w+ 1
(ŷt − ŷot ) . (3.15)

In this case the marginal cost’s reduced form is:

m̂ct =
(1− γ′i) v
1 + γ′iηε

(
ît − îot

)
+

[
1− γ′i
1 + γ′iηε

(
η +

σ

1− γ

)
+
(1− γ′i)h
1 + γ′iηε

σ

w + 1

]
(ŷt − ŷot ) .

Comparing the last equation with (3.14), it is clear that ignoring the terms of trade when

estimating the PC does not affect the coefficient of the interest rate. However, this result

depends on the empirical validity of equation (3.15).

Additionally, when it is assumed that imports of consumption goods are paid in advance,

the terms of trade are directly affected by the interest rate:

δ̂
′

t − δ̂
′o

t =
σ

w+ 1
(ŷt − ŷot )−

(1− γ)γc (σa− 1)
w + 1

(
ît − îot

)
. (3.16)

In reduced form, the marginal cost becomes:

m̂ct =
1− γ′i
1 + γ′iηε

(
v − h(1− γ)γc (σa− 1)

w + 1

)(
ît − îot

)
+
(1− γ′i)
1 + γ′iηε

(
σh

1 +w
+ η +

σ

1− γ

)
(ŷt − ŷot ) .
(3.17)

In this case the coefficient of the interest rate does not translate the cost channel only, but
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Table 3.1: Sensitivity analysis of expression A’s value

0 1/3 1 1.5 2

A -0.0829 -0.0800 -0.7420 -0.0699 -0.0655

0 0.1 0.4 2/3

A -0.1090 -0.0800 -0.01803 0.0000

0 0.2 0.4 0.6

A -0.0104 -0.0120 -0.0800 -0.1889

1 1.5 2

A 0.0000 -0.0800 -0.1939

0 1 2

A -0.0829 -0.0800 -0.0771

0.1 1 2

A -0.1201 -0.0800 -0.4678

a

gamma i

sigma

gamma

epsilon

eta

it also captures the effect of the interest rate on the terms of trade. The sign of h is not well

defined, but with our calibration it is negative and thus A = h(1−γ)γc(σa−1)
w+1 < 0. For different

values of the parameters, expression A is always negative or zero (Figure 3.1). As a result,

when estimating the Phillips curve while ignoring the terms of trade, the coefficient of the

interest rate is larger than when the terms of trade are specifically taken into account. This

means that the identification of the cost channel is distorted by ignoring the terms of trade

in the Phillips curve’s estimation. This is the reason why, below, we identify the cost channel

taking into account import prices.

Following this analysis, our modelisation strategy consist in first estimate the NKPC

without import prices and after introduce these variables. In this way, we are able to analyse

the impact of introducing import prices on the cost channel. Other reason for using this

strategy is that it allows to compare the baseline estimations with the ones obtained in the

literature.
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3.3.2 Data

The current research uses quarterly data to estimate the Phillips curve for the G7 countries. 17

For countries not belonging to the euro area, we analysed the period 1980-2006, and for euro

area countries we restricted the study to the period 1980-98, in order to avoid any structural

break arising from the introduction of the euro.

Regarding the measurement of variables in the current research, some comments are nec-

essary. Firstly, two alternative measures of inflation will be used, the GDP deflator and the

CPI. The GDP deflator, which captures inflation on domestically produced goods, is used by

most papers on the NKPC. In this paper, we also use the CPI, which by measuring the price

of the typical consumer’s basket allows us to study the impact of imported final goods on CPI

inflation. 18 Additionally, following some important works in the literature (see for instance,

Gali and Gertler, 1999; Batini et al., 2005; Jondeau and Bihan, 2005), the current research

will also use the quarterly inflation rate. 19

Another central issue in our analysis is the measurement of the marginal cost. It was seen

above that the marginal cost can be measured using the labour income share, which is also

called real unit labour cost: ratio of total labour costs to nominal GDP (Gali and Gertler,

1999). To obtain this ratio, we used data from OECD National Accounts, as is common in

the literature (see for example Leith and Malley, 2002; Chowdhury et al., 2003; Jondeau and

Bihan, 2005).

Note also that to measure the short-run nominal interest rate the Treasury Bill Rate was

used.

Finally, the IMF’s commodity price index was only available for a period much shorter

than the analysed in this paper. Therefore, we constructed an index very similar to the one

of IMF, using data on prices of both fuel and non-fuel commodities.

Annex 6.2.1 describes in greater detail the data.

17We have chosen the G7 economies because they are a set of open economies for which it is easy to obtain
data for a long period of time. This set of countries also allow an easy comparison with other papers on the
NKPC and the cost channel. Notice also that the inclusion of the US, a less open economy, allows to test
whether the results are crucially dependent on the degree of openness of an economy. Precisely, the study of a
set of countries, instead of only one country, aims to test if models can be seen as general or country-specific.

18For example, Kara and Nelson (2003) also use the CPI.
19The CPI used to obtain the quarterly inflation rate was seasonally adjusted.
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3.3.3 NKPC and the relative price of imports

In this section, the NKPC is used to describe domestic inflation, as measured by the change

in the GDP deflator.

The NKPC assumes that the correct driver of inflation is the marginal cost. Since the

marginal cost is not directly observable, it can be derived assuming a Cobb-Douglas production

function with labour and imported inputs:

Yt = ZtN
αn
t Mαm

t , (3.18)

where Nt is the number of hours of work, Mt is imported inputs, and Zt is the aggregate

technological shock. The real marginal cost can be obtained as the ratio between the real

wage and the marginal product of labour, 20

MCt =

Wt

Pht
∂Yt
∂Nt

,

where Wt is the nominal wage and Ph
t is the price of domestic goods. This can be re-written

as:

MCt =
St
αn
,

where St is the labour income share, WtNt/Ph
t Yt. The last variable is also called real unit

labour cost. Assuming αn as constant, the last equation can be expressed in percentage

deviations from the steady-state as

m̂ct = ŝt.

It can be seen that with a Cobb-Douglas production function, the price of imported inputs

does not affect the marginal cost.

However, if we depart from the unitary elasticity of substitution between inputs, and

assume a CES production function, inflation is affected by the price of imports (Gali and

Lopez-Salido, 2001). Recall that for Canada, USA and Eurozone, Gagno and Khan (2005)

20Under the assumption that firms are wage-takers (Rotemberg and Woodford, 1999).
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show that the use of a CES rather than a Cobb-Douglas technology leads to an improvement

in the fit of the NKPC.

We augment the curve proposed by Gali and Lopez-Salido (2001) with the cost channel.

To begin with, it is assumed there is a CES production function with labour, Nt, and imported

materials, Mt:

Yt =
[
αN(ZtNt)

1−1/ε + αM(Mt)
1−1/ε

] ε
ε−1
,

where ε is the elasticity of substitution between the two inputs.

The marginal cost is given by

MCt =
It

Wt
Pt

∂Yt
∂Nt

=
ItSt
γt

(3.19)

where γt is the elasticity of output with respect to labour, and It is the gross nominal interest

rate.

In the discussion below, it is assumed that firms have to borrow to pay in advance for

both imported inputs and wages. This means that the cost of imports is the nominal price

of imports, Pm,t, times the gross interest rate. From cost minimisation, we have (See Annex

6.2.2 for details):

Nt

Mt
=

(
αNPm,tIt
αMWtIt

)ε

=

(
αNPm,t

αMWt

)ε

, (3.20)

Notice that both Pm,t andWt are expressed in nominal terms. It is also possible to show that

(See Annex 6.2.2 for details):

γt = 1− αM
(
Yt
Mt

) 1
ε−1

. (3.21)

Substituting equation (3.20) into (3.21) and log-linearising, it is possible to get (Gali and

Lopez-Salido, 2001):

γ̂t = −φ (p̂m,t − ŵt) ,

where φ =
(
1−Φs
Φs

)
(ε− 1), Φ is the steady-state mark-up, and s is the steady-state labour

income share. Therefore, from equation (3.19) we obtain:

m̂ct = ŝt + ît + φ (p̂m,t − ŵt) . (3.22)
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Replacing the latter expression in a hybrid version of the NKPC, we get:

πht = γfEtπ
h
t+1 + γbπ

h
t−1 + γsŝt + γ îit + γpw (p̂m,t − ŵt) (3.23)

where πht is the inflation rate of goods produced and sold domestically. This curve nests the

standard NKPC (with γi = 0 and γpw = 0) and the interest rate augmented NKPC (with

γpw = 0). Notice that this is a different way of writing the Phillips curve of Chapter 2. 21

The impact of import prices on the marginal cost depends on ε. 22 If ε > 1, a decrease in

the relative price of imports decreases the marginal cost, because firms substitute labour by

imported inputs.

As shown in the equation (3.23), variables that affect the marginal cost are expressed

in deviations from the steady-state. Typically, in the NKPC literature deviations from the

steady-state are obtained as deviations from a constant mean. Important exceptions to this

practice are done by Rumler (2004) and Leith and Malley (2007), who use deviations from a

quadratic trend for the variables in levels.

In this paper we removed the trend from the variables in levels using the HP filter (with λ =

1600). 23 Canova (2007) suggests precisely that in a GMM application when the data is non-

stationary, it is possible to detrend the data using the HP filter. The use of this filter allows

the variables’ steady-state to change over time. This is useful because during the sample

period inflation has decreased considerably in some countries.

A different approach to accommodate movements in trend inflation is the one proposed by

Cogley and Sbordone (2008), who derive and estimate a NKPC with time-varying coefficients.

21From equation (3.19) we obtain an expression where the marginal cost depends on ît, ŝt and δ̂
′

t: m̂ct =
1

1−(1− 1

ε )
γ′
i
ε

1−γ′
i

[(
1−

(
1− 1

ε

) γ′iε

1−γ′
i

)
ît + ŝt −

(
1− 1

ε

) γ′iε

1−γ′
i
δ̂
′

t

]
.

22As seen above, if the production function is a Cobb-Douglas, i.e., ε→ 1, then the relative price of imports
does not affect the marginal cost.

23The HP filter is used in the labour share, interest rate, relative prices of imports and commodities. When
possible, the filter is applied for the sample starting in 1975Q1. The inflation rate is not in deviations from
the steady state because the Phillips curve has one lag and one lead of this variable.
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3.3.4 Estimating the baseline NKPC

To begin with, we estimate the standard NKPC, where the effect of the interest rate and

import prices is ignored (equation (3.23) with γr = γpw = 0):

πht = γfEtπ
h
t+1 + γbπ

h
t−1 + γsŝt. (3.24)

This equation and others below are estimated using the GMM. With rational expectations,

observed inflation is πt+1 = Etπt+1 + χt, where χt is an expectation error. Then equation

(3.24) in terms of realised variables is:

πht = γfπ
h
t+1 + γbπ

h
t−1 + γsŝt + εt,

where εt is a linear combination of a random variable representing a measurement error, ut,

and a forecast error, −γfχt = −γf [πt+1 −Etπt+1]. Because with rational expectations the

forecast error χt is not correlated with information available in t or earlier, it is correct to

write the following orthogonality conditions to estimate the model by GMM:

Et [gt] = Et

[(
πht − γfπht+1 − γbπht−1 − γsŝt

)
zt−1

]
= 0

where zt−1 is a vector (r × 1) of variables from period t − 1 or earlier that are orthogonal

to unexpected inflation in t + 1. Instruments dated from t − 1 or earlier are used for two

reasons (Gali et al., 2001). On one hand, some instruments may not be public knowledge in

t when expectations are formulated. On the other hand, there is some error in our measure

of marginal cost. Assuming that such error is not related with past information, it is correct

to use instruments starting from t− 1.
Notice that because the Phillips curve is a linear model, the GMM is equivalent to a

two-stage least square (2SLS). In the first step πht+1 is regressed on the instruments. In the

second step, the fitted values from the first step are used as proxy for Etπ
h
t+1. The advantage

of using the GMM instead of the 2SLS is the potential necessity to correct for autocorrelation

and heteroskedasticity in the residuals.

The GMM estimation involves some important choices. Firstly, it is necessary to define the
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set of instruments. We follow the common practice in the literature of using as instruments

at least four lags of the regressors. 24 In addition, four lags of the output gap were used also.

Usually, this variable is used as an instrument due to its relevance in explaining inflation. 25

In the context of the NKPC literature, the chosen set of instruments can be considered small.

This choice has been made because in finite samples, increasing the number of instruments

increases the bias of estimated parameters and reduces its variance (Ravenna and Walsh,

2006). 26 Also, Mavroeidis (2005) using Monte Carlo simulations shows that when the

number of instruments is large, the finite-sample power of the J-test to detect misspecification

in forward-looking inflation models is low.

We use the GMM Continuously Updated Estimator (CUE) of Hansen et al. (1996). 27 In

a general formulation, this estimator minimises 28

J(β̂) = ngn(β̂)
′
(
Ŝ(β̂)

)−1
gn(β̂) (3.25)

where gn(β̂) is the sample mean of gt evaluated at β̂ (k × 1):

gn
(r×1)

=
1

n

n∑

t=1

ε̂tzt−1,

, with ε̂t = yt− x′tβ̂, with xt as a vector (k× 1). Ŝ(β̂) is a consistent estimator of the (r× r)
matrix S =E (gtg

′
t), the asymptotic variance of gn. The fact that the weighting matrix is

an estimate of the inverse of the covariance matrix of the sample moments, Ŝ, is a necessary

condition for the efficient estimate of β (Hansen, 1982). Intuitively, less weight is given to the

more imprecise conditions. The White’s heteroskedasticity consistent estimate of Ŝ is:

Ŝ =
1

n

n∑

t=1

ε̂2t ztz
′
t.

24As usual, we look for instruments that are correlated with the endogenous variable and not correlated with
the error. Notice that we do not use the same instruments for all countries because inflation dynamics are
country-specific.

25Our measure of output gap is the difference between the log of output and the H-P filtered log of output
with smoothing parameter of 1600.

26And increases also the possibility of weak instruments.
27We use Eviews 6 to implement this estimator.
28For a more detailed description of the GMM estimator see for example Hayashi (2000) and Favero (2001).
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If ε̂t is obtained with a consistent estimator of β, then Ŝ is also consistent for S.

In the GMM CUE of Hansen et al. (1996) the weighting matrix and β are estimated

simultaneously, meaning that the residuals used in Ŝ and gn are the same. This estimator

has better finite-sample properties than the two-step GMM. In particular, the CUE estimator

has better performance in the presence of weak instruments (Hahn et al., 2004).

Estimations were made robust to heteroskedasticity and autocorrelation of unknown form.

29 Controlling for autocorrelation allows us to take into account the presence of measurement

errors in the real marginal cost (Benigno and Lopez-Salido, 2002; Gali et al., 2001). The

literature has extensively discussed the estimation of the covariance matrix S when the error

term is likely to be heteroskedastic and serially correlated. In this case, it can be shown that:

S = Γ(0) +
n−1∑

j=1

[
Γ(j) + Γ′(j)

]
,

where Γ(j) = 1
n

n∑

t=j+1

E (εt−jεtzt−jz′t). The sample autocovariance of order j, Γ(j), evaluated

at a consistent estimate of β without the expected value, is not always consistent for the

true autocovariance. When j is large, Γ(j) is composed of few terms and thus the law of

large numbers cannot be applied. The solution proposed by Newey and West (1987) was to

truncate the sum to obtain S, eliminating the terms for which j is greater than some threshold

p, obtaining:

Ŝ = Γ̂(0) +

p∑

j=1

[
Γ̂(j) + Γ̂′(j)

]

where Γ̂(j) = 1
n

n∑

t=j+1

(ε̂t−j ε̂tzt−jz
′
t).

In our study the bandwidth p is determined using the Newey-West fixed bandwidth, which

depends on the number of observations in the sample:

p = int [4 (n/100)]2/9

where int() denotes the integer part of the argument. This guarantees that the bandwidth

29Since there is evidence of negative autocorrelation in the residuals (see Table 3.2), this adjustment ensures
more efficient estimates.
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increases with n at a sufficiently large rate.

This procedure does not guarantees that Ŝ is positive definite in finite samples. To solve

this problem, empirical covariances were weighted with weights that decrease with j. We used

the Barlett Kernel proposed by Newey and West (1987), which yields:

Ŝ = Γ̂(0) +

p∑

j=1

(
1− j

p+ 1

)[
Γ̂(j) + Γ̂′(j)

]
.

We are now in the correct conditions to analyse the results of the estimation in Table

3.2. 30 In accordance with the J-statistic, we do not reject the null hypothesis of validity of

instruments. Moreover, the estimated curves are sensible for several reasons. Labour income

share has a positive effect on inflation for all countries, but it is statistically significant only

for Italy and the UK. 31 The backward component of inflation is significant, with the excep-

tion of Germany and Japan. 32 However, the forward component dominates the backward

component, and their sum is near 1. Only for France does the backward behaviour of inflation

prevail. For Japan and Germany, the forward inflation coefficient is larger than 1, but is not

significantly different from 1. Overall, this confirms the results Bardsen et al. (2004) and

Jondeau and Bihan (2005).

The next step is to consider the interest rate augmented NKPC (equation (3.23) with

γpw = 0):

πht = γfEtπ
h
t+1 + γbπ

h
t−1 + γsŝt + γ îit. (3.26)

Solving this difference equation for inflation, our result show that present inflation depends

on lagged inflation and on the discounted value of expected future marginal costs, as in Gali

and Gertler (1999). Namely, with δ1 and δ2 as the roots of the stationary solution of the

difference equation for inflation, and δ1 ≤ 1 being one stable root, the model’s solution is:

πht = δ1π
h
t−1 +

(
γs
δ2γf

) ∞∑

k=0

(
1

δ2

)k

Et {ŝt+k}+
(
γi
δ2γf

) ∞∑

k=0

(
1

δ2

)k

Et

{
ît+k

}
.

30We do not estimate the stuctural parameters because that often requires the calibration of some parameters,
and we want to avoid imposing an homogenous calibration across countries.

31At a significance level of 15% the labour share is also significant for Germany, Japan and the USA.
32For Germany and Japan the backward component of inflation is negative and insignificant at a significance

level of 5%. Thus, we restrict its coefficient to zero in both countries.
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Table 3.2: Estimates of the baseline NKPC for domestic inflation
    J-stat Q-Stat (2) 

      

Canada 
0.6646*** 0.3414*** 0.0059 0.0816 34.555 

(0.0763) (0.0699) (0.0230) [0.1886] [0.000] 

France 
0.4682*** 0.5413*** 0.0034 0.1252 28.608 

(0.0812) (0.0762) (0.0191) [0.4838] [0.000] 

Germany 
1.0034*** - 0.0573 0.0854 17.656 

(0.0240)  (0.0347) [0.7718] [0.000] 

Italy 
0.6922*** 0.3266*** 0.0627** 0.1405 30.816 

(0.0511) (0.0435) (0.0300) [0.3830] [0.000] 

Japan 
1.0599*** - 0.0957 0.0746 37.440 

(0.0765)  (0.0592) [0.7342] [0.000] 

UK 
0.8468*** 0.1690* 0.0651** 0.0592 33.985 

(0.0946) (0.0940) (0.0262) [0.7860] [0.000] 

USA 
0.6676*** 0.3111*** 0.0245 0.1009 25.867 

(0.0876) (0.0844) (0.0155) [0.3655] [0.000] 

 

Notes: Instruments: four lags of inflation, labour income share and output gap. For Canada the lags t− 2 to

t− 4 of output gap were not used. In general, we choose to eliminate the lags of the variables that are not

sufficiently correlated with the lead inflation, based on the linear correlation and the first-stage regression.

(...) contain standard errors. [...] contain p-values. *** means significance at 1%, ** at 5%, and * at 10%.

The estimate of the covariance matrix of the moment conditions is robust to heteroskedasticity and serial

correlation. The Newey-West fixed bandwidth and the Barlett Kernel were used.

Eviews calculates the J-statistic as gn(β̂)
′
(
S(β̂)

)−1
gn(β̂). To obtain J in equation (3.25), we have to

multiply the Eviews’s statistic by n. The over-identified restrictions can be tested using the J-test statistic of

Hansen (1982): J
d→ χ2(r − k) = (#instruments-#regressors(including constant)).
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Table 3.3: Estimates of the NKPC for domestic inflation augmented with the interest rate
 

    J-stat. 
F-stat. 

1st stage  

       

Canada 
0.6181*** 0.3720*** 0.0070 0.0016* 0.0909 6.5423 

(0.0632) (0.0598) (0.0195) (0.0008) [0.4643]  

France 
0.4009*** 0.6092*** 0.0200 0.0006 0.1814 16.8037 

(0.0671) (0.0602) (0.0264) (0.0014) [0.3890]  

Germany 
0.8225*** 0.1944*** 0.0426* -0.0007 0.1145 1.9767 

(0.0558) (0.0588) (0.0240) (0.0014) [0.7950]  

Italy 
0.6554*** 0.3766*** 0.0077 0.0040 0.1732 18.0363 

(0.0425) (0.0356) (0.0246) (0.0024) [0.4347]  

Japan 
1.0210*** - 0.0607 0.0003** 0.0830 3.2839 

(0.0752)  (0.0547) (0.0001) [0.8496]  

UK 
0.8226*** 0.1919** 0.0532** 0.0001 0.0639 7.7081 

(0.0881) (0.0878) (0.0249) (0.0017) [0.9098]  

USA 
0.6822*** 0.3035*** 0.0077 0.0001 0.1196 21.9117 

(0.0559) (0.0542) (0.0121) (0.0002) [0.4540]  

 
Notes: Instruments: four lags of inflation, labour income share, interest rate and output gap. For Canada the

lags t− 2 to t− 4 of output gap were not used. See notes to Table 3.2.

We can then conclude that current inflation depends on last period inflation and on the

discounted stream of expected future labour income share and interest rate.

Estimates of equation (3.26) show that the nominal interest rate had a positive effect on

inflation for all countries, except Germany (Table 3.3) and the effect of that variable was

statistically significant for Canada and Japan. 33 This indicates that the cost channel is not

particularly strong in the majority of the analysed countries. These results are more negative

for the cost channel as a general phenomenon than those of Chowdhury et al. (2006). 34

In order to check the robustness of results, some sensitivity analysis was carried out.

Firstly, we use the instruments that Chowdhury et al. (2006) use to estimate the NKPC

with a cost channel. With four lags of inflation, real ULC, interest rate and real commodity

prices as instruments estimates change considerably (Table 3.12, Annex 3.6). However, the

33 It is also significant at 15% for Italy.
34The main aspects that may explain the differences between our results and the ones of Chowdhury et al.

(2006) are: for non-euro countries we used an extended sample up to 2006, we used a CUE version of GMM,
and the deviation of variables from the steady-state are obtained using an H-P filter and not the deviation
from a constant.
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evidence in favour of the cost channel remains almost the same: it continues to be statistically

significant only for two countries. However, there are some significant changes in the interest

rate coefficients at the country level. The most significant cases are Canada and France. For

Canada the coefficient changes from positive and significant to negative and insignificant. For

France the coefficient is always positive, but becomes significant, and the initial estimate does

not belong to the two standard deviations’ interval of the estimation made using Chowdhury

et al.’s (2006) instruments. For Italy and Japan, there is also a change in the coefficients’

significance. For Italy it becomes significant and in Japan it becomes insignificant. But in

both cases the insignificant coefficient lies in the two standard deviations’ interval of the

significant coefficient.

Secondly, the estimator of the covariance matrix can be very sensitive to the choice of

the bandwidth. Therefore, den Haan and Levin (1996) suggest using more than one way of

choosing the bandwidth. In this context, we re-estimate equation (3.26) with bandwidth equal

to 1, because the use of rational expectations introduces a first order MA representation in the

error term. We also use the Andrews (1991) method to choose the bandwidth. This method

depends on the empirical autocovariances of the moment conditions. 35 Once more, overall,

estimates change considerably (Tables 3.13 and 3.14, Annex 3.6). Noticeable, the forward-

looking component of inflation becomes more important, particularly when a bandwidth fixed

at 1 is used. Concerning the cost channel, there is a slight reduction on its significance: it is

significant only for Canada.

Next, in Table 3.3, the F-statistics of the first stage regression of the lead inflation on

the instruments shows that for some countries the set of instruments is not very strong (the

F-statistics is lower than the rule-of-thumb of 10). 36 In order to improve instruments’

significance, they were reduced to two lags of inflation, and one lag of real unit labour costs,

interest rate and output gap. This makes instruments less weak for the majority of countries,

even though for two of them the F-statistic continues to be lower than 10 (Table 3.15, Annex

35The bandwidth selected is int [1.1447α̂(1)T ]1/3, where T is the number of observations. This method
assumes that the sample moments follow an AR(1) process. Firstly, an AR(1) is fitted to each sample moment,
and it is obtained the autocorrelation coefficients ρ̂i and the residuals variances σ̂2i , for i = 1, ..., z · n, where
z is the number of instrumental variables and n the number of equations in the system. Secondly, α̂(1) is
function of all set of ρ̂i and σ̂2i . See Eviews 6’s user guide II, pg. 339, for more details.

36Notice that we use a CUE estimator that has better finite sample properties under weak instruments.
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3.6). Also, the statistical significance of both real unit labour cost and interest rate does not

improve and the backward inflation coefficient is only significant for the USA, contradicting

some works showing the significance of this component in European countries (e.g. Gali et

al., 2001; Bardsen et al., 2004; Jondeau and Bihan, 2005). Due to this and to ensure the

comparability with other papers on the NKPC, in the remainder of the paper we continue, in

general, to use as instruments four lags of each regressor.

Moreover, the more usual way of obtaining deviations from the steady-state was used:

log deviations from the average, ŷt = log(yt)− log(yt), where yt is any variable. Table 3.16,

Annex 3.6, shows that evidence in favour of the cost channel becomes even weaker. This

indicates that using the HP filter to obtain variables’ deviations from the steady-state was a

good choice. And if instead of using the HP filter, we use a Frequency (Band-Pass) Filter,

estimates do not improve (see Table 3.17, Annex 3.6). The last filter isolates the cycle by

specifying a range for its duration. In the empirical implementation, we define that cycles

have a duration between 6 quarters (1.5 years) and 32 quartes (8 years). Then, a two-sided

weighted moving average of the data is used to extract the cycles in a band. Specifically, we

used the Christiano-Fitzgerald’s (2003) filter, one of the most general filters that allows for

asymmetry and time-varying weights.

After that, the output gap is used instead of the labour income share. Under certain

conditions, 37 there is a log-linear relationship between the output gap (xt) and marginal cost

(Gali and Gertler, 1999):

m̂ct = φxt. (3.27)

Here, the output gap is defined as the percent difference between output and the output that

would arise if prices were perfectly flexible. In Chapter 2, with flexible wages, the marginal

cost in deviations from the steady-state is also a function of the output gap. This means

that the NKPC can be written using the output gap, as in the traditional Phillips curve.

Our empirical results using the output gap show that this variable has a negative coefficient

for five countries (Table 3.18, Annex 3.6). Despite this, the cost channel is relatively more

significant. The bad performance of the output gap confirms previous works showing that the

37Rotemberg and Woodford (1997) sticky price model assumes complete flexibility of nominal wages and
absence of variable capital.
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labour income share is a better driver of inflation than output gap. Gali and Gertler (1999)

estimate the NKPC with output gap for the US and found a negative output gap’s coefficient.

Gali et al. (2001) obtain the same result for the US and euro area. These results may be

explained by problems associated with the use of output gap. First, output gap is likely to

be measured with error, namely due to the mismeasurement of the natural level of output.

Second, the conditions under which the marginal cost is proportional to output gap may not

be verified.

Maybe with a different measure of output gap, this variable would become more significant.

For example, Garrat et al. (2009) obtain an output gap measure based on the Beveridge-

Nelson decomposition of output using a vector-autoregressive model that includes data on

actual output and on expected output obtained from surveys. They show for the US that

such a measure of output gap performs well in explaining inflation in the NKPC.

Finally, we used the real unit labour cost (ULC) of the business sector, ŝbt . Indeed, Balakr-

ishnan and Lopez-Salido (2002) argue that the concept of labour income share may only make

sense for the market sector of the economy. However, contrary to the results of Balakrishnan

and Lopez-Salido (2002) for the UK, our results do not improve when considering only the

real ULC of the business sector (Table 3.19, Annex 3.6). This variable becomes significant

for Italy and maintains its significance for the UK. However, its coefficient becomes negative

for Germany and the USA. Likewise, the cost channel does not become more significant. 38

3.3.5 Estimating the NKPC with open economy variables

With regard to the impact of open economy variables on the effect of the nominal interest

rate on inflation, we start by assuming complete and immediate exchange rate pass-through

that leads us to use the real exchange rate. Indeed, notice that is possible to write:

Pm,t

Wt
=
(EtP ∗mt/P

c
t )

(Wt/P c
t )

=
RERt

ωt
,

38We also used the lending rate from IMF instead of the policy rate. However, results do not change
substantially, because the two rates have a high degree of correlation, due to the fact that the lending rates
are prime rates.
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Table 3.4: Estimates of the open economy NKPC for domestic inflation with the relative real
exchange rate

      J-stat. 

       

Canada 
0.5346*** 0.4313*** 0.0384* 0.0020** 0.0128** 0.1105 

(0.0629) (0.0589) (0.0226) (0.0009) (0 .0055) [0.5416] 

France  
0.3829*** 0.6143*** -0.0203 0.0017 -0.0130 0.1652 

(0.0513) (0.0460) (0.0201) (0.0012) (0 .0081) [0.7507] 

Germany 
0.7784*** 0.2526*** 0.0309*** 0.0006 -0.0082 0.1382 

(0.0471) (0.0464) (0.0112) (0.0014) (0 .0060) [0.8390] 

Italy 
0.6553*** 0.4624*** 0.4186*** 0.0033 0.0594*** 0.1912 

(0.0725) (0.0639) (0.0759) (0.0052) (0 .0173) [0.6156] 

Japan 
0.9832*** - -0.0162 0.0004* 0.0038 0.0859 

(0.1108)  (0.0633) (0.0002) (0 .0048) [0.9422] 

UK 
0.8910*** 0.1285 0.0397 -0.0023 -0.0111 0.0718 

(0.0772) (0.0777) (0.0305) (0.0021) (0 .0128) [0.9577] 

USA 
0.7005*** 0.2816*** 0.0241 -0.00005 0.0043 0.1170 

(0.0626) (0.0565) (0.0159) (0.00029) (0 .0033) [0.7323] 

 

Notes: Instruments: four lags of inflation, labour income share, interest rate, relative RER and output gap.

For Canada the lags t− 2 to t− 4 of output gap were not used.

where Et is the nominal exchange rate, P ∗mt is the price of imports in the world market,

P c
t is the domestic’s CPI, RERt is the real exchange rate (RER), and ωt is the real wage.

Combining the latter expression and equation (3.23), we obtain: 39

πht = γfEtπ
h
t+1 + γbπ

h
t−1 + γsŝt + γ îit + γqw (r̂ert − ω̂t) , γqw > 0. (3.28)

Estimation’s results show that for Canada, Italy, Japan and the USA the coefficient of

the relative RER is positive, being significant for Canada and Italy (Table 3.4). In turn, for

France, Germany and the UK that coefficient is negative. In sum, the empirical fit of the

open economy Phillips curve with immediate pass-through is not particularly good. Next, we

analyse if it is empirically more successful to assume slow exchange rate pass-through.

Assuming slow exchange rate pass-through leads to the use of import prices instead of

the RER (equation (3.23)). As can be seen from Table 3.5, the relative price of imports

39For this equation we use the inverse of the RER from International Financial Statistics (IFS) from IMF.
This means that an increase in the RER corresponds to a depreciation of the domestic currency.
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Table 3.5: Estimates of open economy NKPC for domestic inflation with the relative price of
imports

      J-stat. 

       

Canada 
0.5136*** 0.4422*** 0.0380* 0.0009 0.0251** 0.1098 

(0.0713) (0.0640) (0.0220) (0.0012) (0.0103) [0.5477] 

France 
0.5222*** 0.4914*** 0.0162 -0.0005 0.0052 0.1589 

(0.0643) (0.0580) (0.0298) (0.0022) (0.0054) [0.6730] 

Germany 
0.5594*** 0.4281*** 0.0344** -0.0015 0.0212** 0.1239 

(0.0278) (0.0259) (0.0158) (0.0013) (0.0098) [0.8952] 

Italy 
0.6172*** 0.4812*** 0.2108*** -0.0048 0.0309*** 0.1741 

(0.0683) (0.0604) (0.0329) (0.0045) (0.0093) [0.6553] 

Japan 
0.9830*** - 0.0072 0.0003* 0.0141** 0.0801 

(0.0986)  (0.0737) (0.0002) (0.0057) [0.9353] 

UK 
0.8622*** 0.1363* 0.0305 -0.0032* 0.0011 0.1015 

(0.0784) (0.0789) (0.0291) (0.0017) (0.0028) [0.8475] 

USA 
0.6671*** 0.3134*** 0.0055 -0.0002 0.0058 0.1287 

(0.0430) (0.0411) (0.0126) (0.0003) (0.0036) [0.6058] 

 

Notes: For the UK the commodity price index was used instead of imports deflator. Instruments: four lags of

inflation, labour income share, interest rate, relative price of imports and output gap. The exceptions are: for

Canada the lags t− 2 to t− 4 of output gap were not used, for France the lag t− 4 of the relative price of

imports was not used, and for Japan the lag t− 4 of the labour income share was not used.

has a positive coefficient for all countries; and for Canada, Germany, Italy and Japan, it is

statistically significant. 40 It is worth mentioning that for the UK we use the relative com-

modity price (commodity price/nominal wage) instead of the imports price deflator, because

the latter variable has a negative coefficient. In the estimations below, when necessary, the

same procedure is followed.

In Section 3.3.1, it was mentioned that incorporating external variables in the Phillips

curve may affect the estimated significance of the cost channel. From the above results, we

can observe that introducing the price of imports in the Phillips curve reduced the evidence

in favour of the cost channel: interest rate is no longer statistically significant for Canada

and its coefficient becomes negative for France, Italy, the UK and the USA. But among the

countries where the interest rate’s coefficient is negative, it is only significant for the UK at

10% significance level. With the calibrated model of Section 3.3.1, it was predicted exactly

40For the USA it is also significant at 15%.
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that the coefficient of the interest rate would decrease once the relative price of imports was

explicitly considered in the Phillips curve.

Another important issue for monetary policy is whether or not there is a slow pass-through

of exchange rates to import prices. If pass-through is immediate, the use in the NKPC of

the real exchange rate or import prices will produce fundamentally the same results. In other

words, using equation (3.23) or (3.28) will be equivalent. However, estimations’ results show

that the Phillips curve with import prices has a better empirical performance than the one

with the real exchange rate. That can be seen in the fact that the coefficient of import prices

has the correct sign and is statistically significant for more countries. Therefore, data support

the hypothesis of slow exchange rate pass-through.

3.4 NKPC for CPI inflation

This section aims to explain CPI inflation using the NKPC. Once more, the empirical impor-

tance of the cost channel when import prices are considered is tested. Two more questions

are studied. Firstly, we test if there is immediate pass-through of both exchange rates and

world price changes to the price of imported goods. Secondly, it is analysed if imports should

be treated as final consumption goods and/or inputs in production. Both of these questions

are important for optimal monetary policy design. In a sticky prices environment, changes in

prices lead to deviations from the flexible-price equilibrium, which is the efficient equilibrium.

Therefore, the central bank has to avoid such inflationist pressures arising. In an economy

with sticky domestic prices, flexible prices for imported final goods (i.e., complete exchange-

rate pass-through) and flexible wages, Clarida et al. (2001) show that a central bank should

target domestic inflation. That occurs because only domestic prices are sticky. Furthermore,

they show that the economy’s representation in the space output gap and inflation is similar

in closed and open economies, involving the same variables and only with differences in their

coefficients. All this means that the policy design in an open and closed economy is similar.

In contrast with Clarida et al.’s (2001) model, McCallum and Nelson (2000) and Kara and

Nelson (2003) suggest that when imports are treated only as inputs, all prices are sticky and

therefore the policy maker should target CPI inflation. Kara and Nelson’s (2003) empirical

results for the UK show that imports should in fact be treated as inputs.
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In order to answer the above questions, we begin by estimating the standard hybrid NKPC

(Table 3.6):

πct = γfEtπ
c
t+1 + γbπ

c
t−1 + γsŝt.

The results obtained are sensible, with the coefficient of the labour income share being positive

for all countries and statistically significant for Canada and Japan. 41 Since for Italy the

labour income share has a negative coefficient, we used the output gap instead. 42 For Japan,

the first lag of CPI inflation is negative but not significant. Then, after eliminating that lag,

the first lead of inflation becomes significantly larger than 1. After this, we introduced two

lags of inflation. The first lag continues to be negative and insignificant, but the second lag

is positive and significant. Therefore, we choose the model with one lead and the second lag

of inflation.

Comparing the Phillips curve for CPI inflation with the Phillips curve for domestic infla-

tion, we observe that in the former case the average backward coefficient is more important,

with the exception of France and Italy. 43

Following this, the interest rate augmented NKPC is estimated as (Table 3.7):

πct = γfEtπ
c
t+1 + γbπ

c
t−1 + γsŝt + γ îit.

We can observe that the interest rate always has a positive coefficient, except for Italy, but is

statistically insignificant for all countries except for Japan.

3.4.1 NKPC assuming imports as final consumption goods

After testing the cost channel without open economy variables, import prices are introduced in

the Phillips curve. We start by assuming imports as final consumption goods and full exchange

rate pass-through. The Phillips curve proposed by Kara and Nelson (2002) is extended to

include a cost channel and a backward component of inflation. Firstly, there is the domestic

41For the USA the labour income share is also statistically significant at 15%.
42For the same reasons, the output gap will also be used for Italy in the interest rate augmented Phillips

curve and in the Phillips curve with import prices.
43For Italy the backward coefficient is insignificant in both formulations of the Phillips curve.
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Table 3.6: Estimates of the baseline NKPC for CPI inflation
    J-stat 

     

Canada 
0.5893*** 0.4081*** 0.0274** 0.1210 

(0.0583) (0.0541) (0.0128) [0.2197] 

France 
0.5167*** 0.4774*** 0.0212 0.1380 

(0.0531) (0.0509) (0.0183) [0.3984] 

Germany 
0.7572*** 0.0253*** 0.0228 0.0870 

(0.0535) (0.0394) (0.0185) [0.7609] 

Italy 
0.9428*** 0.1058 0.0212 0.1209 

(0.0863) (0.0829) (0.0199) [0.5138] 

Japan 
0.6998*** 0.2277*** 0.0594* 0.0995 

(0.1209) (0.0813) (0.0349) [0.4097] 

UK 
0.5749*** 0.4328*** 0.0106 0.0524 

(0.0622) (0.0596) (0.0145) [0.8297] 

USA 
0.5784*** 0.4503*** 0.0395 0.1007 

(0.0504) (0.0424) (0.0253) [0.3751] 

 

Notes: For Italy the output gap is used instead of the labour income share, and for Japan, the second lag of

inflation is used instead of the first lag. Instruments: four lags of inflation, labour income share and output

gap.

inflation’s Phillips curve:

πht = γfEtπ
h
t+1 + γbπ

h
t−1 + γm̂ct. (3.29)

Naturally, CPI inflation is

πct = (1− γm)πht + γmπmt (3.30)

where γm is the share of imported goods in the CPI basket, and πmt is the inflation rate of

imported consumer goods. This equation can be written as:

πct = π
h
t + γm

(
πmt − πht

)
. (3.31)

Admitting full pass-through, we have πmt = πwt + ∆et, where π
w
t is the world price of

imported consumer goods and ∆et is the change in the nominal exchange rate. This allows

us to get πmt −πht = πwt +∆et−πht = ∆qt, where ∆qt is the change in the real exchange rate.
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Table 3.7: Estimates of the NKPC for CPI inflation augmented with the interest rate

     J-stat. 

      

Canada 
0.6513*** 0.3395*** 0.0346** 0.0011 0.1369 

(0.0400) (0.0362) (0.0149) (0.0008) [0.3209] 

France 
0.5477*** 0.4542*** 0.0012 0.0013 0.1417 

(0.0482) (0.0441) (0.0218) (0.0011) [0.4623] 

Germany 
0.7346*** 0.2687*** 0.0068 0.00009 0.1324 

(0.0469) (0.0356) (0.0157) (0.00082) [0.6887] 

Italy 
0.5820*** 0.4244*** 0.0178 -0.0011 0.1554 

(0.0697) (0.0657) (0.0125) (0.0013) [0.5427] 

Japan 
0.8338*** 0.1719*** 0.0055 0.0003*** 0.1288 

(0.0758) (0.0612) (0.0270) (0.0001) [0.3320] 

UK 
0.7931*** 0.2227** 0.0267** 0.0005 0.0826 

(0.0576) (0.0540) (0.0122) (0.0007) [0.7843] 

USA 
0.5900*** 0.4465*** 0.0510 0.0008 0.1012 

(0.0476) (0.0425) (0.0289) (0.0008) [0.6244] 

 

Notes: For Italy the output gap is used instead of the labour income share. Instruments: four lags of

inflation, labour income share, interest rate and output gap. For France the lags t− 3 and t− 4 of the

interest rate are not used, and for Japan the lag t− 4 of the labour income share is not used.

44 Using this result together with equation (3.31), we obtain:

πht = π
c
t − γm∆qt.

The last identity can be used in equation (3.29), to obtain:

πct = γfEtπ
c
t+1 + γbπ

c
t−1 + γm

(
∆qt − γfEt∆qt+1 − γb∆qt−1

)
+ γm̂ct.

If the cost channel is assumed, the marginal cost is:

m̂ct = ît + ŝt,

44An increase in ∆qt corresponds to a depreciation of the domestic currency.
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which allows us to obtain

πct = γfEtπ
c
t+1 + γbπ

c
t−1 + γsŝt + γ îit + γ∆q

(
∆qt − γfEt∆qt+1 − γb∆qt−1

)
. (3.32)

In the data used an increase in qt corresponds to a real appreciation of the domestic

currency. In this case it is expected that an increase in ∆qt decreases inflation, since a real

appreciation makes imports less expensive in domestic currency. 45 Therefore, in the last

equation, instead of γm we have γ∆q = −γm < 0.
Notice that the impact of Et∆qt+1 and ∆qt−1 on π

c
t is positive and contrary to the effect

of ∆qt. In order to understand this take as example and increase in ∆qt+1. This decreases

πct+1, as we can observe in equation (3.32) for period t+1. But since we are interested on the

impact of ∆qt+1 keeping πct+1 constant, πht+1 has to increase (see equation (3.31) for t + 1).

This implies that πht also increases (equation (3.3)), leading to the increase of πct (see equation

(3.31)).

From Table 3.8, we can see that for France, Germany and the UK this model does not

make sense, because the coefficient of the change in the real exchange rate is positive, and

significant for the first two countries. 46 For the other countries the coefficient is negative as

expected, but statistically insignificant.

The weak empirical performance of the model with imports as final consumption goods

may be related to the assumption of full pass-through, i.e., with the use of the real exchange

rate. Indeed, in order to use the real exchange rate in equation (3.32), it is necessary to

make two strong assumptions. First, it is assumed full and immediate pass-through of both

exchange rate and world price to the price of imported goods in domestic currency. Second,

the change in the real exchange rate is used as a proxy for:

∆et + π
w
t − πht (3.33)

It is easy to see that the change in the real exchange rate is only an approximation for equation

(3.33): it is assumed that πwt is approximated by CPI inflation in the rest of the world and

45∆qt = log(qt)− log(qt−1)
46For the UK it is significant at a 15% level of significance.
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Table 3.8: Estimates of the NKPC for CPI inflation with imports as consumption goods,
using the change in the RER

      J-stat. 

       

Canada 
0.6352*** 0.3495*** 0.0336** 0.0017** -0.0049 0.1464 

(0.0376) (0.0345) (0.0135) (0.0007) (0.0244) [0.4662] 

France 
0.4661*** 0.5294*** 0.0335 -0.00008 0.1450*** 0.1384 

(0.0803) (0.0712) (0.0214) (0.00104) (0.0302) [0.8754] 

Germany 
0.7615*** 0.2363*** 0.0192 0.0003 0.0405** 0.1430 

(0.0558) (0.0435) (0.0140) (0.0008) (0.0163) [0.8174] 

Italy 
0.5278*** 0.4486*** 0.0184 -0.0030*** -0.0113 0.1992 

(0.0620) (0.0605) (0.0132) (0.0009) (0.0095) [0.5879] 

Japan 
0.9307*** 0.0989 0.0622* 0.0003*** -0.0116 0.1392 

(0.0901) (0.0659) (0.0339) (0.0001) (0.0082) [0.5729] 

UK 
0.6321*** 0.3776*** 0.0162* -0.0005 0.0239 0.0999 

(0.0481) (0.0458) (0.0092) (0.0007) (0.0152) [0.8282] 

USA 
0.6545*** 0.3544*** 0.0148 0.0007 -0.0142 0.1169 

(0.0440) (0.0393) (0.0227) (0.0008) (0.0247) [0.7488] 

 
Notes: The coefficient of ∆q is γ∆q . Instruments: four lags of inflation, labour income share, interest rate,

change in the RER and output gap.

πht is approximated by CPI inflation in the domestic country. 47

Due to the assumptions made in order to use the real exchange rate, it may be better to

use the price of imports, allowing for the possibility of slow exchange rate pass-through (Kara

and Nelson, 2002). 48 To obtain the NKPC with imported goods’ inflation, notice first that

CPI inflation is given by equation (3.30), which can be re-written as:

πht =
1

1− γm
(πct − γmπmt ) .

Plugging in the last equation on (3.29) and after some manipulations we obtain: 49

πct = γfEtπ
c
t+1 + γbπ

c
t−1 + γsŝt + γ îit + γm

(
πmt − γfEπmt+1 − γbπmt−1

)
, γm > 0 (3.34)

47 In our data the real exchange rate is based on the CPI.
48Kara and Nelson (2002) have used the following formulation of the PC: πt = βEtπt+1 + αmct +

φ (∆pmt −∆pt), where ∆pmt is the change in the price of imports and ∆pt is inflation rate.
49Regarding the coefficients of the labour income share and nominal interest rate, we obtain

γ (1− γm)
(
ŝt + ît

)
, which we simplify to a more unrestricted version: γsŝt + γ îit, allowing γs �= γi.
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where πmt = log(pm,t)− log(pm,t−1) is the quarterly change in import prices.

Estimating equation (3.34) shows that for all countries imported goods inflation has a

positive and significant effect on CPI inflation (Table 3.9). This means that the NKPC with

slow exchange rate pass-through has a better empirical adherence than the Phillips curve

with immediate pass-through. In addition, our results go in the direction of Mihailov et al.

(2009), which show that the expected relative change in the terms of trade is a more relevant

determinant of inflation than the output gap.

Notice that for Italy only the lag of imported goods inflation is significant, with a positive

sign, as expected. In opposition to equation (3.34), in this case lagged imported inflation

should have a positive coefficient, because that variable does not have a direct effect on πct−1

and πct+1.
50 Also, this empirical formulation does not assume that the impact of imported

inflation on CPI inflation is given by equation (3.31).

With the introduction of imported goods’ inflation in the Phillips curve, the coefficient of

the interest rate becomes significant and changes to negative for France, Germany and the

UK. In conclusion, it seems that the introduction of imports inflation reduces the empirical

relevance of the cost channel.

Furthermore, when imported consumption goods are considered, the average backward

component of inflation becomes more important for Germany, Italy, Japan and the UK.

However, it remained basically the same for Canada and France, and for the US it decreased.

In general, this shows that imports have an effect on the estimated degree of firms that are

backward-looking. Probably, in some cases the omission of import prices, which are related to

a volatile and forward-looking variable like the exchange rate, forces the forward component

of inflation to be larger.

3.4.2 NKPC assuming imports as both final consumption goods and inputs

Besides being final consumption goods, imports are also used as inputs in production. There-

fore, we tested a NKPC where imports are simultaneously inputs in production and final

consumption goods. When imports are inputs, the marginal cost depends on the price of im-

50That can be easily seen by writing Italian’s CPI inflation for t+1: πct+1 = γfEtπ
c
t+2+γbπ

c
t+γsŝt+1+γi ît+1+

γmπmt . The same can be done for CPI inflation in t−1: πct−1 = γfEtπ
c
t + γbπ

c
t−2+ γsŝt−1+γi ît−1+ γmπmt−2.
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Table 3.9: Estimates of the NKPC for CPI inflation with imports as consumption goods,
assuming slow exchange rate pass-through

      J-stat. 

       

Canada 
0.6726*** 0.3240*** 0.0389*** 0.0004 0.1482*** 0.1146 

(0.0414) (0.0350) (0.0130) (0.0007) (0.0319) [0.7250] 

France 
0.6052*** 0.4399*** 0.0212 -0.0026** 0.0518** 0.1995 

(0.0364) (0.0303) (0.0173) (0.0010) (0.0259) [0.5123] 

Germany 
0.6513*** 0.3686*** 0.0428** -0.0054*** 0.1940*** 0.1407 

(0.0523) (0.0429) (0.0180) (0.0015) (0.0183) [0.8279] 

Italy 
0.4057*** 0.5878*** 0.0441*** -0.0022 0.0132*** 0.1616 

(0.0686) (0.0640) (0.0129) (0.0018) (0.0046) [0.7240] 

Japan 
0.5788*** 0.3153*** 0.0061 0.0005*** 0.1097*** 0.1539 

(0.0532) (0.0519) (0.0303) (0.0001) (0.0229) [0.7253] 

UK 
0.5190*** 0.4873*** 0.0235*** -0.0011** 0.0531*** 0.1183 

(0.0257) (0.0231) (0.0077) (0.0005) (0.0115) [0.9136] 

USA 
0.6277*** 0.3918*** 0.0321 0.0003 0.1101*** 0.0993 

(0.0440) (0.0417) (0.0231) (0.0006) (0.0340) [0.8316] 

 
Notes: The coefficient of πm is γm. For Italy the output gap is used instead of the labour income share, and

the coefficient of imported goods’ inflation corresponds only to πmt−1. Instruments: four lags of inflation,

labour income share, interest rate, imports inflation and output gap. For Japan and UK four lags of the

relative price of commodities (commodity price / nominal wage) were also used, which have proved to be

good instruments.
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ports, as shown in equations (3.14) and (3.22). In that case, the NKPC with a slow exchange

rate pass-through is: 51

πct = γfEtπ
c
t+1+γbπ

c
t−1+γsŝt+γ îit+γpw (p̂m,t − ŵt)+γm

(
πmt − γfEπmt+1 − γbπmt−1

)
, γpw > 0, γm > 0

(3.35)

Equation (3.35) allows the testing of different versions of the NKPC. On one hand, if

as suggested by McCallum and Nelson (2000), imports should be treated only as inputs in

production, then γm is non-significant and the coefficient γpw is positive and statistically

significant. On the other hand, if the correct treatment of imports is both as final goods and

inputs, then γm and γpw are both positive and statistically significant.

Table 3.10 shows that the relative price of imports has a positive effect on CPI inflation

for all countries and is significant for France, Italy, and Japan. However, it is necessary to make

two comments on the results. For Japan, in equation (3.35) imposing γm
(
πmt − γfEπmt+1 − γbπmt−1

)

has proved to be too restrictive. Therefore, the model was estimated allowing free parameters:

γm,cπ
m
t + γm,fEπ

m
t+1+ γm,bπ

m
t−1. For Germany, the best way of translating the impact of the

relative price of imported inputs on inflation is using the lag of this variable. In sum, these re-

sults indicate that imports should be treated simultaneously as inputs and final consumption

goods.

Let us highlight the two main empirical results obtained to this point. Firstly, imports

should be treated as final consumption goods and there is a slow exchange rate pass-through.

Secondly, there is also evidence that imports directly affect the marginal cost. Both of these

findings support the presence of price rigidities in imports, and indicate that it may not be

optimal for the central bank to target exclusively domestic inflation. Monacelli (2003) studies

optimal monetary policy in a model with slow pass-through of exchange rates to import prices.

In such an environment the representation of an open economy is not similar to that of a closed

economy. Namely, deviations from the law of one price, and therefore the nominal exchange

rate, are present in the NKPC; and it is optimal for the central bank to target CPI inflation

when inflation’s weight in its loss function is relatively high.

In an environment of slow exchange rate pass-through there are additional gains for the

51Recall that for estimation purposes, the price of imports is measured by either the imports price deflator
or the commodity price index.
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Table 3.10: Estimates of the NKPC for CPI inflation with imports both as consumption goods
and inputs, assuming slow exchange rate pass-through

          J-stat. 

           

Canada 
0.6590*** 0.3263*** 0.0497*** 0.0019*** 0.0883*** - - -  0.0043 0.1421 

(0.0406) (0.0326) (0.0125) (0.0006) (0.0207)    (0.0066) [0.7094] 

France 
0.8426*** 0.2266*** 0.0582*** -0.0043*** 0.0199** - - -  0.0163*** 0.2059 

(0.0495) (0.0408) (0.0166) (0.0009) (0.0122)    (0.0034) [0.6805] 

Germany 
0.5665*** 0.4511*** 0.0547*** -0.0071*** 0.1967*** - - -  0.0058 0.1496 

(0.0552) (0.0423) (0.0197) (0.0020) (0.0200)    (0.0106) [0.9107] 

Italy 
0.6211*** 0.3721*** 0.0078 -0.0019** - - - 0.0006 0.0017* 0.1653 

(0.0365) (0.0328) (0.0099) (0.0008)    (0.0039) (0.0009) [0.8963] 

Japan 
0.5185*** 0.3247*** 0.0193 0.00006 0.0518*** -0.0250** 0.0075*** -0.0389*** 0.0075*** 0.1595 

(0.0615) (0.0799) (0.0348) (0.0001) (0.0175) (0.0119) (0.0024) (0.0083) (0.0024) [0.4232] 

UK 
0.5181*** 0.4915*** 0.0260*** -0.0013** 0.0552*** - - -  0.0005 0.1135 

(0.0305) (0.0284) (0.0080) (0.0006) (0.0116)    (0.0008) [0.9027] 

USA 
0.5869*** 0.4279*** 0.0203 0.00001 0.1510*** - - -  0.0019 0.1380 

(0.0405) (0.0368) (0.0185) (0.0007) (0.0280)    (0.0026) [0.7786] 

Notes: For Italy, Japan and the UK pwt is the relative price of commodities. For Germany we used pwt−1.

Instruments: four lags of inflation, labour income share, interest rate, imports inflation, relative price of

imports (or commodities) and output gap.

central bank to follow an optimal commitment policy (Monacelli, 2003). Monetary policy

under commitment is able to affect, through the exchange rate, which is a forward-looking

variable, the expected future deviations of the law of one price and consequently impact the

equilibrium inflation and output gap. 52

Also, if the exchange rate pass-through is not immediate, monetary policy should act to

reduce the volatility of the nominal exchange rate (Monacelli, 2003). In the same direction, if

the exchange rate has a slow effect on import prices, the role of exchange rate in affecting the

relative prices among countries and therefore the current account is small. This means that

the argument for exchange rate flexibility on the grounds that it is a substitute for domestic

prices flexibility is weakened (Engel, 2002).

52The deviation from the law of one price is present in equation (3.12).
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3.4.3 NKPC assuming consumer goods imports paid in advance

This section tests whether or not consumer goods imports are also paid in advance. If that is

the case, CPI inflation takes the form (see equation (2.23))

πct = π
h
t + γc∆δ̂

′

t + γc∆ît.

Naturally domestic inflation is:

πht = π
c
t − γc∆δ̂

′

t − γc∆ît.

Using the last expression to replace πht on the Phillips curve for domestic inflation, equation

(3.26),we get after some manipulations:

πct = γfEtπ
c
t+1 + γbπ

c
t−1 (3.36)

+γc

(
∆δ̂

′

t − γb∆δ̂
′

t−1 − γfEt∆δ̂
′

t+1

)

+γc

(
∆ît − γb∆ît−1 − γfEt∆ît+1

)

+γsŝt + γr ît

We next estimate the previous equation. Since the change in import prices has shown to

be empirically successful, we use it instead of the change in the terms of trade. 53 According

to Table 3.11, the change in the nominal interest rate has the expected coefficient for all

countries and is always significant. Notice that for Japan and the USA the most sensible

model excludes the lead and the lag of the change in the interest rate, respectively. Also, for

the UK the most sensible model includes only the second lag of the change in the interest

rate.

It can be argued that the last results are driven by the fact that we are replacing ∆δ̂
′

t by

πmt and so ignoring πht . However, we confirm the previous results re-doing the estimations

with ∆
(
pmt /p

h
t

)
(see Table 3.20, Annex 3.6).

53Equation (3.36) becomes: πct = γfEtπ
c
t+1 + γbπ

c
t−1 + γm

(
πmt − γbπ

m
t−1 − γfEtπ

m
t+1

)
+

γ∆i

(
∆ît − γb∆ît−1 − γfEt∆ît+1

)
+ γsŝt + γr ît.
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Table 3.11: Estimates of the NKPC for CPI inflation with imports of consumption goods paid
in advance

Notes: (1) For the UK γ∆i,b refers to the coefficient of ∆ît−2. For Japan and the USA, imposing

γ∆i

(
∆ît − γb∆ît−1 − γfEt∆ît+1

)
is too restrictive. Therefore, for those countries we estimate the

model with free parameters: γ∆i,c∆ît + γ∆i,b∆ît−1 + γ∆i,fEt∆ît+1. Additionally, for Japan and the

USA the most sensible model excludes the lead and the lag of the change in the interest rate, respectively.

Instruments: four lags of inflation, labour income share, interest rate, imports inflation, change in the interest

rate and output gap. Exceptions: for France the lags t− 2 to t− 4 of the interest rate’s change is not used,

and for Japan and UK four lags of the relative price of commodities are additionally used.
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Previous results have shown that for France, Italy and Japan the level of relative import

prices is statistically significant. When we add this variable to equation (3.36), the change in

interest rate continues with positive and sensible coefficients (Table 3.21, Annex 3.6). How-

ever, for Italy only the contemporaneous effect of the change in the interest rate is significant.

After introducing the price of imports in the Phillips curve for domestic inflation or CPI

inflation the interest rate has a negative coefficient for some countries. However, that coeffi-

cient is statistically significant only for a small number of countries: for the UK when the GDP

deflator is used, and for Germany and the UK when CPI inflation is used (with the change in

the interest rate). Because the negative coefficient of the interest rate in the Phillips curve is

significant only for a small number of countries, not too much importance should be given to

this effect. Nevertheless, we explore some possible explanations for a negative supply effect

of the interest rate on inflation. The reasons that we point out go in the opposite direction

of the traditional view of the cost channel, and help to understand why that channel is not

statistically significant for some countries.

Firstly, interest rate may have a negative supply-side effect on inflation due to its effect on

the equilibrium mark-up. To start with, in equation (3.3) the deviation of the real marginal

cost from its steady-state is:

m̂ct = mct − pt − (−Φ),

where Φ is the steady-state mark-up over the marginal cost (in the steady-state: p = Φ+mc),

which can be variable (Batini et al., 2005). Thus, when the steady-state mark-up increases,

the equilibrium real marginal cost, −Φ, decreases. In turn, this increases the gap between the

actual real marginal cost and its equilibrium value, inducing firms to increase prices.

Now, we argue that the interest rate may have a negative effect on m̂ct, through its negative

effect on the equilibrium mark-up. Following Tirole (1988), it is necessary to remember that

when there is collusion in an industry, the mark-up is high, and tacit collusion is only possible

when firms put sufficient weight on future profits. Therefore, since an increase in the interest

rate decreases the discounted value of future profits, it makes collusion more difficult. This

means that markups and prices will decrease with an increase in interest rate. Besides that,

an interest rate increase reduces aggregate demand, creating pressure for firms to reduce

mark-ups, in order to maintain sales volume.
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Secondly, credit growth can increase inflation, even when controlling for its effect on

aggregate demand. In general, a large proportion of credit goes to buy property, a non-tradable

good. Then, an increase in credit means a redirection of demand towards non-tradable goods,

creating inflation even if it does not affect output gap. 54 As a result, because an increase in

the interest rate reduces credit growth, it may have a negative effect on inflation, even after

taking into consideration its effect on the business cycle .

Finally, an increase in the interest rate is usually associated with a decrease in expected

inflation. If for any reason expected inflation is not properly accounted for in the Phillips

curve, the interest rate’s coefficient captures part of the effect of inflation’s expectations on

current inflation. This explains why that coefficient is negative. Without going into detail

on the discussion of why expectations are not properly taken into account in the Phillips

curve, we can make two comments. Firstly, Jondeau and Bihan (2005) show that a Phillips

curve with three lags and leads emerges as a satisfactorily empirical model for inflation in

the US and some European countries. Secondly, there is the fact that we assume rational

expectations.

3.5 Conclusion

Our analysis of inflation in the seven largest industrialised nations confirms the standard

features of the NKPC: both the forward- and backward-looking components of inflation are

present, with the former being more important. Also, the real ULC has been shown to be the

correct inflation driver.

Open economy variables play an important role in explaining inflation dynamics, both for

domestic and CPI inflations. For some countries those variables are significant, while labour

income share is not. Introducing the price of imports leads to some interesting conclusions.

For France, Germany, Japan and the UK, the backward component of CPI inflation is larger

in the open economy Phillips curve than in the closed economy Phillips curve. The empirical

success of the NKPC with slow exchange rate pass-through is larger than with immediate pass-

through. This is valid both for imported inputs and imported consumption goods. The model

54The supply of non-tradable goods responds more slowly to demand because in this sector productivity
grows at a slower rate and there is less competition.
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of McCallum and Nelson (2000), where imports are solely considered as inputs in production,

is rejected by the data. Instead, a model with imports as both consumption goods and inputs

has a better empirical adherence.

The fact that slow exchange rate pass-through is empirically relevant and that imports

should also be considered as inputs has important implications for monetary policy: apart from

domestic inflation, the central bank should be concerned also with CPI inflation, especially if

inflation has sufficient weight on its goal; commitment in central bank actions becomes more

relevant; and the volatility of nominal exchange rate becomes more harmful to social welfare.

In an open economy Phillips curve, we test two complementary versions of the cost channel.

The first assumes that inputs (wages and imported intermediate goods) are paid in advance.

The second version considers that trade companies pay imports of consumption goods in

advance. In our sample, without considering import prices, there is some evidence in favour

of the first concept of cost channel in both domestic and CPI inflation. That evidence becomes

weaker when import prices are added to the Phillips curve. However, there is strong evidence

that the cost channel is present in imported consumption goods.

174



3.6 Annex: additional tables

Table 3.12: Estimates of the NKPC for domestic inflation augmented with the interest rate -
Chowdhury et al (2006)’s set of instruments

     J-stat. 

      

Canada 
0.5343*** 0.4578*** 0.0142 -0.0009 0.1031 

(0.0508) (0.0461) (0.0164) (0.0011) [0.5614] 

France 
0.4617*** 0.5393*** -0.0069 0.0024*** 0.1401 

(0.0554) (0.0507) (0.0156) (0.0008) [0.6977] 

Germany 
0.7398*** 0.3270*** -0.0198 0.0006 0.1496 

(0.0502) (0.0418) (0.0154) (0.0009) [0.6424] 

Italy 
0.8963*** 0.1314** 0.0887*** 0.0083** 0.1774 

(0.0680) (0.0549) (0.0227) (0.0036) [0.4795] 

Japan 
0.8403*** - 0.0776 0.0002 0.1010 

(0.0613)  (0.0554) (0.0001) [0.7321] 

UK 
0.8319*** 0.1611* 0.0268 -0.0012 0.0945 

(0.0870) (0.0870) (0.0261) (0.0017) [0.7231] 

USA 
0.7868*** 0.1887*** 0.0395*** 0.0003 0.1016 

(0.0540) (0.0485) (0.0121) (0.0002) [0.6555] 

 
Notes: Instruments: four lags of inflation, labour income share, interest rate and real commodity prices. For

Canada the lag t− 4 of real commodity prices was not used. Because the real commodity prices data starts

in 1980Q2, implying that equations were estimated with a sample starting in 1981Q2, except for Canada were

sample starts in 1981Q1.
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Table 3.13: Estimates of the NKPC for domestic inflation augmented with the interest rate -
Bandwidth fixed at 1

      J-stat. 

      

Canada 
0.7500*** 0.2530*** 0.0108 0.0029* 0.1227 

(0.1020) (0.0981) (0.0306) (0.0015) [0.4379] 

France 
0.5343*** 0.4765*** 0.0149 0.0009 0.2017 

(0.0784) (0.0704) (0.0291) (0.0016) [0.2872] 

Germany 
0.9655*** 0.0671 0.0332 0.0001 0.1263 

(0.0957) (0.0919) (0.0414) (0.0014) [0.7263] 

Italy 
0.7618*** 0.2437*** -0.0036 0.0006 0.2153 

(0.0660) (0.0526) (0.0329) (0.0036) [0.2299] 

Japan 
0.9761*** - 0.0560 0.0003 0.0941 

(0.0948)  (0.0652) (0.0002) [0.2916] 

UK 
0.8620*** 0.1514 0.0733 -0.0018 0.0626 

(0.1126) (0.1094) (0.0493) (0.0029) [0.9166] 

USA 
0.7209*** 0.2763*** 0.0125 0.00009 0.1570 

(0.0763) (0.0750) (0.0183) (0.0004) [0.2011] 

 
Notes: Instruments: four lags of inflation, labour income share, interest rate and output gap. For Canada the

lags t− 2 to t− 4 of output gap where not used.
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Table 3.14: Estimates of the NKPC for domestic inflation augmented with the interest rate -
Bandwidth computed according with Andrews (1991)

     J-stat. 

      

Canada 
0.6587*** 0.3363*** 0.0136 0.0019* 0.1018 

(0.0769) (0.0739) (0.0207) (0.0010) [0.3658] 

France 
0.4655*** 0.5461*** 0.0144 0.0010 0.1944 

(0.0694) (0.0614) (0.0267) (0.0016) [0.3214] 

Germany 
0.9092*** 0.1166 0.0382 0.0002 0.1128 

(0.0828) (0.0794) (0.0329) (0.0018) [0.8043] 

Italy 
0.7684*** 0.2397*** -0.0028 0.0008 0.1969 

(0.0633) (0.0510) (0.0326) (0.0035) [0.3094] 

Japan 
0.9889*** - 0.0521 0.0003 0.0975 

(0.0892)  (0.0635) (0.0002) [0.7512] 

UK 
0.8291*** 0.1870* 0.0601* -0.0004 0.0636 

(0.0972) (0.0951) (0.0337) (0.0021) [0.9118] 

USA 
0.7076*** 0.2834*** 0.0056 -0.00004 0.1427 

(0.0685) (0.0673) (0.0153) (0.00037) [0.2818] 

 

Notes: Instruments: four lags of inflation, labour income share, interest rate and output gap. For Canada the

lags t− 2 to t− 4 of output gap where not used.
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Table 3.15: Estimates of the NKPC for domestic inflation augmented with the interest rate -
small set of instruments

 
    J-stat. 

F-stat. 

1st stage 

       

Canada 
0.9498*** 0.0706 0.0226 0.0005 0.023 18.9669 

(0.1222) (0.1138) (0.0271) (0.0014) [0.2905]  

France 
0.7769*** 0.2510 0.0168 -0.0004 0.0525 41.9147 

(0.1770) (0.1623) (0.0503) (0.0025) [0.2619]  

Germany 
1.0156*** - 0.0969 0.0016 0.0265 5.2374 

(0.0528)  (0.0870) (0.0024) [0.5681]  

Italy 
0.8790*** 0.1466 -0.0005 0.0008 0.0031 23.9695 

(0.1392) (0.1284) (0.0549) (0.0040) [0.8883]  

Japan 
1.0994*** - 0.1115 0.0004 0.0229 8.7184 

(0.1347)  (0.1331) (0.0003) [0.4839]  

UK 
0.9979*** 0.0304 0.0963** 0.00005 0.0101 20.2508 

(0.1753) (0.1685) (0.0461) (0.0037) [0.5807]  

USA 
0.6923*** 0.3111*** -0.0028 0.0003 0.0010 59.3504 

(0.1188) (0.1174) (0.0222) (0.0003) [0.9425]  

 
Notes: Instruments: 2 lags of inflation, 1 lag of labour income share, output gap and interest rate. For France

we used in addition lag 2 of the interest rate.
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Table 3.16: Estimates of the NKPC for domestic inflation augmented with the interest rate -
variables in log deviation from the steady-state

     J-stat. 

      

Canada 
0.6298*** 0.3728*** -0.0030 0.0001 0.0897 

(0.0684) (0.0629) (0.0095) (0.0003) [0.4758] 

France 
0.5176*** 0.4922*** -0.0031 0.0004 0.1568 

(0.0443) (0.0423) (0.0037) (0.0003) [0.5341] 

Germany 
0.8130*** 0.1870*** 0.0280* -0.0014* 0.1060 

(0.0533) (0.0531) (0.0144) (0.0007) [0.8394] 

Italy 
0.8089*** 0.2231*** 0.0252** -0.0032 0.1605 

(0.0438) (0.0365) (0.0102) (0.0024) [0.5109] 

Japan 
0.9497*** - 0.0022 0.00009 0.0987 

(0.0645)  (0.0087) (0.00006) [0.7420] 

UK 
0.9077*** 0.1275 0.0205** -0.0004 0.0686 

(0.0980) (0.0943) (0.0098) (0.0004) [0.8832] 

USA 
0.7076*** 0.2762*** 0.0017 0.000003 0.1105 

(0.0693) (0.0660) (0.0054) (0.00009) [0.5323] 

 
Note: Instruments: four lags of inflation, labour income share, interest rate and output gap. For Canada the

lags t− 2 to t− 4 of output gap where not used.
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Table 3.17: Estimates of the NKPC for domestic inflation augmented with the interest rate
- deviations from the steady-state computed using Christiano-Fitzgerald (2003) Frequency
Filter

     J-stat. 

      

Canada 
0.5784*** 0.4209*** -0.0153 0.0002 0.0818 

(0.0664) (0.06 28 ) (0.0197) (0.0008) [0.4600] 

France 
0.7627*** 0.2791*** -0.0162 -0.0010 0.1595 

(0.0580) (0.04 94 ) (0.0244) (0.0011) [0.5176] 

Germany 
0.9927*** 0.0301 0.0209 -0.0008 0.0725 

(0.0750) (0.06 85 ) (0.0172) (0.0019) [0.9621] 

Italy 
0.9369*** 0.1132** 0.0018 -0.00007 0.1503 

(0.0594) (0.05 12 ) (0.0300) (0.0023) [0.5750] 

Japan 
0.9422*** 0.0422 0.0124 0.0002** 0.1053 

(0.0887) (0.05 52 ) (0.0307) (0.00009) [0.6149] 

UK 
0.6566*** 0.3627*** -0.0024 0.0006 0.0784 

(0.0754) (0.07 25 ) (0.0203) (0.0012) [0.8173] 

USA 
0.7459*** 0.2412*** -0.0108 0.0051** 0.0889 

(0.0667) (0.06 55 ) (0.0118) (0.0002) [0.7257] 

 
Note: Instruments: four lags of inflation, labour income share, interest rate and output gap. For Canada the

lags t− 2 to t− 4 of output gap where not used.
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Table 3.18: Estimates of the NKPC for domestic inflation augmented with the interest rate,
using the output gap

     J-stat. 

      

Canada 
0.5789*** 0.3855*** 0.0490** -0.0003 0.0953 

(0.0697) (0.0655) (0.0229) (0.0016) [0.4229] 

France 
0.2552*** 0.7119*** -0.1210*** 0.0076*** 0.1609 

(0.1014) (0.0931) (0.0248) (0.0020) [0.5085] 

Germany 
0.6732*** 0.3552*** 0.0324** -0.0006 0.1222 

(0.0501) (0.0430) (0.0139) (0.0012) [0.7509] 

Italy 
0.5895*** 0.4967*** -0.0927* 0.0262*** 0.1651 

(0.0608) (0.0527) (0.0481) (0.0048) [0.4833] 

Japan 
0.9967*** - -0.0022 0.0004*** 0.0891 

(0.0866)  (0.0227) (0.0001) [0.8134] 

UK 
0.7633*** 0.2550*** -0.0279 0.0015 0.0898 

(0.0879) (0.0878) (0.0221) (0.0014) [0.7254] 

USA 
0.7786*** 0.2015*** -0.0140** 0.0003 0.1105 

(0.0696) (0.0686) (0.0069) (0.0003) [0.5249] 

 
Note: Instruments: four lags of inflation, labour income share, interest rate and output gap. For Canada the

lags t− 2 to t− 4 of output gap where not used.

181



Table 3.19: Estimates of the NKPC for domestic inflation augmented with the interest rate
using the labour income share of the business sector

     J-stat. 

      

Canada 
0.6613*** 0.3361*** 0.0213* 0.0012 0.0890 

(0.0847) (0.0793) (0.0118) (0.0011) [0.4828] 

France 
0.3800*** 0.6203*** 0.0204 0.0013 0.1460 

(0.0809) (0.0705) (0.0233) (0.0012) [0.6026] 

Germany 
0.4841*** 0.5456*** -0.0415** 0.0029*** 0.1487 

(0.0613) (0.0522) (0.0190) (0.0010) [0.5855] 

Italy 
0.8459*** 0.1645*** 0.0488** 0.0002 0.1620 

(0.0728) (0.0606) (0.0197) (0.0041) [0.6089] 

Japan 
0.9446*** 0.1303 0.0376 0.0002 0.0621 

(0.0890) (0.0804) (0.0330) (0.0002) [0.9195] 

UK 
0.8437*** 0.1820** 0.0704*** -0.0009 0.0644 

(0.0891) (0.0863) (0.0192) (0.0016) [0.9076] 

USA 
0.7756*** 0.2095*** -0.0011 0.0002 0.0890 

(0.0589) (0.0579) (0.0099) (0.0002) [0.7248] 

 
Note: Instruments: four lags of inflation, labour income share, interest rate and output gap. For Canada the

lags t− 2 to t− 4 of output gap where not used.
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Table 3.20: Estimates of the NKPC for CPI inflation with imports of consumption goods paid
in advance and using the change in the relative price of imports

 Canada France Germany Italy Japan UK (1) USA 

        

 
0.6972*** 0.7035*** 0.9213*** 0.3002*** 0.5318*** 0.6603*** 0.5669*** 

(0.0393) (0.0512) (0.0384) (0.0480) (0.0762) (0.0360) (0.0581) 

 
0.3013*** 0.3110*** 0.1302*** 0.6887*** 0.1633* 0.3648*** 0.4439*** 

(0.0345) (0.0465) (0.0360) (0.0472) (0.0799) (0.0314) (0.0534) 

 
0.0432*** 0.0020 0.0113 0.0064 -0.0092 0.0463*** 0.0470** 

(0.0134) (0.0191) (0.0137) (0.0102) (0.0297) (0.0110) (0.0230) 

 
-0.0004 0.0004 -0.0079*** 0.0009 0.0002 -0.0028*** 0.0003 

(0.0008) (0.0009) (0.0015) (0.0012) (0.00013) (0.0009) (0.0006) 

 
0.1056*** 0.0733*** 0.1104*** -  0.0491*** 0.0885*** 

(0.0289) (0.0260) (0.0127)   (0.0102) (0.0299) 

 
- - - - -0.0300** - - 

    (0.0115)   

 
- - - - 0.0321** - - 

    (0.0151)   

 
- - - 0.0042 -0.0293*** - - 

   (0.0042) (0.0081)   

 
0.0013*** 0.0010*** 0.0023*** 0.0007*** - - - 

(0.0004) (0.0003) (0.0006) (0.0002)    

 

- - - - - - -

0.0019*** 

      (0.0003) 

 
- - - - 0.0102*** - 0.0016*** 

    (0.0022)  (0.0004) 

 
- - - - -0.0020** 0.0007*** - 

    (0.0010) (0.0002)  

        

J-stat. 
0.0946 0.1557 0.1719 0.1555 0.1610 0.1032 0.1120 

[0.9277] [0.6913] [0.8349] [0.8995] [0.6798] [0.9875] [0.8480] 

 

Notes: (1) For the UK γ∆i,b refers to the coefficient of ∆ît−2. γpm refers to the coefficient of the change in

the relative price of imports. For Japan and the USA, imposing γ∆i

(
∆ît − γb∆ît−1 − γfEt∆ît+1

)
is

too restrictive. Therefore, for those countries we estimate the model with free parameters:

γ∆i,c∆ît + γ∆i,b∆ît−1 + γ∆i,fEt∆ît+1. Additionally, for Japan and the USA the most sensible model

excludes the lead and the lag of the change in the interest rate, respectively. Instruments: four lags of

inflation, labour income share, interest rate, change in the relative price of imports, change in the interest

rate and output gap. Exceptions: for France the lags t− 2 to t− 4 of the interest rate’s change are not

used, and for Japan and UK four lags of the relative price of commodities are additionally used.
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Table 3.21: Estimates of the NKPC for CPI inflation with imports both as consumption goods
and inputs, assuming slow exchange rate pass-through and with the change in the interest
rate

 France Italy (1) Japan 

    

 0.8954*** 0.5609*** 0.5385*** 

(0.0666) (0.0315) (0.0674) 

 
0.1219** 0.4425*** 0.3577*** 

(0.0569) (0.0286) (0.0736) 

 
0.0315 0.0456*** 0.0035 

(0.0249) (0.0169) (0.0330) 

 
-0.0030*** -0.0022** 0.0001 

(0.0009) (0.0011) (0.0001) 

 
0.0585*** - - 

(0.017)   

 
- - 0.0109 

  (0.0091) 

 
- - 0.0043 

  (0.0135) 

 
- 0.0014 -0.0267*** 

 (0.0042) (0.0099) 

 
0.0005*** - - 

(0.0001)   

 
- - - 

   

 
- 0.0004** 0.0064*** 

 (0.0001) (0.0013) 

 
- -0.00007 -0.0020** 

 (0.0001) (0.0009) 

 0.0101*** 0.0018** 0.0066*** 

(0.0010) (0.0007) (0.0022) 

J-stat. 
0.2059 0.1554 0.1770 

[0.8778] [0.9620] [0.5065] 

 

Notes: (1) For Italy pwt refers to the second lag of the relative price of commodities. For the three countries

pwt is the relative price of commodities. For Italy and Japan imposing

γ∆i

(
∆ît − γb∆ît−1 − γfEt∆ît+1

)
has shown to be too restrictive. Therefore, for these countries we

estimated the model with free parameters: γ∆i,c∆ît + γ∆i,b∆ît−1 + γ∆i,fEt∆ît+1. Likewise, for Japan
we also estimated the model with free parameters for import prices: γmπ

m
t + γm∆π

m
t−1 + γmEtπmt+1.

Instruments: four lags of inflation, labour income share, interest rate, imports inflation, change in the interest

rate, the relative price of commodities and output gap.
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Chapter 4

Empirical analysis of inflation and

business cycle convergence in the

euro area

4.1 Introduction

Since the creation of the European Exchange Rate Mechanism (ERM) in 1979, there is evi-

dence that monetary policy convergence in the euro area has been accompanied by inflation

convergence. However, research indicates some inflation divergence after the introduction of

the euro (Lane, 2006; Busetti et al., 2006). Such a phenomenon can also be observed in Figure

4-1. Associated with the nominal convergence demanded by the Maastricht Criteria, the cross

section standard deviation of inflation rates in the euro area decreased to 0.6% in September

1999. 1 2 Subsequently, the standard deviation increased until it reached 1.2% in mid 2002.

After these high values were reached, the downward tendency in inflation dispersion restarted,

and in March 2007 the lowest level ever observed of 0.47% was achieved. In the first years

of the euro (1999-2002), the countries with highest inflation rates were Greece, Ireland, the

1 In the empirical results of this paper, “euro area” refers only to 12 countries, the original 11 plus Greece:
Austria, Belgium, Finland, France, Greece, Germany, Ireland, Italy, Luxembourg, the Netherlands, Portugal
and Spain.

2Data: annual inflation rates based on CPIs: (pt/pt−12 − 1) · 100. For each quarter, the standard deviation
for the group of 12 countries was obtained.
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Netherlands, Portugal and Spain.

Figure 4-1: Cross section standard deviation of inflation rates after 1998

From the above analyse, we can observe that after the creation of the euro, inflation

differentials have increased. In the beginning of the discussion below, we analyse the possible

explanations for such a phenomenon. Firstly, inflation divergence may be due to equilibrating

mechanisms. It is generally accepted that long-run relative price levels across countries depend

on relative productivity or income levels. Therefore, since economic and monetary integration

may lead to convergence of relative productivity and incomes, poor countries in an union will

have temporarily higher inflation rates; this is known as the Balassa-Samuelson hypothesis (we

will return to this in Section 4.5.1). Inflation differentials can also replace nominal exchange

rate adjustments. Countries with low levels of economic growth, inflation and wage growth

gain external competitiveness (Lane, 2006).

Besides equilibrating mechanisms, other explanation for inflation differentials rely on the

fact that the baskets of goods used to measure CPI inflation differ from country to country.

However, these differences have played a small role since the creation of the euro (ECB, 2003;

Honohan and Lane, 2003).

On the other hand, the euro may produce inflation differentials with destabilizing macro-

economic consequences. The convergence to the euro meant a bigger decline in real interest

rates in peripheral countries. This implied a faster growth of credit, house prices, aggregate

demand, and therefore inflation. This one-off expansionary shock dissipated over time; namely
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because higher inflation led to the real appreciation of the currency.

A more recurrent situation in a monetary union is the existence of temporary asymmetric

shocks. For example, with short-run supply rigidities, demand shocks create transitory infla-

tion. Without a national monetary policy, the ability to deal with these shocks is limited.

Inflation differentials cannot be corrected by a depreciation of the currency of high-inflation

countries. In the case of deflationary shocks, countries may use expansionary fiscal policy to

try to solve the problem. This can lead to a violation of the Stability and Growth Pact with

negative effects on the euro area financial markets (Honohan and Lane, 2003).

The ability to deal with asymmetric shocks will be even more limited if persistent mech-

anisms are in place. If the labour market is not perfectly flexible, with current rather than

future inflation determining wages growth, higher inflation today may lead to higher wage

growth, starting an upward spiral of wage growth and inflation.

Indeed, Vines et al. (2006) show that when inflation is significantly persistent, countries

in a monetary union maybe subject to large cycles after asymmetric shocks. In their model,

fiscal policy can have an important role in reducing inflation differences between countries.

In addition, in a monetary union, higher than average inflation rates produce lower than

average real interest rates, which may lead to both excessive debt accumulation and property

prices growth, with the subsequent painful adjustment process. This can then exacerbate the

differences in business cycles among European countries, widening inflation differentials even

more, in a cycle of divergence (Honohan and Lane, 2003; Dullien and Fritshe, 2008).

There are however two stabilising mechanisms empirically relevant in the euro area (Hof-

mann and Remsperger, 2005). Firstly, GDP growth in one country has positive output spill-

over effects on other countries, reducing inflation differentials. Naturally, small countries will

have a limited impact on other countries. Secondly, the real exchange rate acts as a correcting

mechanism: countries with higher than average inflation rates, will face a real appreciation

that reduces demand and inflationary pressures. Even though this correction occurs at a

gradual pace (Honohan and Lane, 2003), the effect accumulates over time, since external

competitiveness depends on relative price levels (Hofmann and Remsperger, 2005).

From the above discussion, and as stressed by the optimum currency area literature, large

inflation differentials can undermine the success of a monetary union. In this context, we

want to understand what factors determine inflation differentials and the respective correcting
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mechanisms at work. One of the main drivers of inflation is the business cycle, usually

measured by the output gap or real unit labour cost (RULC). 3 As a result, convergence in

inflation rates should be accompanied by convergence in the business cycles. Our main goal in

this paper is to study the relationship between the two convergence processes. Specifically, we

want to analyse if divergence (convergence) in inflation rates after the introduction of the euro

can be explained by divergence (convergence) in business cycles. Indeed, the “ECB Inflation

Persistence Network” concluded that the most important source of inflation differentials in

the euro area was a “sustainable differential in wage growth and narrower differences in

productivity growth”.

Let us highlight the most innovative features of this paper and our contributions to the

literature. The analysis of convergence of the RULC and the output gap using, on one hand,

the Kalman filter, as proposed by Hall et al. (1997), and on the other hand, the common factor

approach of Becker and Hall (2009a) is new in the literature. Also, the study of the RULC,

as an indicator of the business cycle, has been largely ignored in the convergence literature,

even though this indicator is important in the New Keynesian approach to inflation.

The joint analysis of the convergence processes of inflation, the output gap and the RULC

with Hall et al.’s (1997) model has two novelties. First, we compare the rates at which the

(unobserved) convergence of inflation and output gap evolve over time. Second, we analyse

the two-way causality between output gap and inflation convergence.

In summary, our analysis shows that during the euro period there were periods of conver-

gence and divergence in inflation, the output gap and the RULC. However, in general there

was an increase in co-movement in each of that variables during that period. The process

of convergence of the RULC seems to be the most idiosyncratic of the three convergence

processes considered. On a larger horizon, between 1980 and 2008, inflation rates have con-

verged faster than output gaps. In the same period, output gap convergence had a positive

effect on inflation convergence but the opposite did not occur.

When explaining inflation differentials, an innovative feature is the use of residuals of

a common factor model to measure variables’ divergence. There are two more distinctive

features of our study. To start with, we test how inflation and exchange rate expectations

3 In the NKPC the inflation’s driver is the marginal cost, which can be measured using the labour income
share, (WtNt/PtYt), also called real unit labour costs.
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affect inflation divergence. Expectations have been mainly ignored despite their importance

in explaining national inflation rates. Next, the New Keynesian framework is tested to see

if it provides a complete description of inflation differentials, looking at the usefulness of the

imperfect competition model. We are particularly concerned with the importance of both

nominal ULC growth and equilibrium conditions for prices on inflation dynamics. As a by-

product of the analysis of convergence, we estimate the NKPC for the euro area using panel

data. This is interesting, because there is little evidence on the NKPC using panel data.

Our empirical evidence shows that expectations of both inflation and exchange rates are

statistically significant for inflation differences and their introduction changes the significance

of other variables. Moreover, the only business cycle indicator relevant for explaining inflation

divergence is the labour costs. Also, the equilibrium conditions for prices are important for

explaining differences in inflation rates. Besides, the ICM model is not encompassed by the

NKPC when explaining inflation differences. Lastly, our panel data evidence supports the

NKPC for national inflation rates and the existence of the cost channel.

The remainder of the paper is organised as follows. In Section 4.2 the main concepts of

convergence are revised. Next, in Section 4.3 we analyse the convergence of inflation, output

gap and RULC over the period 1980-2008, using the Kalman filter to test whether the variance

of the unobserved convergence component decreases over time. The convergence of those three

variables is analysed in Section 4.4 but using a common factor approach put into practice using

principal component analysis. In Section 4.5 an econometric model is constructed to assess

the relevance of the business cycle and other factors to explain inflation differentials. Finally,

Section 4.6 concludes the study.

4.2 Measurement of convergence

We have established above that the convergence of inflation rates is a necessary condition

for the sustainability of a monetary union. However, there are many ways of measuring

convergence of economic variables and it is difficult to agree on a satisfactory measure of

economic convergence (Hall et al., 1997). Next, the main definitions of convergence and their

implementability are revised.

Hall et al. (1997) refer to three definitions of convergence: pointwise, in expectations and
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in probability. Pointwise convergence occurs when the scaled difference between two series

converges to a constant:

lim
t→∞

(Xt − θYt) = α,

where α is a non-stochastic constant, some times set to zero, and θ allows for scaling. This

definition is too strong because it demands that in the limit the two series move exactly in

the same way.

A less strict definition is convergence in expectations:

lim
t→∞

E (Xt − θYt) = α.

This definition allows the difference between the two series to be random in the limit. How-

ever, based on this concept, it exists convergence between two white noise errors, which by

construction are completely unrelated. This shows one weakness of this definition.

A stronger definition of convergence that rules out such cases is the convergence in prob-

ability:

p lim
t→∞

E (Xt − θYt) = α.

Two sufficient but not necessary conditions for convergence in probability are:

lim
t→∞

E (Xt − θYt − α) = 0

lim
t→∞

V ar (Xt − θYt − α) = 0.

These conditions imply that the difference between the series has to decrease gradually until

it becomes a constant asymptotically. But this definition of convergence is not adequate for

economic time series, because they are usually measured with error, and thus the variance of

its difference will not go to zero asymptotically. This makes convergence in expectations a

preferred definition.

Despite the fact that until now we only referred to convergence between two series, these

definitions of convergence can be extended to a group of n series when they are applied to

each pair of series: Xit −Xjt, for i, j = 1, 2, ...n, i �= j.
It is easy to see that if two series are stationary, then they have converged in expectation,
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but not necessarily in probability, because the majority of series are measured with some error.

However, typically the discussion of convergence occurs in the context of non-stationary series.

Here, it is possible to have at least three situations. Firstly, if the difference zt = Xt − θYt
is non-stationary as t goes to infinite, then there is no convergence by any of the previous

definitions, since the variance of zt will not go to zero asymptotically and there is no long-run

mean to which series converge. Secondly, if Xt and Yt are non stationary but cointegrated

(and the cointegration residuals are I(0)), then they have converged in expectation but not

necessarily in probability. Many studies have used the concept of cointegration between series

and the stationarity of the difference of two series to assess convergence (For example Siklos

and Wohar, 1997; Holmes, 2002; Busetti et al., 2006; Gregoriou et al., 2007). Thirdly, it is

possible that two series are non-stationary and non-cointegrated when the entire sample is

considered, but they convergence at the end of the sample. This occurs when, after an initial

period of non-stationary behaviour, the difference between the variables becomes stationary

due to changes in the economic environment. This means that cointegration is not a necessary

condition for convergence. As Hall et al. (1997) highlight, convergence is defined as a limiting

case, while cointegration is a concept that applies to entire sample.

Therefore, Hall et al. (1997) propose a more appealing way to measure convergence; which

makes use of time-varying parameters and allows for convergence to take place gradually, as

the series generating process evolves towards stationarity. The proposed model is then:

Xt − θYt = αt + εt (4.1)

αt = αt−1 + υt (4.2)

εt ∼ N(0, σ2)

υt ∼ N(0,Ωt)

Ωt = φΩt−1,Ωo given.

where εt is a random error that accounts for measurement errors. The model’s central element

is the unobserved component αt, which measures the convergence between series. The initial

variance of υt is given by Ωo. If the variance of υt converges to zero (φ < 0), then αt will evolve

to a non-stochastic constant, and convergence in expectation is guaranteed. A formal test
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involves the null hypothesis of no convergence Ho : φ = 1. Convergence in probability occurs

also if the variance of εt is zero. This framework encompasses the evaluation of convergence

based on cointegration tests. Indeed, an estimate of Ωo = 0 for I(1) series means that they

are cointegrated. Finally, this model is estimated using the Kalman filter, where αt is the

state variable.

When studying the convergence of variables in a group of countries, it is interesting to test

for each pair of countries if variables converge at the same rate. Let us take as an example

the convergence of output gap and inflation in the euro area, which we will study below. It

is relevant to know if the convergence of output gap and inflation occur at the same rate.

To answer such a question, and taking for the sake of simplicity two variables Z and V , we

estimate the following model for each pair of countries, i and j:

Zi
t − θZj

t = αzt + ε
z
t (4.3)

V i
t − θV j

t = αvt + ε
v
t (4.4)

αzt = αzt−1 + υ
z
t

αvt = αvt−1 + υ
v
t

εzt ∼ N(0, σ2z); ε
v
t ∼ N(0, σ2v)

υzt ∼ N(0,Ωz
t );υ

v
t ∼ N(0,Ωv

t )

Ωz
t = φΩz

t−1,Ωo given.

Ωv
t =

(
φ · φh

)
Ωv
t−1, Ω

v
t = Ωo · Ωh

o given.

Where Zk
t (V k

t ) is the variable Z (V ) for country k (k = i or j) on period t. 4 For each pair

of countries, this model estimates simultaneously the convergence’s equations for variables Z

and V defined by Hall et al.’ (1997) model (equation (4.3) and (4.4), respectively). The rate

of convergence of the unobserved component’ variance and the initial variance are allowed

to be different for Z and V . This permits to compare, for the pair i and j, the rates of

convergence of these two variables. If we do not reject Ho : φ
h = 1, the two convergence

4All the variables refer to the pair i and j. But to simplify notation we do not put the superscript i and j
on each variable.
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processes occur at the same rate, Ωt/Ωt−1 = φ. These processes will be even more similar if

the initial variance of the state variables also coincide, i.e., if we do not reject Ho : Ω
h
o = 1.

Other way of assessing convergence, involves looking at the cross-section variance of a

number of series over time. When that variance declines over time and eventually goes to

a constant, σ-convergence occurred (we have used this concept in Section 4.1). Notice that,

when the time-varying parameters approach identifies convergence for a set of series, the

difference between each pair in the group has converged to a constant plus an error term.

As a result, the cross-section variance is also constant in the limit. This means that the

two approaches to convergence produce similar results. However, Hall et al.’s (1997) mea-

sure presents some advantages, since it allows an easy implementation of a formal test of

convergence and identifies the particular series that eventually have not converged.

In the economic growth literature it is also common to use the concept of β-convergence.

According to Barro and Sala-i-Martin (1991), this concept of convergence implies that a

set of time series are mean reverting. Consequently, countries with lower per-capita-income

tend to grow faster. If per-capita-incomes converge to the same level, then convergence is

absolute; while if a stationary difference persists between income levels, the convergence is

relative. Typically, to evaluate β-convergence for a set of series, growth rates are regressed

on the initial levels of the series. If a negative coefficient is found, that indicates convergence.

Alternatively, we can regress variables’ growth rates on their lagged levels (Hall et al. (1997)):

log(yit/yi,t−1) = α+ γ log(yi,t−1) + uit,

with yit as the per-capita-income of country i in period t and uit as an error term. If γ is

statistically smaller than 0, then we have β-convergence. Notice that this is simply a panel

unit root test. Then, if series achieved β-convergence, they also have converged according

with the definition of Hall et al. (1997), since for these authors convergence exists for a set of

stationary variables.

Despite its merits, the definition of Hall et al. (1997) does not yield a measure of aggregate

convergence over time. For that we should look at the definition of Becker and Hall (2009),

which uses a common factor representation to assess convergence. To start with, it is assumed

that the same indicator (for example inflation or RULC) observed for several countries over
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time, xit, with i = 1,..., p, is determined by a set of factors fjt, with j = 1,...,p:

xit = λ1if1t + ...+ λpifpt, (4.5)

where λji is the weight of factor j for country i. The factors are orthogonal to each other.

This general factor representation collapses to a common factor model, when the variables xit

have converged:

xit = λift + εit (4.6)

with λi �= 0 for all i and where εit is a country specific error. Notice that ft and εit can have

a time-invariant correlation structure. Variables will move perfectly together when εit is zero

for all i and t. This model is implemented using principal component analysis (PCA); or in

other words an eigenvalue decomposition of the observed variance matrix. But if the series

are in the process of converging, it is necessary to return to the multifactorial model (4.5).

In this model, factors can be ordered by their explanatory power. Pointwise convergence will

occur asymptotically when the first factor (the one that explains more variance) accounts for

all the variance in x, meaning that λ2i = ... = λpi = 0 in (4.5). In turn, convergence in

expectation exists if in the limit only the first factor plus an error explain the full variance in

the data, in which case we are in (4.6).

In practical terms, an ongoing convergence process can be measured by looking at the R2

of the first factor, which indicates the proportion of the variance explained by that factor. If

R2 = 1, pointwise convergence has been reached. But in general that would not happen due

to measurement errors. Then, we have to analyse the R2’s evolution over time, and as the

R2 gets closer to one, the higher is the degree of convergence. Based on this idea, Becker and

Hall (2009) propose to measure convergence over time looking at the evolution of the first

component’s R2. If for a set of series for the period 1 to T , the R2 of the first component for

the period T/2 to T is larger than for the period 1 to T/2, then convergence has taken place.

If for example in the first part of the sample the n variables were completely uncorrelated,

the R2 will be very low, near 1/n. But if in the second part of the sample, series start moving

together, the R2 will increase accordingly. This example shows the ability of this approach in

detecting processes of ongoing convergence.
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The latter measure of convergence can also be applied when the data are integrated of

order 1. Let us assume that there exists pairwise cointegration between n variables. Therefore,

there is only one stochastic trend that is the first factor. The variance of this trend will grow

asymptotically to infinite and dominate completely the variance in the data. As a result the

R2 of the first component will go to 1. In finite samples, the R2 will measure the extent to

which the stochastic trend is dominating the variance in the data.

It is worth mentioning that the approach of Becker and Hall (2009a) has the advantage

of being able to detect divergence if variables are white noise errors, completely unrelated by

definition. However, applying the concept of convergence in expectation to assess the conver-

gence between those errors leads to the surprising conclusion that there exists convergence,

since the series only differ by a stochastic error. But looking closer, there is no common

factor, with each factor associated with an individual variable and being able to explain only

a proportion 1/n of the total variance. In this case, the R2 of the first factor will not grow to

one asymptotically, ruling out the convergence hypothesis.

Finally, the common factor approach, besides producing a global measure of convergence,

can also identify which countries are converging. That is done by looking at the weight of the

first factor for each country. Complete convergence implies that for all countries the weight of

the first principal component is 1 and the weight of all other components is 0. 5 This implies

that the closer the first component countries’ weights is to 1, the larger is the co-movement

between countries (Hall and Becker (2009a)).

4.3 Testing convergence over the period 1980-2008

In this section, we analyse whether inflation, output gap or RULC of each country have

converged with Germany in the period 1980-2008. Hall et al.’s (1997) approach is used

to test if the variance of the unobserved convergence component decreased over time. The

relationship between inflation and business cycle convergences will also be studied. Namely,

the rate of convergence of the two phenomena will be compared, and the causality between

them will be tested.

5 If variables’ scaling is necessary, as for example when exchange rates are involved, the weight of the first
component does not go exactly to 1 for all countries when full convergence is achieved.
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4.3.1 Convergence of inflation rates

Let us start with the study of inflation convergence from 1980 to 2008. Starting in 1980 will

locate the evolution of inflation rates during the euro period in an historical context. Since

Germany has been the leading economy in the euro area, we study the convergence of each

country’s inflation towards German inflation, analysing the difference between inflation rates

of each country and Germany: πi,t − πger,t, where πi,t is the annualised quarterly inflation

rate of country i in period t, and πger,t is inflation rate for Germany. 6 We analyse whether

that difference evolves gradually towards stationarity, as outlined in model (4.1).

Under the null hypothesis φ = 1, model (4.1) is non-stationary and φ is in the boundary of

the likelihood space. 7 So, under the null the test statistic follows a non-standard distribution.

Using Monte Carlo simulations, Hall et al. (1997) suggest that φ is asymptotically normally

distributed and that the standard errors are underestimated by a factor which varies between

1.65 and 2.0. 8

Looking at Table 4.10 in Annex 4.7, the null of non convergence is not rejected for Belgium,

Luxembourg and the Netherlands. 9 In the former two cases the z-statistics is higher than 2,

but in the latter case it is smaller than 1, indicating that in this last case the non rejection

of the null is very clear. The reason why the null is not rejected for Belgium, Luxembourg

and the Netherlands may be that, unlike for the other countries, for these three there is not

a clear reduction in inflation’s volatility (Figures 4-9 and 4-10, Annex 4.7). Inflation rates of

these countries were already relatively more stable in the beginning of the sample and their

average inflation differentials were among the lowest ones. In addition, the null hypothesis

that the variance of the state variable is zero in the first period or in the last period for

each of the three countries is not rejected (fifth and sixth columns of Table 4.10 in Annex 4.7,

respectively). In other words, these countries already had a very high degree of convergence in

1980Q1, and for that reason the test does not identifies clearly further convergence afterwards.

In addition, notice that in 2008Q4 the variance of the state variable converged to zero for the

other countries as well (sixth column of Table 4.10 in Annex 4.7). In summary, in the period

6For data details see the Appendix 6.3.1.
7Note that with φ > 1 the model is explosive.
8The z-statistics ’s critical value at 5% significance for rejecting the null hypothesis (using a one-sided test:

H0 : φ = 1 vs H1 : φ < 1) should be (in modulus) between 2.71 (=1.65*1.645) and 3.29 (=2*1.645).
9All the estimations using the Kalman filter were done with Eviews 6.
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Table 4.1: Quarters of statistically significant divergence in inflation during the euro period

Country 

Average of the 

state variable in 

the diverging 

period 

No. of 

quarters of 

divergence 

Quarters of divergence 

Finland 1.60% 2 2000Q2-Q3 

France 0.86% 3 2003Q3-2004Q1 

Greece 2.12% 21 
2000Q2, 2000Q4, 2001Q3-2003Q4, 

2005Q1-Q2, 2006Q1-Q4. 2008Q1-Q3 

Ireland 2.79% 20 1999Q2-2004Q1 

Italy 1.38% 10 1999Q1, 2000Q2-Q3, 2002Q3-2004Q1 

Luxembourg 0.36% 30 2000Q2-Q4, 2001Q2, 2002Q3-2008Q4 

Netherlands 2.24% 12 1999Q1, 2001Q1-2003Q3 

Portugal 2.28% 14 1999Q1, 2000Q2-Q3, 2001Q2-2003Q4 

Spain 1.57% 40 1999Q1-2008Q4 

 
Note: Inflation differentials are statistically different from zero when they are larger than 2×RMSE

1980-2008, there is evidence of inflation convergence in the euro area.

However, what we have just stated, does not mean that sub-periods of divergence did

not exist. Such periods can be identified when the unobserved convergence variable, αt, is

significantly different from zero. An estimate of that variable can be obtained using the

filtered value of αt. 10 The root mean squared error (RMSE) can be used to assess if that

estimate is statistically different from zero. 11 We can observe from Figure 4-9 and 4-10

(Annex 4.7) and Table 4.1 an increase in divergence (in the sense that the state variable stays

significantly above zero for a certain number of periods) in some quarters after 1998 especially

for Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal and Spain. In line with this

finding, Busetti et al. (2006) identify Portugal, Greece, Ireland and Spain as a group where

inflation differentials were stable after 1998, but with inflation rates relatively higher than the

average. Notice that for these countries the divergence may be associated with the significant

reduction in the real interest rate that accompanied the nominal convergence to the euro.

For France and Finland there is also some inflation divergence, which however is statistically

significant only for a very short period. But for all countries, except Luxembourg and Spain,

10The filtered state of αt, αt|t, corresponds to the update of the one-step ahead forecast, αt|t−1, making use
of the information in t (see equation (6.19) in Annex 6.3.2).

11See equation (6.20) in Annex 6.3.2.

197



the divergence is reversed latter in the sample (seventh column of Table 4.10, Annex 4.7).

For Luxembourg and Spain the indicator of convergence (the final filtered value of the state

variable αt) is statistically different from zero in the last period of the sample. While for

Luxembourg the indicator of divergence is very small, for Spain that indicator is considerably

larger. This means that only for Spain may exist concerns regarding its long-run external

competitiveness. In conclusion, inflation divergence was in general temporary in nature, not

putting in danger the long-run stability of the euro area.

4.3.2 Convergence of real ULCs

It is well known that the business cycle affects inflation. As a result, our hypothesis is that

inflation convergence in the euro area has been accompanied by convergence in the business

cycles. There are however different indicators to measure the business cycle. Traditionally,

output gap has been used to measure economic fluctuations. Alternatively, the New Keynesian

approach argues that the correct driver of inflation is the RULC. To validate our hypothesis,

in this section we study business cycles’ convergence, starting by using the RULC.

There is some previous work by Dullien and Fritsche (2008) on the convergence of the

growth of nominal ULC in the EMU using annual data, between 1960 and 2007. They do not

reject the hypothesis of convergence for all EMU countries on two grounds. First, nominal

ULC growth differentials towards the average are stationary. Second, there is cointegration

between ULC growth rates of individual countries and the rest of the EMU. There is also no

evidence of structural break in the convergence of nominal ULC growth rates caused by the

introduction of the euro.

Using Panel Analysis of Nonstationary in the Idiosyncratic and Common components

(PANIC), Fritsche and Kuzin (2007) are more pessimistic regarding ULC growth convergence

in the euro area. They found that it is difficult to identify a common factor, with idiosyncratic

factors explaining the majority of the variance. Besides that, countries respond to the common

factor in very different ways, and it is possible to identify two groups of countries. One is

the "hard currency" club, composed of Austria, Belgium, Germany, Luxembourg and the

Netherlands. The other group includes Finland, Greece, Ireland, Portugal and Spain, which

share common movement due to their catching-up processes.
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Regarding our research, once again Germany is assumed as the leading country, and so the

convergence tests were applied to the log difference between the RULC of each country and

Germany. Since the data are expressed in indices, it is not correct to study the convergence

towards the same level of RULC. But if two countries converge, we expect to observe their

RULCs moving together, implying that RULC differentials fluctuate around a constant (not

necessarily zero). However, it is possible to admit that in the beginning of the convergence

process the co-movement of RULC between a high inflation country and Germany will be

small. A high inflation country aiming to reduce inflation rate to the German level has

to undergo an initial period of strong reduction in RULC. This will naturally imply initial

divergence between the two countries. But once inflation has converged (as has occurred in

euro area countries, as we have seen in Section 4.3.1), we expect that the RULC will basically

grow at the same rate in both countries. 12

The graphs of RULC differentials do not show a clear pattern of convergence, and after

2000 the differential actually increases for several countries (Figure 4-11, Annex 4.7). The

formal test shows convergence for Austria, Finland, France, Greece, the Netherlands, Portugal,

and Spain (Table 4.11, Annex 4.7). For Belgium, Ireland, Italy and Luxembourg there is no

rejection of the non-convergence hypothesis. 13

From the RULC’s graphs of the seven countries for which the test identified convergence,

we observe that the convergence process is not yet finished. To formally confirm this con-

clusion, a Wald test can be performed to analyse if the state variable residual’s variance,

var(αt), is zero in the last quarter of the sample: H0 : Ω2008Q4 = 0. 14 For all countries

where convergence was detected, with the exception of Portugal, this test rejected the null,

confirming the incompleteness of the convergence process (Table 4.2). In fact, the variance

of the state variable residual has been decreasing, but it was not yet zero in 2008Q4. This

means that the RULC differentials still have a non-stationary behaviour, with convergence in

12This justifies the use of techniques that are able to detect ongoing convergence.
13For Luxembourg and Ireland, part of the data are interpolated.
14 It is worth making two notes regarding this test. Firstly, as we are testing if the variance is zero, the test

statistic has a non-standard distribution under the null. Therefore, we should use smaller significance levels.
And in fact, we can reject the null for five countries with a level of significande of 1%. Secondly, as a Wald
test is asymptotically equivalent to a likelihood ratio test, the null is testing more than if the variance is zero
in the last period. Indeed, it is testing whether a full path of convergence leading to a zero variance in the last
period of the sample does exist.
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Table 4.2: Testing if the variance of the convergence variable of the RULC is zero in 2008Q4
Country Test statistic p-value 

Austria 7.2513 0.0071 

Finland 6.8000 0.0091 

France 6.8956 0.0086 

Greece 10.4141 0.0013 

Netherlands 7.4400 0.0064 

Portugal 2.8078 0.0938 

Spain 4.7080 0.0300 

 
Note: Wald test with the null hypothesis H0 : Ω2008Q4 = 0 is performed for the countries for which it was

obtained convergence in Table 4.11, Annex 4.7. The test statistics has a Chi-square distribution under the

null.

expectation not yet achieved. But in the limit the variance will go to zero. 15

In conclusion, full convergence in inflation was achieved despite the fact that RULCs are

still converging. This casts some doubts over the ability of the RULC to explain inflation

convergence. Therefore, in the next section we analyse output gaps’ convergence.

4.3.3 Convergence of output gaps

In this section we study the convergence of output gaps in the euro area by analysing the

difference between the output gap of each country and the output gap of Germany (Figure

4-12, Annex 4.7). 16 This indicator measures the synchronisation of business cycles, but it is

not expected that its variance will go exactly to zero, because output gap is measured with

some error. Instead, it is sensible to assume that as business cycles become more synchronised,

the variance of output gaps’ difference decreases. 17

For all countries except Ireland, the variance of output gaps’ difference has decreased in

a statistically significant way between 1980 and 2008 (Table 4.12, Annex 4.7).18 As noted,

Ireland is the only exception, with the variance of output gaps’ difference having actually

15Probably, results would not be different if convergence to the average was studied, because the RULC of
Germany was highly aligned with the euro area average, as shown by the common factor approach below.

16The output gap is obtained with a HP filter (lambda = 1600) applied to the log of real GDP.
17Notice that for the output gaps we are not really interested in studying if there is convergence in expectation,

because that is already ensured, as output gaps are stationary variables. Instead, our main goal is to understand
how the variance of output gaps’ difference evolves over time.

18 In this test we use the standard critical values to test H0 : φ = 1, because the difference of output gaps is
stationary even if H0 is not rejected.

200



increased (φ > 1). This result is strongly affected by the steep decrease in output gap that

occurred in 2008.

We also notice that the convergence rates are quite similar among countries, ranging from

-1.44% per quarter for Austria to -3.69% per quarter for the Netherlands (Table 4.12). 19 In

addition, it is possible to identify some interesting patterns. On one hand, there is a group

of countries with smaller rates of convergence: Austria, Belgium, France and Luxembourg.

Probably, the output gap of these countries was already highly synchronised with Germany in

1980. On the other hand, we have the Southern countries: Greece, Italy, Portugal and Spain.

These countries that in 1980 were less linked to the German business cycle have converged to

it at higher rates. Also Finland that had strong trade links with the Soviet Union, has had a

quick convergence towards the Germany’s business cycle.

In general, since 1980, the business cycles of euro area countries have become more aligned.

This was expected due to the increasing economic and monetary integration that has occurred

in the euro area.

4.3.4 Comparing the convergence processes of inflation and output gap

From what we concluded above, there is strong evidence of convergence in inflation rates.

On the business cycle side, there is also robust evidence of convergence between output gaps.

In this context, one interesting question is whether both processes occur at the same rate.

To answer that, we apply the model composed by equations (4.3) and (4.4) to inflation and

19The convergence rate is Ωt/Ωt−1 − 1 = φ− 1.
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output gap:

difxit = αxt + ε
x
t

difπit = απt + ε
π
t

αxt = αxt−1 + υ
x
t

απt = απt−1 + υ
π
t (4.7)

εxt ∼ N(0, σ2x); ε
π
t ∼ N(0, σ2π)

υxt ∼ N(0,Ωx
t );υ

π
t ∼ N(0,Ωπ

t )

Ωπ
t = φΩπ

t−1,Ω
π
o given.

Ωx
t = (φ · φz)Ωx

t−1,Ω
x
t = Ω

π
o · Ωz

o given.

where difxit = x
i
t− xgert , with xit being the output gap of country i and xgert the output gap

of Germany. Also difπit = π
i
t−πgert , with πit as the inflation rate of country i and πgert as the

inflation rate of Germany.

For Belgium and Spain the convergence processes of inflation and output gap occurred at

the same rate (we did not reject Ho : φ
z = 1). 20 In contrast, for Austria, Finland, France,

Greece, Italy, Luxembourg and Portugal the processes were different (Tables 4.13, 4.14 and

4.15, Annex 4.7). 21 For these countries the convergence of inflation occurred at a faster rate

than the convergence of output gap: on average 3.87% per quarter faster. The same occurs for

the other two countries where the difference in the convergence dynamics of the two variables

was not statistically significant. This may be explained by the Maastrich criteria that stressed

the importance of nominal convergence.

For the Netherlands and Ireland both processes are clearly different, because in the Nether-

lands there was no clear convergence of inflation and in Ireland there was no convergence of

output gap.

It is worth mentioning that the comparison between the rates of convergence of inflation

rates and output gaps does not clarify if there was causality between the two processes. For

instance, the two processes may have occurred at the same rate because other factors are

20We use a two-sided test because both φz < 1 and φz > 1 are plausible alternative hypothesis.
21For Finland and Greece the processes are different at a level of significance of 10%.
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implying a common rate of convergence. Therefore, in the next section we study if there is in

fact causality between both processes of convergence.

4.3.5 Relationship between convergence of inflation and output gap

The convergence of inflation and the convergence of output gap may influence each other.

On one hand, when a country’s output gap is higher than the average output gap that cre-

ates pressure for its inflation to be also higher than average. On the other hand, inflation’s

convergence may affect output gap’s convergence, even though the direction of the impact is

unclear. It is true that if a country’s inflation is growing faster than the average that will lead

to a loss of external competitiveness, which may reduce output gap and lead to convergence

of that variable. But on the contrary, high inflation leads to lower real interest rates, which

will increase aggregate demand and lead to output gap divergence. Which of these described

effects is the dominant one has to be determined empirically.

In our model one indicator of convergence is the state variable, αt. In order to study the

relationship between the convergence of output gap and inflation, we made two changes to

model (4.7). First, we assumed that the last period state variable of output gap may affect

the current state variable of inflation (equation (4.9)). And since as we have seen the causality

can be bidirectional, it was also assumed that the last period state variable of inflation may

influence the current state variable of output gap (equation (4.8)). That leads to the following
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model, where all equations are estimated simultaneously for each country i:

difxit = αxt + ε
x
t

difπit = απt + ε
π
t

αxt = γggα
x
t−1 + γigα

π
t−1 + υ

x
t (4.8)

απt = γiiα
π
t−1 + γgiα

x
t−1 + υ

π
t (4.9)

εxt ∼ N(0, σ2x); ε
π
t ∼ N(0, σ2π)

υxt ∼ N(0,Ωx
t )

Ωx
t = φxΩx

t−1,Ω
x
o given.

υπt ∼ N(0,Ωπ
t )

Ωπ
t = φπΩπ

t−1,Ω
π
o given.

Some comments are necessary on parameters γ. Firstly, we allowed γgg and γii to be

different from 1 to ensure the model’s stability. Furthermore, when one of the series converges

and the other does not, only some values for γ make sense. If output gap converges and

inflation does not converge, then γig = 0. Otherwise, in the limit there was a non stationary

component in output gap. Likewise, γgi = 0 if output gap does not converges and inflation

converges. Finally, if both series converge, γig and γgi may or may not be different from zero.

As expected from the discussion above, our results (see Tables 4.16, 4.17 and 4.18, Annex

4.7) show that the effect of output gap convergence on inflation convergence is positive for all

countries except Luxembourg. But this effect is statistically significant only for Finland, the

Netherlands and Portugal. 22

The sign of the effect of inflation convergence on output gap convergence varies from

country to country and is never statistically significant. One explanation for this result may

be that the two effects of inflation convergence on output gap convergence described above

tend to compensate each other; or alternatively neither of those effects is significant. These

results show that inflation differentials do not cause further divergence in output gap, which

makes the destabilizing effects of inflation differentials smaller. For future work, it would be

22For Finland and the Netherlands the coefficient is significant at 10% only.
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interesting to analyse if we obtain more significant results considering the accumulated effect

of inflation divergence on output divergence.

In summary, in this section we concluded that from 1980 to 2008, inflation differentials

in the euro area have converged in expectation, despite the emergence of some temporary

divergence after the introduction of the euro. The business cycles of euro area countries, as

measured by the output gap, have also become more aligned. Also, output gap convergence

had a positive effect on inflation convergence, even though statistically weak for the majority

of countries.

The methodology applied here does not allow for the clear identification of sub-periods

of convergence and divergence in the business cycles. However, in the literature on business

cycles, periods of convergence and divergence have been identified (Massmann and Mitchell,

2004). In order to be able to identify these sub-periods, we are going apply the common factor

approach in the next section.

4.4 Common factor approach to convergence

In this section we use the common factor approach, developed by Becker and Hall (2009a),

to measure aggregate convergence in inflation and business cycles. 23 Besides producing

an aggregate measure of convergence, this approach allows us to study the aggregate and

country-specific convergences in short periods of time. This permits a more detailed analysis

of the co-movement, especially of the output gaps and RULCs. 24

4.4.1 Inflation

We start by analyzing the convergence of inflation rates since 1980, with emphasis on the euro

period and using annualised quarterly inflation rates.

23 In this section, we say that convergence has taken place when there is an increase in the co-movement
between series. As we will see below, that does not mean necessarily that the absolute difference between series
has decreased.

24This means that, as an example, instead of simply saying that between 1999 and 2008 the output gap of
France has converged, we can say that in the period 1999 to 2004 it has diverged and from 2005 to 2008 it has
converged.
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Analysis of long periods

Let us start by analysing long term convergence. For that we define three windows: 1980-89,

1990-98 and 1999-2008. The latter window begins when the euro was launched.

Looking at the R2 of the first component, the period 1980-89 is the one with higher

co-movement between inflation rates (0.7040) - Table 4.3. In 1990-98 a decrease occurs in

inflation rates’ association (0.5758). Finally, during the euro area period (1999-2008) the link

between inflation rates remains basically the same as in the previous window.

Table 4.3: R2 of the first component for three subperiods between 1980 and 2008
 198 0-89 1990-98 1999 -2008 

Inflation 0.7040 0.5758 0.5753 

Output gap 0.3560 0.6464 0.7225 

RULC 0.8077 0.6850 0.6187 

 

The decrease in the correlation of inflation rates in the period 1990-98 can be understood

in the context of both the European currency crisis and the subsequent convergence process in

the run-up to the euro. Indeed, during the 1990’s there was a decrease in inflation differentials,

as can be seen in the reduction in the standard deviation of inflation rates (Figure 4-2).

To achieve this, national inflation rates had different evolutions: while some countries were

converging, others had already converged.

After the creation of the single currency, the fact that inflation rates on average have not

moved more closely may seem unexpected. However, as we will see below, there were periods

of convergence and divergence and the last periods had a co-movement between inflation rates

larger than in the 1980’s. In any case, an explanation for why the convergence on average

was not higher can probably be found in the dynamic interplay between inflation and output

gap in a monetary area, associated with the consequences in some countries of the nominal

convergence process that occurred before the euro.

We established above that the R2 of the common factor was bigger in the 1980’s than both

in the 1990’s and during the euro period. We get the same picture if we analyse the average

correlation between the inflation rate of the 12 euro area countries and the inflation rate of

each country: the correlation has decreased from 0.8259 in 1980-89 to 0.6907 in 1999-2008.
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Figure 4-2: Cross sectional standard deviation of inflation rates in the euro area (countries
have equal weight)

This occurs despite the fact that during the 1980’s the absolute inflation differentials were

larger than in the period 1990-2008.

Even though the R2 in the 1980’s was higher than in the euro period, the absolute unex-

plained variance by the common factor is much higher in the former period. That can be seen

by performing PCA using the covariance instead of the correlation. So, for the period 1980-89

the R2 was 0.64 and the unexplained variance was 0.010289 for a total variance of 0.028609.

25 For the period 1999-2008, due to much smaller inflation differentials, the total variance of

inflation decreased to 0.00284 and the unexplained variance also decreased to 0.00119. How-

ever, the R2 decreased to 0.5806. In sum, in relative terms there was less co-movement, but

in absolute terms the unexplained variance was approximately 10 times smaller.

Euro area period

Now, we are going to focus on the euro period, defining several five-years windows, as can be

seen in Figure 4-3. During the euro period, inflation’s convergence has evolved in a U-shape.

During the first three windows, 1997-2001, 1998-2002 and 1999-2003 inflation co-movement

was higher than in the next three windows. The loss of co-movement that occurred in the

25Notice that it is normal that the results with the covariance and correlation are different.
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Figure 4-3: Inflation co-movement during the euro period.

windows 2000-04 and 2002-06 was recovered in 2003-07 and 2004-08, with the R2 in the latter

window being 0.71, higher than in the first window 1997-2001, which was 0.53.

Notice that the periods of divergence include the years of the European slowdown and

recession of 2001-04. In the opposite direction, during the last window that includes the

deep recession of 2008 the convergence has increased strongly. From here we observe that the

relationship between inflation convergence and the business cycle is not tight; or that other

factors are affecting inflation convergence. 26

Regarding the periods of divergence, the evidence just obtained is consistent with the

results from Section 4.3.1. There, it was identified that, loosely speaking, between 2000 and

2004 some countries had a temporary divergence in inflation.

Country analysis Over the period 1999-2008, the countries less correlated by far with the

average were the Netherlands and Portugal (Figure 4-4). The next group of countries less

correlated is composed by Finland and Ireland. We call the group composed of Finland,

Ireland, the Netherlands and Portugal the “divergent group”. Notice that in this group the

only country from what we can call “core” Europe is the Netherlands. When we refer to the

group "core" Europe we are, loosely speaking, talking of Austria, Belgium, France, Germany,

Luxembourg and the Netherlands.

The evolution of inflation in the divergent group, especially in the Netherlands and Por-

26This comment should be read in the light of the fact that our sample includes few observations on the
financial crisis which started in 2008.
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Figure 4-4: Country weights of first and second principal components of inflation

tugal, is positively and strongly correlated also with the second principal component (PC),

which explains 12.42% of the variance for the period 1999-2008. So, we can conclude that

this PC is associated with the observed divergence. 27

Turning now to the analysis of countries’ behaviour in sub-periods, we can start by the two

major episodes of divergence, which occur in the windows of 2000-04 and 2002-06. In 2000-04

the major countries responsible for the divergence were Finland, Ireland, the Netherlands and

Portugal (Figure 4-13, Annex 4.7). 28 The inflation rate of Portugal actually moved in the

opposite direction to the others countries’ inflation. The correlation between the inflation

rates of Austria, Greece and Germany and the average rate also decreased in relation to the

previous rolling window, but less than for the divergent group.

In comparison with the previous window, in 2002-06 Finland and Greece’s inflation co-

moved less with the rest of the monetary area. But the biggest reduction in correlation oc-

curred for Italy and Belgium. For Italy a smaller decrease in correlation had already occurred

in the 1999-2003 window. In addition, the inflation behaviour of the two biggest economies

of the euro area, France and Germany, also become less synchronised with other countries.

For France this phenomenon was already in place in the three windows since 1999 (1999-2003,

2000-04, 2001-05), even though its inflation has always kept high levels of correlation with the

average. Among the large countries, Spain was the one that suffered less divergence since the

27The other PC with less explanatory power also capture divergence, but it has an eigenvalue lower than 1.
28 In the sense that these countries were the ones for which weights have decreased the most.
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euro was introduced.

In the windows of 2003-07 and 2004-08 convergence increased for all countries. In 2003-07,

inflation rates of the countries outside the divergent group are the ones that became more

aligned with the average, especially Austria, Belgium, Germany, and Italy. 29 In 2004-08 the

increase in convergence was explained especially by the good behavior of both the divergent

group (Ireland, the Netherlands and Portugal) and Greece and Italy.

In summary, apart from the countries of the divergent group, some large countries and

other core European countries were also responsible for the divergence in inflation observed

during the euro period.

4.4.2 Business cycles convergence

In this section we analyse the convergence of business cycles in the euro area, in order to

study if it is connected with inflation convergence. Firstly, the output gap will be studied and

next the RULC.

Output gaps
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Figure 4-5: Output gaps co-movement during the euro period (1999-2008)

Between 1980 and 2008, the co-movement of output gaps in the euro area increased con-

tinuously. The R2 of the first principal component was 0.3680 in the window 1980-89 and

29 In the sense that these countries were the ones that had the largest increase in the weights, compared with
the previous period.
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jumped to 0.6512 in 1990-98. Although more modest, there was also an increase in the cor-

relation of business cycles during the euro period, with the R2 reaching 0.7225 in 1999-2008.

This continuous increase in convergence is probably explained by the deepening of trade and

monetary integrations. Particularly, the adoption in 1979 of a system of fixed exchange rates

and the subsequent creation of a single currency implied convergence of policies that may

have led to greater conformity in the business cycles. Artis and Zhang (1997, 1999) defend

that this has occurred with the ERM.

In more detail, the rolling windows during the euro period show an overall trend of in-

creasing business cycles’ integration, with the correlation increasing from 0.6096 in 1998-2002

to 0.7994 in 2004-08 (Figure 4-5). But there were some windows of divergence, especially

2001-05 and 2002-06, with the proportion of variance explained by the European business cy-

cle decreasing from 0.8079 in 2000-04 to 0.6761 in 2002-2006. For a longer period on analysis,

De Haan et al. (2008) also conclude that business cycles in the euro area have gone through

periods of both convergence and divergence.

Comparing the divergence of output gaps and inflation rates, the only window in which

there was simultaneous divergence in both variables was 2002-06.
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Figure 4-6: Country weights of the first principal component of output gap (1999-2008)

When we look at the behaviour of individual countries during the euro period, Greece

stands out clearly as an outlier with almost zero correlation with the European business cycle

(Figure 4-6). From the inflation’s diverging group, Ireland and Portugal also show a smaller

than average co-movement with the European business cycle, 0.79 and 0.80 respectively.
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Germany and Italy’s output gap also had a relatively small correlation with the European

output gap: 0.85 and 0.82 respectively. We can observe that, at the country level, there was a

relationship, even though not perfect, between output gap divergence and inflation divergence.

Ireland and Portugal are two good examples, with a low correlation with the average in both

variables. 30

During the two episodes of divergence in 2001-05 and 2002-06, Finland, Ireland and Portu-

gal were the main contributors to the reduction in the connection between European business

cycles (Figure 4-14, Annex 4.7). Notice that during these two periods the output gaps of

France, Italy and especially Germany also reduced their correlation with the average. Relat-

ing such evolution with inflation divergence, we observe that these large countries also had

considerable divergence in inflation in 2002-06. Finland also became less synchronised with

the common inflation in the windows of 2001-05 and 2002-06; but the same did not occur for

Ireland and Portugal.

RULC

In this section, we analyse the convergence of RULCs, with the aim of confirming or com-

plementing the analysis done with the output gap. In opposition to the output gap, the

synchronisation of the RULCs decreased continuously in the windows 1980-89, 1990-98, and

1999-2008 (Table 4.3). The reduction observed in the euro period is due mainly to the strong

reduction in the last years, as we will see next in the detailed analysis of that period.

During the euro period, the increase in the R2 of the RULCs common factor was relatively

small: from 0.5073 in the window 1999-2003 to 0.5686 in 2004-08 (Figure 4-7). However, the

evolution has been characterised by cycles of convergence and divergence. In 1999-2003 and

2000-04 the R2 of the aggregate component suffered a reduction; from 0.5529 in 1998-20003

to 0.4687 in 2000-04. This reduction coincided with the decrease in inflation co-movement.

Afterwards, in 2001-05 and 2002-06 there was a strong increase in convergence, with the R2

reaching 0.7802 in the latter window. Finally, in 2003-07 and especially in 2004-08 the co-

movement reduces considerably, with the R2 tumbling to 0.5686 in the latter window. During

these two windows we observed an opposite evolution in inflation rates and output gaps’

30Also Germany, Greece and Italy tend to show a less aligned behaviour with the average in both inflation
and output gap.
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Figure 4-7: RULC co-movement during the euro period
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Figure 4-8: Country weights of first principal components of RULC (1999-2008)

convergence.

At the country level, for the overall euro period, the RULCs of Finland and Ireland moved

in the opposite direction to the other countries’ RULCs (Figure 4-8). In turn, Italy’s RULC

evolved in the same direction as the common factor, but with a very small correlation with it,

of 0.1861. France’s RULC also had a relatively small linkage with the wide evolution of the

euro area’s RULC, with a correlation of 0.7443: that compares with a correlation of 0.9707

for Germany.

Looking at the divergence in 1999-2003 and 2000-04, this can be explained by the diverging

behavior of Finland, Italy, the Netherlands and Ireland (Figure 4-15, Annex 4.7). In turn,
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the divergence in 2004-08 continues to be explicated by Italy and the Netherlands, but now

Belgium and Portugal also play a role.

Once more at the aggregate and country levels we observe some connection between the

convergences of RULC and inflation; however, this is not very close.

4.4.3 Correlation between the convergences of inflation rates and the busi-

ness cycles

Table 4.4: Correlation between the R2 of inflation and the R2 of output gap or RULC
Variables Correlation t-value 

Inflation, Output gap 0.5754 1.4071 

Inflation, Output gap (t-1) 0.1754 0.3563 

Inflation, RULC -0.1344 -0.2713 

Inflation, RULC (t-1) 0.6822 1.8663 

 

Now, we formally test the association between the convergence of inflation and the con-

vergence of output gap or RULC. For that, we use the correlation between the R2 of those

variables in six consecutive five-year windows for the period 1999-2008. We expect that as

output gaps or RULCs of euro area countries tend to move closer, as shown by a larger R2,

the same will happen to inflation rates.

The correlations between R2 of inflation and output gap and R2 of inflation and one

period lagged RULC are relatively high, but their statistical significance, as measured by the

t-values, is not particularly strong - Table 4.4. This confirms our qualitative analysis of the

association between those variables.

In summary, compared with the period 1990-98, the co-movement in European inflation

rates on average did not increase during the euro period. But when looking at sub-periods

after the introduction of the euro, we conclude that the link between European inflation rates

has increased in the last years studied. Regarding business cycles’ convergence, we obtain

slightly different results depending on the indicator used. With respect to the window of

1990-98, the co-movement between output gaps has increased significantly during the euro

period (1999-2008). In turn, for the RULC we need to look at sub-periods during the euro

period, to observe a slight increase in co-movement. The comparison between the evolution of
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the R2 of inflation and the R2 of output gap or RULC shows some positive correlation; that

however is not particularly statistically significant. This correlation analysis is only indicative

because correlation does not necessarily imply causality and there are other factors driving

inflation, like the exchange rate and inflation’s expectations.

4.5 Explaining inflation differentials

In the previous sections we observed that some relationship exists between the convergence

of inflation rates and the convergence of output gaps or RULCs in the euro area. In this

section, we extend the analysis of the relevance of the business cycle for inflation differentials,

using a regression analysis for the period after the introduction of the euro (1999Q1-2008Q4)

and comprising 12 euro area countries. In this period, inflation convergence was already very

advanced for the majority of countries and therefore it makes sense to analyse the set of

countries as an homogenous group. In other words, the poolability assumption in a panel is

more acceptable.

4.5.1 Determinants of inflation differentials in the euro area

There are many possible determinants of inflation differentials in a monetary union like the

euro area.

Firstly, inflation differentials can be explained by differences in countries’ business cycles.

Such differences may emerge due to supply shocks (e.g. oil price) or domestic demand shocks.

The latter shocks can arise due for instance to differences in fiscal policy, country-specific non-

policy demand shocks (e.g. taste shocks), or asymmetric effects of common demand shocks.

Such asymmetric shocks can be induced by monetary policy or exchange rate movements.

In fact, the common policy interest rate may have different impacts on each country, due

to differences in financial and economic structures (Hofmann and Remsperger, 2005). Also,

the exchange rate’s evolution can cause inflation differentials, even though the euro is the

common currency. That is so because differences in trade patterns may imply that national

effective exchange rates respond differently to the evolution of the euro. In fact, the weight

of imported consumption goods and inputs from outside the euro zone differs from country

to country, as well as the trading partners.
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Asymmetric demand shocks may arise due to differences in consumption patterns. These

differences also imply that the weight of each sub-index of goods in the HCPI differs across

countries. As a result, symmetric changes in prices of goods across the monetary union, imply

different inflation rates measured by the HICP. However, this effect did not play a relevant

role in explaining inflation differentials in the euro area (Hofmann and Remsperger, 2005;

ECB, 2003).

On the structural side, inflation differentials in a monetary union may arise due to price

level convergence, which may result from the convergence of both tradable and non-tradable

prices (ECB, 2003; Hofmann and Remsperger, 2005). Tradable goods’ prices convergence is

originated by goods markets’ integration, probably boosted by a single currency.

In turn, real income convergence, probably increased by the introduction of the euro, may

also lead to convergence of non-tradable goods’ prices, as explained by the Balassa-Samuelson

effect. In the catching up process, productivity gains tend to occur mainly in the tradable

sector, which suffers higher external competition and is more capital-intensive. As a result,

in this sector, wages increase without creating inflationary pressures. Due to labour mobility

among tradable and non-tradable goods sectors and competition in the goods market, wages

also increase in the non-tradable goods sector. However, in this sector, where productivity

growth is slower, the increase in wages has to be compensated by an increase in prices. In

conclusion, catching-up countries, where the productivity differential between the tradable

and non-tradable sectors is larger, will suffer larger non-tradable goods’ inflation.

Honohan and Lane (2003) found that output gap, the change in the nominal effective

exchange rate (NEER) and price level convergence were significant in explaining inflation

differentials in the euro area for the period 1998-2001.

Rogers’ (2002) results are similar to those of Honohan and Lane (2003). For the EMU-11

in 1997-2000 CPI inflation differentials were fundamentally explained by the lagged price level,

output gap and trade openness. The price level had the expected negative coefficient and the

two latter variables had positive coefficients. The lagged per capita GDP had also a negative

effect on inflation differentials at a 10% level of significance. Regarding the significance of

the price level, it was not robust enough to withstand more substantive analyses and most of

inflation differences were accounted for factors other than the convergence of prices.

Angeloni and Ehrmann (2006) included one more year of data than Honohan and Lane
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(2003) did, and taking into account data revisions, confirm that the exchange rate is a deter-

minant of inflation differentials, but that its statistical significance is weak. In contrast, the

significance of output gap and of the lagged price level increases in their estimates.

Honohan and Lane (2004) update their 2003 study with two more years of annual data,

obtaining a sample covering the period 1999-2003. But they are not able to obtain their previ-

ous result of the significance of the change in the NEER to explain CPI inflation differentials.

However, output gap remains significant. It seems then that the NEER is mainly affecting

inflation through output gap. To make things even more complex, when using quarterly data

for 1999Q1-2004Q1, they conclude that the level of the NEER explains CPI inflation differen-

tials, but that the output gap does not explain. In this case, it is argued that in a monetary

union national inflation rates act to correct misalignments in exchange rates; when the euro

is under-valued, the increase in inflation acts as a correction mechanism, reducing external

competitiveness, especially for countries more exposed to extra-euro trade.

From the above discussion, it is clear that the literature does not agree on the significance

of the output gap and the NEER in explaining differences in inflation in the euro area. In

order to contribute to the clarification of the relation between inflation and the business cycle,

we will use the RULC as an alternative to the output gap. This variable is suggested by the

New Keynesian literature as the correct driver of inflation. This literature also stresses that

inflation is forward-looking, and there is also a secondary role for lagged inflation. Besides,

if inflation is sufficiently persistent, temporary demand and supply asymmetric shocks may

cause persistent inflation differentials (Hofmann and Remsperger, 2005).

We also use expectations and lagged values of the exchange rate to clarify the role of

this variable on inflation differentials. The nominal interest rate may also play a direct role

in inflation divergence if the cost channel is relevant. In this context, even changes in the

common policy rate may imply differences in inflation when the importance of the cost channel

differs from country to country.

Also, on the supply side, fluctuations in the price of energy cannot be ignored as a possible

determinant of differences in national inflation dynamics, since there are different degrees of

dependency from oil across European countries (ECB, 2003).

Finally, fiscal deficits and the real interest rate may also have contributed to inflation

differentials, but probably their effect occurred essentially through the output gap. Along
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this line, Honohan and Lane (2003) found that, after controlling for the output gap, fiscal

positions did not have a statistically significant effect on inflation divergence in the euro area

between 1999 and 2001.

4.5.2 Explaining inflation differentials using measures of divergence

In Section 4.4, the convergence of key variables was analysed using a common factor approach.

For each variable, equation (4.6) was estimated. The error, εit, is the component not explained

by the first common factor. In practice, this error is estimated by the residual obtained as the

original values of the variable minus the fitted values, with the latter values computed with

the first principal component. It is easy to see that εit is a measure of divergence. Using such

a measure, our aim is to explain divergence in inflation with divergence in other variables.

The equation to estimate is:

rπi,t = γppli,t−1 + γfErπi,t+1 + γbrπi,t−1 + γgrxi,t + γini
euro
t (4.10)

+γpopot + γefErei,t+1 + γerei,t + γebrei,t−1 + ui,t

where pli,t−1 is the price level of country i in t− 1 expressed in relative terms, with the euro

area 12 as a reference, rπi,t is the residual of CPI inflation, rxi,t is the residual of output gap,

ieurot is the euro area interbank interest rate, pot is the price of oil in the international market

converted to euros, and rei,t is the residual of the NEER’s level ; and Erπi,t+1 and Erei,t+1

are expectations of inflation’s residual and exchange rate’s residual, respectively. 31

Expectations of inflation are used because agents are forward-looking when establishing

prices. In addition, previous studies have shown (for example Gali and Gertler, 1999; Gali

et al., 2001) that a proportion of agents have backward-looking expectations, justifying the

introduction of the one-period lagged inflation.

In turn, the residual of the nominal exchange rate was introduced to translate the impact

of import prices on inflation. We expect that an appreciation of the euro, i.e., an increase

in ret, has a negative impact on inflation (γe < 0). The expected and lagged values of the

31The residuals were obtained by estimating equation (4.6) for the period 1998Q1-2008Q4.
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exchange rate’s residuals are introduced due to the assumption that expected and lagged

domestic inflation’s differentials affect present domestic inflation’s differentials (this is similar

to equation 3.32 for national inflation rates). The coefficients of the lag and lead exchange

rates are expected to be positive (γef and γeb > 0).

Moreover, the lagged price level, pli,t−1, is considered as a proxy for the price conver-

gence effect (Honohan and Lane, 2003). It is expected that countries with higher price levels

experience lower inflation (γp < 0).

Also, the euro area interest rate was introduced to capture the effect of the cost channel

on inflation differentials.

Finally, the roles of output gap residuals and the price of oil are easy to understand.

While the former captures the effect of business cycle on inflation differentials, the latter is

introduced to assess if oil price fluctuations create differences in inflation dynamics.

The model was estimated using a panel of 12 euro area countries; the original 11 founders

and Greece. The panel is unbalanced only when the loans interest rate or the price of im-

ports are used, because before 2003Q1 there were no data available on the former variable

for Luxembourg and before 2000Q1 there were no data available on the latter variable for

Ireland. The estimation was done using Panel GMM because some variables are simultane-

ously determined (for example output gap and inflation); and also due to the presence of

expectations.

In order to estimate equation (4.10), expectations are replaced by observed values under

the assumption of rational expectations. This assumption implies that agents’ forecast errors

are not correlated with information available to them at the time expectations are formed.

As a result, we can obtain orthogonality conditions to apply the GMM (see Section 3.3.4).

It is worth mentioning that we do not introduce country fixed effects for two reasons.

On one hand, inflation’s expectations can accommodate differences in inflation rates that

remain constant for the entire sample, without it being necessary to include a constant for

such a purpose. On the other hand, introducing fixed effects with a lagged dependent variable

produces bias in results. 32

32Anyway, below we show that our main results hold even if crountry fixed effects are introduced.
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The model can be expressed in a condensed way as

yit = x
′

itβ + uit,

with x
′

it(1 × k) = [pli,t−1 rπi,t+1 rπi,t−1 rxi,t ieurot pot rei,t+1 rei,t rei,t−1] and β(k × 1). As

usual, it is assumed that observations are independent over i.

Staking the T observations for the ith individual, we simplify the notation to

yi = Xiβ + ui

where yi and ui are T × 1 vectors and Xi is a T × k matrix.

Now, we assume that there is a matrix of instruments, Zi (T × r), with r > k , which

satisfies r moment conditions for each individual i:

E
(
Z
′

iui

)
= 0.

The GMM estimator looks to satisfy as close as possible these r moment conditions, by

minimising the quadratic form

JN(β) = g(β)
′
WNg(β) (4.11)

with g(β) =
N∑
i=1
Z
′

iui as the sample moment condition (r× 1) andWN as the r× r weighting
matrix.

We use the two step GMM with WN = Ŝ
−1, where the matrix r × r

Ŝ =
1

N

N∑

i=1

Z
′

iûiû
′

iZi (4.12)

is a consistent estimator for S, the variance of moment conditions. With the sum being per-

formed over individuals, the weighting matrix and standard deviations are robust to arbitrary

serial correlation and time-varying variances of the errors (White period method). 33 The

errors ûi are obtained in a first step with a consistent estimator for β.

33See note to Table 4.5 for the formula of the variance.
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The choice of good instruments for the GMM estimation is an important task. The con-

vention in the literature is to use at least past information on the endogenous and forcing

variables (Binder and Pesaran, 1995). In our case, we have to take into account that endo-

geneity is a potential problem for several variables. For example rπi,t+1, rxi,t, rei,t+1 and

rei,t can be seen as endogenous explanatory variables. 34 Consequently, only the lags of those

variables can be used as instruments. A further reason for such a procedure is that informa-

tion for period t may not yet be available when agents form their expectations. Therefore, we

used as instruments the price level lagged one period, 2 lags of inflation’s residuals, and one

lag of each of the other explanatory variables. We added some additional instruments that

proved to have a strong explanatory power in the first stage regression: one lag of the loans

interest rate (ii) and the lags t− 2 and t− 3 of the difference between the CPI of country i

and the euro area 12 CPI (dif πt).
35

One point worth testing when choosing instruments is their weakness. We performed this

test using the first stage regression of t+1 inflation on the instruments. Then we retained the

F-statistic of the joint significance of the instruments. The same was done for the exchange

rate in t + 1. The rule of thumb is that if the F-statistic is larger than 10, the existence of

weak instruments can be ruled out (Stock et al., 2002). In the regressions of Table 4.5, this

rule of thumb is fulfilled for the first stage regression of the exchange rate, but not for the

inflation rate’s regression. Weak instruments are common in forward-looking models with

rational expectations (Mavroeidis, 2004) because agents use all available information to make

expectations, implying that valid instruments will be weak.

Since the models estimated here are overidentified (number of instruments > number of

regressors), the correlation between the error and the instruments can be tested with the

J-test. Applying this test in all of the following regressions indicates that instruments are not

correlated with the error. 36

Our results show that when the output gap is used as an indicator of the business cycle,

inflation’s divergence is positively affected by the expected inflation’s divergence for the next

period, and this effect is statistically significant (Table 4.5, eq. (1)). The lagged inflation’s

34For large countries the euro area variables can also be endogenous.
35There are some small changes in the instruments depending on the exact specification of the estimated

equation. See notes to Table 4.5.
36See note to Table 4.5 for details on the J-test.
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Table 4.5: Explaining inflation differentials using the residuals of the common factor model.
GMM estimation.

 Eq. (1) Eq. (2) Eq. (3) Eq. (4) 

 0.74*** 0.72*** 0.68*** 0.73*** 
(0.12) (0.0889) (0.12) (0.10) 

 0.094 0.099* 0.11 0.062 
(0.076) (0.056) (0.10) (0.06) 

 0.015 0.14 - - 
(0.218) (0.1583)   

 - - 0.27 - 
  (0.28)  

 - - - -0.00086** 
   (0.00040) 

 0.032* 0.013** 0.086 0.038 
(0.019) (0.0063) (0.072) (0.026) 

 -0.049 -0.010** -0.15 -0.057 
(0.032) (0.0050) (0.14) (0.047) 

 0.020 - 0.072 0.022 
(0.015)  (0.069) (0.022) 

 
-0.00013 - -0.0025 -0.00026 
(0.00018)  (0.0025) (0.00029) 

 0.000087 - 0.0020 0.00016 
(0.000164)  (0.0020) (0.00028) 

 -0.0038 - -0.0057 -0.0064* 
(0.0025)  (0.0046) (0.0033) 

F-stat 1
st
 

stage reg.: 
    

 8.24 8.24 7.99 7.97 

 136.67 136.67 136.10 134.70 

J-statistic  3.98 6.93 1.99 3.20 
 [0.26] [0.32] [0.57] [0.36] 

Q (2) stat.  122.90 127.41 109.59 110.88 
 [0.00] [0.00] [0.00] [0.00] 

 
Notes: In all equations there were included two dummies to correct two large outliers for Greece (1999Q1=1

and 2000Q4=1). Instruments: Eq. (1): constant, rπi,t−1, rπi,t−2, rxi,t−1, rei,t−1, ieurot−1 , pot−1, pli,t−1,
pi,t−2, ii,t−1, dif πi,t−2, dif πi,t−3 and two dummies for Greece. Eq. (2): the same as eq. (1). Eq. (3):

the same as eq. (1) plus xeurot less pi,t−2. Eq. (4): the same as eq. (1) plus rsi,t−1 less pi,t−2.
(...) contain standard errors robust to arbitrary serial correlation and time-varying variances of the errors.

[...] contain p-values. "***" means significance at 1%, "**" at 5%, and "*" at 10%.

The estimators of equation’s coefficients and variances are: β̂2SGMM=
[
X

′
ZŜ−1Z

′
X
]−1

X
′
ZŜ−1Z

′
y

and V̂
[
β̂2SGMM

]
=

[
X

′
Z
(
N Ŝ

)−1
Z
′
X

]−1
.

The J-statistic is obtained by evaluating the GMM objective function with the efficient GMM estimator:

J =

[
N∑
i=1
ûiZi

](
N Ŝ

)−1 [ N∑
i=1
Z′iûi

]
, with ûi = yi − Ziβ̂2SGMM , and is distributed as a χ2(r − k)

under the null that the overidentifying restrictions are valid, where r is the number of instruments and k is

the number of regressors. For example, for the first regression, r is 14 and k is 11, meaning that the

J-statistic is distributed as χ2(3). Since the aim is to minimise J(β), the null is rejected for large values of

the J-statistic.

The White estimator for Ŝ is based on the Panel Corrected Standard Error methodology (Beck and Katz,

1995; Eviews, 2007), where residuals are replaced by moment estimators of the unconditional variance.

Q(2) is the Ljung-Box statistics to test zero autocorrelation in the residuals up to lag 2.
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divergence also has a positive effect on current inflation’s divergence, but it is not statisti-

cally significant. The exchange rate’s coefficients also have the right sign, with an effective

depreciation of the euro increasing inflation differentials. But in this case only the expected

exchange rate has a statistically significant effect at 10% of significance.

The lagged relative Purchasing Power Parity price level also has the right sign but it is

significant only at a 13% significance level. In any case, the larger the country’s relative price

level, the smaller its inflation divergence, confirming the price level convergence hypothesis

explained above. Likewise, the coefficient of the euro area nominal interest rate is not sta-

tistically significant, which is evidence against the importance of the cost channel in creating

inflation differentials.

Also, the oil price does not seem to contribute to explain differences in inflation dynamics

in the euro area, even though its coefficient is positive as expected.

Notice that if we remove the insignificant variables from equation (4.10), with the exception

of the output gap’ residual, then the remaining exchange rate variables become significant at

5% and the lagged residual of inflation becomes significant at 10% (Table 4.5, eq. (2)).

Even more surprising is the fact that output gap’s residual does not have a statistically

significant effect in inflation divergence, even though it has the expected positive sign. Al-

ternatively, Borio and Filardo (2006) show that the global output gap has an important

explanatory power in inflation rate equations for 16 advanced economies and the euro area.

Bearing this in mind, we used the euro area 12 output gap to explain inflation differentials.

However, this variable did not perform better than the national output gaps’ residual (Table

4.5, eq. (3)).

It can be noticed that the models’ residuals are autocorrelated. This was expected since

replacing variables’ expectations by observed values induces a first order moving-average struc-

ture in the error term of the estimated model (Pesaran, 1987). To tackle this problem we

used standard errors robust to heteroskedasticity and autocorrelation.

Once the output gap’s residual proved to be insignificant in explaining divergent inflation

dynamics, we tried the RULC’s residual (rsi,t) as an alternative; but still the expected link

between business cycles and inflation rate divergence was not found. In this case, the RULC

has a negative and significant effect on inflation differentials (Table 4.5, eq. (4)). But the

lagged price level become significant.
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In section 4.4.3, it was clear that at an aggregate level, inflation convergence had a closer

link with the one period lag RULC than with the contemporaneous RULC. However, when

period t RULC is replaced by its one period lag in equation (4.10), we still did not get a

positive sign for the coefficient of the RULC. 37

In summary, inflation differentials are highly affected by expected inflation differentials.

The exchange rate also plays a significant role in explaining differences in inflation dynamics.

Price level convergence seems to be present, but it is not significant in some regressions.

However, we were unable to establish a sensible link between business cycles and differences

in inflation rates evolution. This last result was unexpected because some estimates of the

NKPC for the euro area countries have shown that the output gap or labour income share

are important determinants of inflation (for instance, Gali et al. (2001) and Chowdhury et

al. (2006)). In order to explore whether our results are specific to the methodology chosen,

we next estimate the NKPC using actual variables, instead of the residuals of the common

factor model. But notice that using the residuals from a common factor model emphasizes

the relative co-movement between inflation rates, while using the difference between national

inflation rates detaches the absolute difference between that rates.

4.5.3 Explaining inflation differentials using the NKPC

In order to highlight the difference between the factors affecting inflation and the ones affecting

inflation differentials, we start by explaining national inflation rates and then analyse inflation

differentials. We start by estimating the following open economy NKPC

πi,t = γfEtπi,t+1 + γbπi,t−1 + γmcm̂ci,t

+γs∆ei,t + γsfEt∆ei,t+1 + γsb∆ei,t−1

where πi,t = pi,t − pi,t−1 is CPI inflation in t, pi,t the log of CPI, m̂ci,t is the marginal cost in

percentage deviation from the steady-state, mci,t−mcss (with both marginal costs defined in

logs), and ∆ei,t is the change in the log of the nominal effective exchange rate. The marginal

cost is mci,t = ii,t + si,t − log(αn), where ii,t is the log of the nominal interest rate of country

37To save space, we do not report this result.
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i, si,t the log of labour income share (or real marginal cost), and αn is the labour share in the

Cobb-Douglas production function. The variable ii,t affects the marginal cost due to the cost

channel. This Phillips curve includes open-economy variables in the spirit of Batini, Jackson

and Nickell (2005), with the change in the nominal exchange rate translating the impact of

import prices on CPI inflation.

Further on in the discussion, when explaining inflation differentials, time fixed effects will

be used to capture euro area variables. Therefore, it will not be possible to estimate the effect

of variables that are equal for all countries, like the price of oil or the euro area interest rate.

As a result, we have chosen to also exclude them from the Phillips curve to make results

comparable. In the case of the euro area interest rate, the national lending interest rates are

used as an alternative. In addition to the interbank rate, these variables include the spread

charged by banks, giving a clearer picture of firms’ financial costs. 38 Also, omitting oil

price will probably not have much effect on the model, because that variable proved to be

insignificant in the estimations done using the measure of divergence from the common factor

model.

If the marginal cost is not expressed in deviations from the steady-state, the last Phillips

curve can be written as:

πi,t = α+ γfEtπi,t+1 + γbπi,t−1 + γssi,t + γinii,t (4.13)

+γs∆ei,t + γsfEt∆ei,t+1 + γsb∆ei,t−1 + ui,t

with α = −γmc [mc
ss + log(αn)]. Then the constant includes the common steady-state mar-

ginal cost. 39 It is also possible to define the Phillips curve using the output gap, xi,t, to

measure the impact of business cycle on inflation. 40

When estimating equation (4.13), the poolability of the data was assumed, i.e., that

equation’s coefficients are the same for all countries. As highlighted by Bjornstad and Nymoen

38The measurement of this variable suffers a change in 2003Q1. To accommodate that, we use a dummy
variable, that assumes the value one for the period between 1998Q1 and 2002Q4.

39As an alternative to using a constant to capture the steady-state, we tried also to use the RULC and
the nominal interest rate in deviations from their steady-state. The steady-states were obtained by applying
the HP filter to the respective variables. In general, results did not change significantly. They only changed
slightly in the case of the Phillips curve using the output gap, where the coefficient of this last variable became
negative and statistically insignificant at 5%. These results are not reported to save space.

40Under certain conditions m̂ci,t = xi,t.
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(2008), this assumption has advantages and disadvantages. On one hand, the pooled estimator

is inconsistent and biased if the poolability assumption is not valid. On the other hand, the

pooling brings efficiency gains. In the euro area, the assumption of poolability makes sense

as countries in that area are relatively homogeneous, because they have been converging in

nominal and real terms and share similar monetary and fiscal policy frameworks. The use

of panel data with the poolability assumption is also sensible because inflation convergence

is an aggregate phenomenon, involving simultaneously the dynamic evolution of a group of

countries. In addition, with a panel there is no need to measure the common factors explicitly

(task that always involves some aggregation problems), since they can be captured by the

time dummies.

Turning now to the empirical explanation of inflation differentials, if equation (4.13) is

valid for each country, it is also valid for the euro area as a whole. As a result, inflation

differentials can be expressed as:

πi,t = φt + γppli,t−1 + γfEtπi,t+1 + γbπi,t−1 + γssi,t + γinii,t (4.14)

γs∆ei,t + γsfEt∆ei,t+1 + γsb∆ei,t−1 + ui,t

where the time dummies, φt, are a linear combination of euro area variables. Here, pli,t−1 is

introduced to capture the price convergence effect.

Before applying the GMM as described above, it is necessary to transform equation (4.14)

to eliminate the time dummies. That consists simply of subtracting (A) the average of the

model over individuals from (B) the original model (Baltagi (2008)).

After explaining how regressions were done, we analyse estimations results. Table 4.6,

eq. (1), shows that we can replicate the traditional features of the Phillips curve for national

inflation rates. The coefficients of both the lead and lag inflation are statistically different

from zero, and their sum is less than one, but it is not statistically different from one. Also

the forward component of inflation is larger than the backward component. Output gap has

a positive but statistically insignificant effect on inflation. The cost channel is present, with

the nominal interest rate having a positive and significant effect on inflation. 41 Even when

41The p-value of the null hypothesis of “no interest rate effect on inflation between 1998Q1-2002Q4” is
0.0346. So, at a level of significance of 1% we do not reject the null hypothesis. This occurs, probably, because
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Table 4.6: GMM estimation of the NKPC for a panel of 12 euro area countries.

Note: See notes to Table 4.5. Panel GMM with period SUR weights and robust standard deviations.

Instruments: Eq. (1): constant, πi,t−1, πi,t−2, xi,t−1, ∆ei,t−1, ∆pii,t−1, qi,t−1, ii,t−1, pli,t−1, pi,t−2
and one dummy, Dt, that takes the value one for the period 1999Q1-2002Q4. Eq. (2): the same as eq. (1)

plus si,t−1.Eq. (3): the same as eq. (1) plus pii,t−1 − pdi,t−1.
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we introduce the relative price of imports (pii,t−1 − pdi,t−1), as suggested by the analysis in

Chapter 3, the cost channel continues to be significant after 2002Q4, but not before this date

(eq. (3), Table 4.6). 42

Finally, the coefficients of the change in the NEER have the right signs and the coefficient

associated with the lagged rate is statistically significant at 10%. If we replace the change

in the NEER by the change in the REER or in the import prices deflator, we do not obtain

more significant results regarding these variables. 43

Recall that the cost channel was not statistically significant for the three euro area coun-

tries studied in Chapter 3. There are some possible reasons why the cost channel is more

significant in this chapter. Firtly, in the current chapter it was used lending rates, while

in Chapter 3 it was used policy rates. Lending rates may capture better the effective cost

supported by companies when borrowing working capital, when the pass-through of interest

rates is slow or incomplete. In Chapter 3 the lending rates were not used because there was

no data available since 1980Q1. Other reason explaining the difference in results may lay in

the fact that panel estimations bring efficiency gains. The difference may also be explained

by even more simple reasons: the sample is different in terms of countries and time period

studied.

When the RULC is used, results are basically the same as with the output gap. The

RULC also does not have a statistically significant effect on inflation. It should be mentioned

that the statistical insignificance of the output gap or the RULC in the NKPC is not unusual

in the literature. In Bjornstad and Nymoen (2008), which uses panel data, the RULC has

a negative sign and is not statistically significant. In a time series context, Bardsen et al.

(2004) show that the significance of the wage share in Gali et al.’s (2001) study for the euro

area is not robust enough to withstand small changes in the estimation methodology.

Notice that for equations (1) and (2) in Table 4.6 the instruments are not weak, according

to the F-statistics of the first stage regressions.

The fact that we are able to reproduce the basic characteristics of the Phillips curve found

in estimates for individual countries constitutes evidence in favour of the poolability of the

before 2003Q1 interest rate data are not fully harmonised across countries.
42The p-value of the null hypothesis of “no interest rate effect on inflation between 1998Q1-2002Q4” is

0.0776.
43These results are not reported to save space.
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Table 4.7: Determinants of inflation differentials for a panel of 12 euro area countries. GMM
estimation

Notes: See notes to Table 4.5. Instruments: eq. (1): constant, πi,t−2, xi,t−1, ∆ei,t−1, ∆pii,t−1, qi,t−1,
ii,t−1, pli,t−1, pi,t−2, pi,t−3, difpi,t−1 and time dummies . Eq. (2): the same as eq. (1) plus si,t−1. Eq.

(3) and (4): the same as eq. (1) plus ∆ulci,t−1.

data.

Regarding inflation differentials, results obtained from estimating equation (4.14) show

that expected inflation is highly statistically significant and its coefficient is larger than in the

equation for national inflation rates (Table 4.7, eq. (1)). In contrast, lagged inflation is not

significant. Even though, the exchange rate does not seems to be statistically significant in

explaining inflation differentials, the coefficients of the exchange rate in t and t+ 1 have the

right signs. But the coefficient of the lagged change in NEER is wrongly signed, confirming

that past dynamics does not seem to explain differences in inflation. In turn, output gap has
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a positive effect but it is not statistically significant. 44

Finally, the nominal national interest rate and the lagged price level are not statistically

significant, with the latter variable having the wrong sign. Also, in Hofmann and Remsperger

(2005), proxies of price level convergence are not significant in explaining national inflation

rates. Likewise, in Rogers (2002), the lagged price level becomes insignificant in explaining

inflation differences when the Arelano-Bond GMM estimator was used. The fact that such

a variable is also not significant in our estimates probably means that in the euro area the

level of price convergence was already high enough during the sample period. Indeed, Rogers

(2007) shows that much of the price level convergence in Europe took place close to the

completion of the Single Market in January 1993. But the possible future enlargement of the

monetary union to more heterogenous countries may imply that the Balassa-Samuelson effect

will become significant.

Notice that, according to the F-statistics of the first stage regressions, the instruments for

inflation and exchange rate are not weak.

From the above results, we can then conclude that lagged inflation rate and the nominal

interest rate have a role in explaining national inflation rates, but not in explaining inflation’s

differences across countries.

Notice that expectations play a central role in our results. If they are ignored, we obtain

results similar to Honohan (2003), with output gap, the level of the real exchange rate and

the lagged price level having a statistically significant impact on inflation differentials (see

Table 4.8). 45 The presence of the real exchange rate’s level can be interpreted as national

inflation rates acting to correct disequilibrium in that variable. Other possible interpretation

is that with imported inputs in production, the level of the real exchange rate directly affects

the marginal cost (Kara and Nelson (2003)) and equation (2.55)).

Returning to the regressions with expectations included, one intriguing result is the statis-

tical insignificance of the output gap. It can then be asked if by using an alternative measure

of the business cycle, more significant results can be obtained. Therefore, in place of the

output gap, we used the RULC, but this variable was also statistically insignificant (Table

44We also made an estimation (not shown) with the relative price of imports, pii,t − pdi,t, which had a
positive but insignificant coefficient.

45This model has positive serial correlation probably because it does not capture all the dynamics present
in the data.
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Table 4.8: Determinants of inflation differentials ignoring expectations. GMM estimations for
a panel of 12 euro area countries.

 c    

     

Coeff. 0.54*** 0.11*** -0.117*** -0.031*** 
s.e. (0.18) (0.04) (0.039) (0.0082) 

     

     

Time 

dummies: 
Yes    

     

J-statistic:  2.59 Q (2) stat.:  291.12  
 [0.62]  [0.00]  

 

Notes: See notes to Table 4.5. Instruments: constant, πi,t−1, xi,t−1, ei,t−1, ii,t−1, pi,t−2, pi,t−3,
difpi,t−1 and time dummies.

4.7, eq. (2)).

In the context of business cycle effect on inflation, there is some preliminary empirical

evidence showing that wage growth is associated with different inflation dynamics in the

euro area (ECB, 2003). Also, Lown and Rich (1997) are able to effectively track inflation

in the 1990’s using a traditional Phillips curve augmented with the growth in nominal ULC.

Therefore, it was used the growth of nominal ULC instead of the output gap or RULC, and a

positive and statistically significant coefficient was obtained for that variable (Table 4.6, eq.

(3)). The coefficients of other variables have remained roughly the same as when the output

gap was used to explain inflation differences. We can then conclude that the cyclical position

affects inflation differentials if it affects the growth of nominal ULC.

In the last estimation, once more the lagged change in the NEER has the wrong sign. If we

remove it, the one period expected and current NEER become significant (Table 4.6, eq. (4)).

As in Honohan and Lane (2003), a depreciation of the euro in t tends to increase inflation

differentials. This can be interpreted in the light of the fact that countries that have more

trade outside the euro area suffer higher imported inflation when exchange rate depreciates.

Different velocities of exchange rate pass-through can also explain why movements in the

euro have a temporary impact on inflation differentials (Honohan and Lane, 2003). However,

the exchange rate effect on inflation differentials will tend to decrease with time (Honohan

and Lane, 2003). On one hand, the intra-eurozone trade will increase with the deepening

of economic integration between member countries and also with future enlargements of the
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euro area, namely to the UK and Eastern European countries. On the other hand, as the

importance of the euro increases in the world exchange rate market, more euro area imports

will be priced in euros, thus weakening the direct impact of exchange rate fluctuations on

consumer prices.

4.5.4 Inflation differentials, imperfect competition model and the NKPC

Given the empirical relevance of the nominal ULC, let us look at the imperfect competition

model (ICM) of inflation, which defines a role for the nominal ULC. Here, we add the cost

channel to the ICM model presented by Bjornstad and Nymoen (2008). This model assumes

that the price of domestically produced goods, pdt, is set as a mark-up over the unit labour

cost and the nominal interest rate, and the mark-up depends on the relative price of domestic

goods in terms of foreign goods, pit, (all variables are in logs):

pdt = m0 +m1 (pit − pdt) + it + ulct (4.15)

where it is the gross nominal interest rate andm0 is the steady-state mark-up. In equilibrium,

there is a relationship between domestic prices on one hand, and the ULC, nominal interest

rate and import prices on the other hand. The nominal interest rate affects domestic prices

because firms have to pay salaries in advance.

With a constant share of imports in consumption, 1− γ, the CPI is by definition:

pt ≡ γpdt + (1− γ) pit. (4.16)

If we solve (4.16) for pdt and replace the obtained expression in (4.15), we obtain after some

manipulations:

pt = µ0 + µ1(it + ulct) + (1− µ1)pit,

with µ0 = m0µ1 and µ1 = γ/(1 +m1). Since prices often are not in equilibrium, the model

should be expressed in an equilibrium correction form, where:

πt = µ0β1 + α
fπet+1 + α

bπt−1 + β1 (ulct−1 + it−1 − pt−1) (4.17)

+β2 (ulct−1 + it−1 − pit−1) + β3∆ulct + β4∆pit + β5∆it
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with all coefficients α and β positive, except β2 that is negative. 46 When the last period

ULC plus nominal interest rate is higher than consumer price level, ulct−1 + it−1 > pt−1,

the disequilibrium is corrected with an increase in inflation in the current period; or in other

words, with the increase in consumer prices. In turn, if in t−1 the ULC plus nominal interest

rate is larger than imports price, ulct−1 + it−1 > pit−1, then in t inflation decreases. 47 In

the last equation, it was assumed that the dynamic part of the NKPC is valid: αf and αb are

different from zero.

The open economy NKPC can be expressed in an error correction model of the price level,

similar to (4.17). The initial equation is:

πt = a
fπet+1 + a

bπt−1 + bm̂ct + czt, (4.18)

where m̂ct = (st + it − log(αn)−mcss), zt is a vector containing open economy variables, as

for example the change in the real price of imports, ∆(pit − pt); and st is the wage share,

defined as

st = ulct − pdt. (4.19)

Using (4.16), (4.18) and (4.19), and after some manipulations, we obtain:

πt = α+
af

1 + b
γ

πet+1 +
ab

1 + b
γ

πt−1 − β (pt−1 − γulct−1 − (1− γ) pit−1)

+βγ∆ulct + β (1− γ)∆pit + βγ∆it + ψzt

with α = −b (log(αn) +mcss) , β = b/(γ+ b) and ψ = (cγ)/(γ+ b). The last equation can be

expressed as

πt = α+ ωfπet+1 + ω
bπt−1 + β1 (ulct−1 + it−1 − pt−1)

+β2 (ulct−1 + it−1 − pit−1)

+β3∆ulct + β4 (1− γ)∆pit + β5∆it + ψzt.

46We do not test for cointegration regarding the two error correction terms due to the small time dimension
of the sample.

47 Intuitively, in this situation the price of imports is low and the markup decreases, leading to a decrease in
inflation.
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with ωf = af

1+ b
γ

and ωb = ab

1+ b
γ

, β1 = β, β2 = −β (1− γ), β3 = βγ, β4 = β (1− γ), and
β5 = βγ. This equation imposes restrictions on the ICM: Ha

0 : β1 + β2 = β3, H
b
0 : β4 = −β2,

and Hc
0 : β5 = β3. If zt includes the change in import prices, then Hb

0 is no longer an

imposition arising from the NKPC. The significance of the forward component of inflation is

also fundamental for the validity of the NKPC.

Bjornstad and Nymoen (2008) show with an annual panel of 20 OECD countries, from 1960

to 2004, that: (1) the NKPC is encompassed by the ICM model (Ha
0 is rejected), and (2) the

expected rate of inflation serves as a replacement for the ICM specific equilibrium correction

terms. In other words, when the equilibrium terms are included, the expected inflation’s

coefficient is not significant. This means that the omission of the equilibrium correction terms

creates an upwards bias in the estimate of αf , explaining why the lead coefficient of inflation

is significant in many estimates of the Phillips curve. Also, for the UK, Bardsen, Jansen and

Nymoen (2004) show that the introduction of two equilibrium correction terms, deviations

from a long-run wage curve and an open economy price mark-up, makes the forward inflation

insignificant. 48

Based on this discussion, the ICM is an alternative to the NKPC to explain inflation

differentials. Therefore, we augmented the ICM in equation (4.17) with the lagged country’s

price level and estimated it using the same panel of countries as before. Table 4.9 shows that

the instruments for inflation are not weak. The null hypothesis Ha
0 is rejected, 49 meaning

that the ICM model is not encompassed by the NKPC. In other words, it is better to use the

ICM model than the NKPC, because the former is an unrestricted version of the latter. We

can also see that the error correction variables are significant. When the previous period level

of ULC, nominal interest rate or import prices are excessively high compared with domestic

prices, firms have to increase prices to maintain mark-up over marginal costs.

In addition, previous results obtained in this paper are confirmed: the relevance of ex-

pected inflation, the change in the nominal ULC, and import prices. We observe that, even

though the coefficient of the expected inflation decreases with the introduction of the error

correction variables, it continues to be statistically significant. This confirms the importance

48But notice that both Bjornstad and Nymoen (2008) and Bardsen, Jansen and Nymoen (2004) were ex-
plaining national inflation rates, and not inflation differentials.

49P-value of 0.0063.
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Table 4.9: GMM estimation of the ICM for inflation differentials of 12 euro area countries,
1999Q1-2008Q4.

  c 

  

  

       

 Coeff. -0.00027 0.0084** -0.0079** 0.71*** 0.063 
 s.e. (0.0013) (0.0040) (0.0040) (0.13) (0.070) 
       

 
     

Time 

dummies 

       

 Coeff. 0.063** 0.071* 0.00095 -0.00060 Yes 
 s.e. (0.025) (0.041) (0.00107) (0.00064)  

       

       

 F-stat 1
st
 

stage reg.: 
17.24 J-stat. : 6.63 

Q (2) 

stat.:  
108.11 

    [0.24]  [0.00] 

 
Notes: See notes to Table 4.5. Instruments: constant, πi,t−2, xi,t−1, qi,t−1, ii,t−1, ∆ii,t−1, pi,t−2, pi,t−3,
difpi,t−1, ∆pii,t−1, ulci,t−1+ ii,t−1− pi,t−1, ulci,t−1 + ii,t−1− pii,t−1, ∆ulci,t−1, pli,t−1 and time

dummies.

of forward inflation in explaining differences in inflation dynamics. This result to a certain

extent contradicts Bjornstad and Nymoen (2008). Other point worth highlighting is that,

even though the change in the nominal interest rate does not have a significant effect on infla-

tion differentials, its level is present on the equilibrium marginal cost, which has a significant

impact on inflation.

Even if we assume country fixed effects, our main results hold, both for the national

inflation rates as well as for inflation differentials: respectively, equation 1 and equations 2

and 3 in Table 4.19, Annex 4.7.

The identified relevance of the nominal ULC for inflation differentials may create desta-

bilising macroeconomic effects. Indeed, inflation differentials may lead to differences in the

growth of wages that will have a further effect on inflation differentials. But there is evidence

that inflation differentials have a limited effect on business cycles. We obtained in Section

4.3.5, for the period 1980-2008, that inflation differentials did not have a significant effect on

output gap differentials. Also, Hofmann and Remsperger (2005), as referred to in Section 4.1,

argue that the mechanisms that correct inflation differentials are relevant in the euro area.
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4.6 Conclusion

In this paper we had two major concerns: assess the convergence of inflation rates and business

cycles in the euro area and study the relationship between these convergence processes.

We started by studying the convergence of inflation, output gap and RULC towards Ger-

many using the Kalman filter to estimate an unobserved convergence component. From 1980

to 2008, inflation differentials in the euro area have converged in expectation, despite the

emergence of some temporary divergence after the introduction of the euro. This transitory

diverging dynamic was more significant for Greece, Ireland, the Netherlands, Portugal and

Spain.

The business cycles of euro area countries have also became more aligned between 1980

and 2008, and that was clearer when using the output gap than when using the RULC.

For the countries where convergence of output gap and inflation was identified, convergence

of inflation occurred at a faster rate than the convergence of output gap. Looking at the

causality between the two phenomena, while output gap convergence had a positive effect on

inflation convergence, even though statistically weak for the majority of countries, it seems

that the causality in the opposite direction does not exist. As a result, the destabilising impact

of inflation divergence is more limited.

The methodology based on the Kalman filter does not allow us to identify clearly sub-

periods of convergence and divergence in the business cycles. However, in the literature, there

have been identified periods of convergence and divergence in economic fluctuations. In order

to be able to identify such periods and also produce an aggregate measure of convergence, we

used the common factor approach developed by Becker and Hall (2009a). This methodology

allows to measure convergence in a group of years, also called windows.

Comparing the windows of 1980-89 and 1990-98, we observe that in the latter, inflation

co-movement has decreased considerably. In turn, compared with the period 1990-98, the

co-movement in European inflation rates did not increased on average during the euro period.

But when looking at sub-periods after the introduction of the euro, we observed that the

link between European inflation rates has increased strongly in the last years studied. The

divergence observed in the first years of the euro was mainly explained by a group of di-

verging countries, which includes Finland, Ireland, the Netherlands, and Portugal. For these
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countries, there was also identified a temporary divergence in inflation with the Kalman filter

methodology, but some of the aggregate divergence observed was also due to large countries

and other core European countries.

Regarding business cycle convergence, results depend on the indicator used. With respect

to the window of 1990-98, the co-movement between output gaps has increased for the overall

euro period, while convergence of RULCs has decreased. However, when we looked at sub-

periods during the euro period, the co-movement between RULCs has increased slightly from

the beginning to the end of the euro period.

A common characteristic of the convergence processes of the three variables studied is

that during the euro period, there were windows of convergence and divergence. In general

for the three variables, comparing the initial with the final 5-years windows, there was an

increase in co-movement, which was smaller for the RULC. With the Kalman filter analysis,

there was also observed an initial increase in inflation differentials, followed by a reduction in

such differentials in the last years studied.

There was some parallelism between the evolution of the R2 of the common factor of

inflation and the R2 of output gap or RULC; that however was far from being perfect. In

addition, some countries that diverged on inflation also diverged on the output gap or RULC.

But once more that is not true for all countries and periods.

To explore deeper the determinants of inflation’s convergence, the component unexplained

by the common factor was used as a measure of divergence in a model for inflation rates’

differences. From such an econometric model, some interesting results were obtained. Firstly,

inflation differentials are highly affected by expected differentials, while past differentials are

less important. Secondly, price level convergence seems to be present, but is not significant

in the majority of regressions. Also, exchange rates are important in explaining differences in

inflation dynamics, with their expected value being more significant. However, the price of oil,

the euro nominal interest rate and the euro area output gap do not seem to significantly explain

inflation differentials. Finally, we were also unable to establish a sensible and statistically

significant link between business cycles and differences in inflation rates. In order to explore

whether these results were specific to the methodology chosen, we estimated the NKPC using

the actual variables, instead of the residuals of the common factor model. The results obtained

using the residuals were basically confirmed.

237



For a panel of 12 euro area countries, the estimation of the NKPC with panel data produces

results similar to other studies with time-series and panel data. Inflation has both forward-

and backward-looking components, with the former being more important. Exchange rates

also play a role in price changes, with the lagged exchange rate having a statistically significant

impact. While the cost channel is present, the output gap or the RULC have a positive effect

on inflation that however is not significant.

Regarding inflation differentials, we observe that the expected inflation rate and exchange

rate movements are important determinants of differences in inflation rates. Nevertheless,

the past dynamics of inflation and exchange rate do not play a very relevant role, despite

their significance in explaining national inflation rates. Finally, the usual measures of the

business cycle, output gap and the RULC are not significant in causing differences in inflation

dynamics. This confirms the analysis done with the Kalman filter and common factor models,

where it was concluded that the relationship between economic fluctuations and differences

in inflation rates was not very strong.

Observe that the expected inflation rate plays a fundamental role in the results. When it

was introduced, the lagged price level and the output gap lost their statistical significance. It

seems then that these variables were significant because they forecast inflation.

Furthermore, the growth of nominal ULC plays a significant role in explaining inflation

differentials. This means that the business cycle affects inflation differentials when it causes

differences in wages evolution across countries. Inflation rates differences are also affected by

the lagged disequilibrium in the long-run relationship proposed by the ICM, which involves

domestic prices on the one hand, and the ULC, nominal interest rate and imported goods

prices, on the other hand. Also, the ICM model is not encompassed by the NKPC when

explaining inflation differences. We also state that the nominal interest rate is present in the

equilibrium marginal cost, which has a statistical significant effect on inflation differentials.

Furthermore, the introduction of the error correction terms proposed by the ICM reduced the

coefficient of expected inflation but did not eliminate its statistical significance.

In terms of policy, our results show that the management of expectations and the control of

labour costs are fundamental to ensure that the convergence process of inflation is successful.

The ECB should also take into account the impact of the euro on inflation differentials.

Given the relevance of labour costs, further work should be performed to assess the em-
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pirical relevance of a diverging inflationary cycle arising from the interaction between labour

costs and inflation rates.
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4.7 Annex: additional graphs and tables
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Figure 4-9: Inflation’s differentials towards Germany, filtered state variable, 1980Q1-2008Q4
(part I).
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Figure 4-10: Inflation’s differentials towards Germany, filtered state variable, 1980Q1-2008Q4
(part II).
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Figure 4-11: Log difference between the real ULC of each country and Germany.
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Figure 4-12: Difference between the output gap of each country and Germany.
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Table 4.10: Measuring inflation convergence towards Germany with time-varying parameters.
Estimation with the Kalman Filter, 1980Q1-2008Q4

 Var( )      

Austria:         

coeff. 0 .00016 0.92 51  -0.0748 0.00029 0.00000003 8 0.0019 

s.e. /RMSE 0.00 002 1 0.01 87   0.00015 0.00000007 3 0.0022 

z stat. 7.8 672  -4.0004  1.9155 0.5205 0.8535 

Log l ikelih. 311.804 1      

Belgium       

coeff. 0 .00017 0.95 36  -0.0464 0.00019 0.00000082 0.0067 

s.e. /RMSE 0.00 002 5 0.01 95   0.00018 0.0000012  0.0036 

z stat. 6.8 253  -2.3779  1.0659 0.6833 1.8616 

Log l ikelih. 307.759 5      

France       

coeff. 0.00 007 4 0.93 37  -0.0662 0.0012 0.00000048 0.00058 

s.e. /RMSE 0.00 001 2 0.01 02   0.00047 0.00000047 0.00272 

z stat. 5.7 984  -6.4856  2.6842 1.0212 0.2142 

Log l ikelih. 322.784 0      

Finland       

coeff. 0 .00018 0.95 48  -0.0452 0.00087 0.0000042  0.0051 

s.e. /RMSE 0.00 003 0 0.00 75   0.00028 0.0000032  0.0054 

z stat. 6.0 389  -5.9777  3.0774 1.3125 0.9532 

Log l ikelih. 284.347 3      

Greece       

coeff. 0 .00010 0.94 16  -0.0583 0.0199 0.00002 0.0105 

s.e. /RMSE 0.00 004 7 0.01 07   0.0094 0.000017 0.0071 

z stat. 2.2 384  -5.4179  2.1070 1.1764 1.4732 

Log l ikelih. 231.557 8      

Ireland       

coeff. 0 .00017 0.93 16  -0.0683 0.0088 0.0000025  0.0044 

s.e. /RMSE 0.00 004 1 0.00 79   0.0027 0.0000020  0.0046 

z stat. 4.1 304  -8.6318  3.2639 1.25 0.9481 

Log l ikelih. 257.692 9      

Italy       

coeff. 0 .00014 0.94 30  -0.0569 0.0015 0.0000017  0.0053 

s.e. /RMSE 0.00 002 4 0.00 99   0.00072 0.0000015  0.0041 

z stat. 6.0 743  -5.6923  2.0814 1.1333 1.2843 

Log l ikelih. 292.254 5      

Luxembourg       

coeff. 0.00 020 8 0.94 68  -0.05315 0.00026 0.00000048 0.0097 

s.e. /RMSE 0.00 003 1 0.01 90   0.00025 0.00000075 0.0034 

z stat. 6.5 822  -2.7850  1.0155 0.6400 2.8391 

Log l ikelih. 298.371 2      

Netherlands       

coeff. 0 .00020 1.01 17  0.0117 0.0000067 0.000025 0.00041 

s.e. /RMSE 0.00 002 8 0.02 40   0.000011 0.000037 0.0092 

z stat. 7.2 027  0.49 04   0.6090 0.6756 0.0451 

Log l ikelih. 301.77       

Portugal       

coeff. 0 .00017 0.93 34  -0.0665 0.0155 0.0000056  -0.0007 

s.e. /RMSE 0.00 004 7 0.00 97   0.0051 0.0000052  0.0061 

z stat. 3.7 473  -6.8478  2.9842 1.0769 -0.1267 

Log l ikelih. 230.424 1      

Spain       

coeff. 0 .00027 0.91 98  -0.0802 0.0017 0.00000015 0.0137 

s.e. /RMSE 0.00 004 4 0.02 23   0.0012 0.00000033 0.0031 

z stat. 6.0 538  -3.5899  1.4171 0.4545 4.3328 

Log l ikelih. 272.428 6      

Notes: The z-statistics are for the null of each respective coefficient equal to zero, except for φ where the null

is φ = 1.
For the final one-step ahead values of the state vector, we present the corresponding RMSE (square root of

the diagonal elements of Pt+1|t)244



Table 4.11: Measuring real ULC convergence towards Germany with time-varying parameters.
Estimation with the Kalman Filter, 1980Q1-2008Q4

   
Austria:     

coeff. 0.9874 0.000077 

s.e. /RM SE 0.0036 0.000020 

z stat. -3.5000 3.7584 

Log likelih. 414.3340  

Belgium   

coeff. 0.9939 0.000059 

s.e. /RM SE 0.0049 0.000015 

z stat. -1.2448 3.7884 

Log likelih. 408.8114  

France   

coeff. 0.9874 0.000058 

s.e. /RM SE 0.0033 0.000012 
z stat. -3.8181 4.7419 

Log likelih. 430.6015  

Finland   
coeff. 0.9862 0.00022 

s.e. /RM SE 0.0044 0.000059 

z stat. -3.0918 3.8358 

Log likelih. 356.5224  

Greece   

coeff. 0.9788 0.00056 

s.e. /RM SE 0.0047 0.00018 

z stat. -4.5106 3.1333 

Log likelih. 329.3325  

Ireland   

coeff. 1.0114 0.000065 

s.e. /RM SE 0.0034 0.000016 
z stat. 3.3529 4.0559 

Log likelih. 345.8146  

Italy   
coeff. 0.9972 0.000084 

s.e. /RM SE 0.0052 0.000025 

z stat. -0.5202 3.3600 

Log likelih. 377.5831  

Luxembourg   

coeff. 1.0098 0.00017 

s.e. /RM SE 0.0031 0.000032 

z stat. 3.1075 5.3680 

Log likelih. 294.3482  

Netherlan ds   

coeff. 0.9893 0.000089 

s.e. /RM SE 0.0033 0.000019 
z stat. -3.1722 4.5151 

Log likelih. 400.0428  

Portugal   
coeff. 0.9733 0.0012 

s.e. /RM SE 0.0025 0.00020 

z stat. -10.3927 6.1450 

Log likelih. 302.8765  

Spain   

coeff. 0.9855 0.00012 

s.e. /RM SE 0.0045 0.000037 

z stat. -3.1703 3.2887 

Log likelih. 394.2997  

Notes: The z-statistics are for the null hypothesis φ = 1 or Ω80Q1 = 0.
Initially, we assumed V ar (εt) �= 0, but this variance was not significantly different from zero. Therefore,

results presented here assume V ar (εt) = 0.
For Portugal it was used a dummy to accommodate an outlier in 1986Q1.245



Table 4.12: Measuring output gap convergence towards Germany with time-varying parame-
ters. Estimation with the Kalman Filter, 1980Q1-2008Q4

     
Austria:       

coeff. 0.0000067 0.9855 -0.0144 0.000091 

s.e. /RMSE 0.0000053 0.004475  0.000025 

z stat. 1.2486 -3.2201  3.5725 

Log likelih . 394.6983    

Belgium     

coeff. 0.000016 0.9787 -0.0212 0.00010 

s.e. /RMSE 0.0000051 0.0084  0.000045 
z stat. 3.1589 -2.5192  2.3059 

Log likelih . 386.3252    

France     
coeff. 0.0000070 0.9825 -0.0174 0.00010 

s.e. /RMSE 0.0000041 0.0052  0.00003 

z stat. 1.6891 -3.3363  3.4000 

Log likelih . 396.0944    

Finland     

coeff. 0.0000073 0.9687 -0.0313 0.00046 

s.e. /RMSE 0.0000059 0.0062  0.00013 
z stat. 1.2332 -5.0402  3.4552 

Log likelih . 360.7888    
Greece     

coeff. 1.31E-17 0.9686 -0.0313 0.0022 

s.e. /RMSE 0.000019 0.0063  0.0006 

z stat. 6.85E-13 -4.9708  3.7030 

Log likelih . 283.4459    

Ireland     

coeff. 0.000048 1.0195 0.0195 0.000027 

s.e. /RMSE 0.000016 0.0058  0.000013 
z stat. 3.0125 3.3526  1.9496 

Log likelih . 327.8104    
Italy     

coeff. 4.12E-12 0.9757 -0.0242 0.00022 

s.e. /RMSE 0.00000417 0.0055  0.000062 

z stat. 9.88E-07 -4.3576  3.6305 

Log likelih . 391.7223    

Luxembourg     

coeff. 0.000059 0.9890 -0.0109 0.00075 

s.e. /RMSE 0.000044 0.0045  0.00014 
z stat. 1.3537 -2.4234  5.1643 

Log likelih . 263.808    
Netherlands     

coeff. 0.0000078 0.9630 -0.0369 0.00031 

s.e. /RMSE 0.0000031 0.0066  0.00010 

z stat. 2.5193 -5.5602   

Log likelih . 389.9319    

Portugal     

coeff. 0.000047 0.9740 -0.02599 0.00024 

s.e. /RMSE 0.000018 0.0069  0.000096 
z stat. 4.0000 -3.7203  2.5129 

Log likelih . 338.901    
Spain     

coeff. 0.000023 0.9716 -0.0283 0.00013 

s.e. /RMSE 0.0000068 0.0093  0.000058 

z stat. 3.4604 -3.0463  2.2108 

Log likelih . 379.7455    

Note: The z-statistics are for the null of each respective coefficient equal to zero, except for φ where the null

is φ = 1.

246



Table 4.13: Testing the equality of the convergence processes of inflation and output gap (part
I). Estimation with the Kalman Filter, 1980Q1-2008Q4

 coeff. s .e.  z stat. 

Austria:      

 0.00016 0.000021 7.650 

 0.0000067 0.0000053 1.257 

 0.9248 0.2004 -3.676 

 0.00029 0.00019 1.549 

 1.065 0.025 2.555 

 0.3049 0.2759 -2.519 

 0.9855  -0.0144 

 -0.07512  -0.06068 

Log likelih. 706.4990   

    

Belgium    

 0.00017 0.000027 6.387 

 0.000016 0.0000054 3.090 

 0.9541 0.0197 -2.325 

 0.00015 0.00013 1.149 

 1.0258 0.0222 1.162 

 0.6577 0.6312 -0.542 

 0.9787  -0.0212 

 -0.0458  -0.0246 

Log likelih. 686.9323   

    

Finland    

 0.00019 0.000030 6.343 

 0.0000092 0.0000073 1.260 

 0.9480 0.0085 -6.065 

 0.00079 0.00025 3.081 

 1.0199 0.0114 1.742 

 0.6024 0.2699 -1.473 

 0.9670  -0.0329 

 -0.0519  -0.0189 

Log likelih. 638.894   

    

France    

 0.000075 0.000013 5.831 

 0.0000060 0.0000040 1.510 

 0.9326 0.0102 -6.556 

 0.0012 0.00047 2.698 

 1.0535 0.0121 4.414 

 0.0843 0.0382 -23.934 

 0.9826  -0.0174 

 -0.0673  -0.0499 

Log likelih. 718.9689   

 

Note: For var(επt ), var(ε
x
t ), and Ω

π
80Q1 the z-statistics are for the null of each individual coefficient equal

to zero. For φπ, φz and Ωz
80Q1, the z-statistics are for the null of each individual coefficient equal to one.
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Table 4.14: Testing the equality of the convergence processes of inflation and output gap (part
II). Estimation with the Kalman Filter, 1980Q1-2008Q4

 coeff. s.e.  z stat. 

 Greece    

 0.00012 0.000053 2.262 

 2.54E-10 0.0000018 0.000 

 0.9447 0.0112 -4.893 

 0.0117 0.0055 2.129 

 1.0251 0.0139 1.810 

 0.1946 0.1108 -7.268 

 0.9685  -0.0314 

 -0.0552  -0.0237 

Log likelih. 515.3204   

    

Italy     

 0.000149 0.0000248 6.008 

 5.79E-14 0.00000407 0.000 

 0.9420 0.0101 -5.736 

 0.0011 0.0005 2.247 

 1.0357 0.0115 3.095 

 0.1934 0.0974 -8.280 

 0.9557  -0.0242 

 -0.0337  -0.0395 

Log likelih. 683.971   

    

Luxembourg    

 0.00020 0.000031 6.582 

 0.000059 0.000039 1.536 

 0.9446 0.0190 -2.902 

 0.00021 0.00020 1.090 

 1.0475 0.0214 2.220 

 3.3394 3.0587 0.765 

 0.9895  -0.0104 

 -0.0553  -0.0448 

Log likelih. 562.1665   

    

Portugal    

 0.00018 0.000050 3.669 

 0.000046 0.000011 4.071 

 0.9335 0.0098 -6.729 

 0.0152 0.0051 2.973 

 1.0423 0.0136 3.090 

 0.0169 0.0092 -105.716 

 0.9730  -0.0269 

 -0.0664  -0.0395 

Log likelih. 563.2096   

    
Note: For var(επt ), var(ε

x
t ), and Ω

π
80Q1 the z-statistics are for the null of each individual coefficient equal

to zero. For φπ, φz and Ωz
80Q1, the z-statistics are for the null of each individual coefficient equal to one.
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Table 4.15: Testing the equality of the convergence processes of inflation and output gap (part
III). Estimation with the Kalman Filter, 1980Q1-2008Q4

 coeff. s.e.  z  stat. 

Spain    

 0.00017 0.000026 6.455 

 0.000016 0.0000054 3.013 

 0.9535 0.0196 -2.364 

 0.00016 0.00013 1.151 

 1.0263 0.0221 1.192 

 0.6572 0.6282 -0.546 

 0.9786  -0.0213 

 -0.0464  -0.0251 

Log likelih. 694.0846   

    
Note: For var(επt ), var(ε

x
t ), and Ω

π
80Q1 the z-statistics are for the null of each individual coefficient equal

to zero. For φπ, φz and Ωz
80Q1, the z-statistics are for the null of each individual coefficient equal to one.
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Table 4.16: Causality between convergences of inflation and output gap (part I). Estimation
with the Kalman Filter, 1980Q1-2008Q4

 coef f. s.e.  z stat.  coeff. s.e.  z  stat. 

Austria:          

 0.000073 0.000048 1.5020  0.3368 0.1736 1.9406 

 2.05E-14 4.52E-06 4.53E-09  0.1718 0.1607 1.0687 

 0.9722 0.0118 -2.3559  0.6320 0.0993 6.3640 

 0.0005 0.0002 2.5000  -0.0278 0.0575 -0.4838 

 0.9884 0.0036 -3.2222 Log-lik 724.6549   

 0.000085 0.000026 3.2709     

        

Belgium        

 0.00016 0.000029 5.4982  0.8955 0.0588 15.2293 

 4.85E-12 0.000012 4.00E-07  0.1404 0.1045 1.3434 

 0.9555 0.0188 -2.3670  0.6169 0.1257 4.9064 

 0.00017 0.00013 1.3484  -0.0106 0.0603 -0.1757 

 0.9826 0.0072 -2.3777 Log-lik 700.4668   

 0.00014 0.000033 4.2598     

        

Fin lan d        

 0.00018 0.000032 5.875  0.8320 0.0811 10.2593 

 0.0000069 0.0000073 0.9471  0.0923 0.0558 1.6529 

 0.9412 0.0146 -4.0081  0.8657 0.0598 14.4652 

 0.0010 0.00053 1.9212  0.0086 0.0571 0.1511 

 0.9689 0.0071 -4.3514 Log-lik 649.4147   

 0.00043 0.00014 3.0275     

        

France        

 0.000065 0.000014 4.5277  0.8335 0.0681 12.2338 

 1.1E-16 0.0000068 1.61E-11  0.0067 0.0740 0.0908 

 0.9422 0.0117 -4.9117  0.7054 0.0906 7.7836 

 0.0011 0.00047 2.3550  0.0098 0.0313 0.3144 

 0.9845 0.0054 -2.8472 Log-lik 733.2329   

 0.00010 0.000027 3.9636     

        

Greece        

 0.00010 0.000050 2.0315  0.9155 0.0296 30.8472 

 8.92E-14 0.000066 1.33E-09  0.0576 0.1005 0.5740 

 0.9473 0.0110 -4.7778  0.4217 0.1361 3.0978 

 0.0107 0.0051 2.0668  -0.0090 0.0172 -0.5230 

 0.9764 0.0102 -2.2887 Log-lik 537.5260   

 0.0010 0.00035 2.9159     

 
Note: The z-statistics are for the null of each individual coefficient equal to zero, except for φπ and φx,

where the z-statistics are for the null of each individual coefficient equal to one.
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Table 4.17: Causality between convergences of inflation and output gap (part II). Estimation
with the Kalman Filter, 1980Q1-2008Q4

 coeff. s.e.  z stat.  coeff. s.e.  z  stat. 

Ireland        

 0.00013 0.000052 2.5287  0.8737 0.0485 18.0010 

 0.0000074 0.00002 0.374  0.0721 0.0810 0.8910 

 0.9413 0.0086 -6.7826  0.6337 0.1041 6.0874 

 0.0057 0.0018 3.0712  0.0273 0.0212 1.2837 

 1.0175 0.0047 3.6771 Log-lik 599.7242   

 0.000048 0.000023 2.0546     

        

Italy          

 0.00013 0.000026 4.9808  0.9048 0.0369 24.5118 

 3.87E-15 1.19E-06 3.25E-09  0.0510 0.1186 0.4306 

 0.9522 0.0105 -4.5370  0.6657 0.0688 9.6746 

 0.0010 0.00048 2.0912  0.0052 0.0222 0.2366 

 0.9770 0.0040 -5.6067 Log-lik 698.9543   

 0.00017 0.000047 3.6610     

        

Luxembourg        

 0.00019 0.000035 5.5714  0.9411 0.0462 20.3288 

 2.14E-14 6.84E-06 3.12E-09  -0.0063 0.0285 -0.2228 

 0.9641 0.0161 -2.2229  0.6935 0.0729 9.5083 

 0.00017 0.00014 1.1677  0.1458 0.1497 0.9741 

 0.9921 0.00403 -1.9501 Log-lik 572.4116   

 0.00069 0.00013 5.2803     

        

Netherlands        

 0.00018 0.000032 5.6656  0.8887 0.0779 11.4064 

 5.94E-10 5.92E-06 0.00010  0.2738 0.1426 1.9202 

 0.9854 0.0213 -0.6833  0.5517 0.1349 4.0890 

 0.000052 0.000060 0.8687  -0.0135 0.0704 -0.1915 

 0.9769 0.0071 -3.2167 Log-lik 708.6039   

 0.00018 0.000049 3.6734     

        

Portugal        

 0.00016 0.000049 3.2857  0.8715 0.0446 19.5401 

 9.33E-14 0.000016 5.83E-09  0.2485 0.1258 1.9755 

 0.9329 0.0108 -6.1897  0.5860 0.1033 5.6683 

 0.0154 0.0063 2.4256  -0.0105 0.0142 -0.7400 

 0.9805 0.0052 -3.7058 Log-lik 579.8846   

 0.00035 0.000084 4.2738     

 
Note: The z-statistics are for the null of each individual coefficient equal to zero, except for φπ and φx,

where the z-statistics are for the null of each individual coefficient equal to one.
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Table 4.18: Causality between convergences of inflation and output gap (part III). Estimation
with the Kalman Filter, 1980Q1-2008Q4

 coeff. s.e.  z stat.  coeff. s.e.  z stat. 

Spain        

 0.00025 0.000045 5.6000  0.9631 0.0263 36.5528 

 3.71E-07 0.0000105 0.03533  0.0651 0.0934 0.6973 

 0.9333 0.0196 -3.3885  0.6284 0.1042 6.0286 

 0.0014 0.00080 1.7413  -0.0033 0.0237 -0.1411 

 0.9775 0.0089 -2.5049 Log-lik 662.1002   

 0.00021 0.000061 3.5457     

 
Note: The z-statistics are for the null of each individual coefficient equal to zero, except for φπ and φx,

where the z-statistics are for the null of each individual coefficient equal to one.
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Figure 4-13: Country weights of first principal component for inflation after the introduction
of the euro
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Figure 4-14: Country weights of first principal component for output gap after the introduction
of the euro
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Figure 4-15: Country weights of first principal component for RULC after the introduction
of the euro

255



Table 4.19: Determinants of inflation and inflation differentials with fixed effects

Instruments: Eq. (1): constant, πi,t−1, πi,t−2, xi,t−1, ∆ei,t−1, ∆pii,t−1, qi,t−1, ii,t−1, pli,t−1, pi,t−2,
si,t−1, cross-section dummies and one dummy, Dt, that takes the value one for the period 1999Q1-2002Q4.

Eq. (2): constant, πi,t−2, xi,t−1, ∆ei,t−1, ∆pii,t−1, qi,t−1, ii,t−1, pli,t−1, pi,t−2, pi,t−3,
difpi,t−1,∆ulci,t−1, time dummies and cross-section dummies. Eq. (3): constant, πi,t−2, xi,t−1, qi,t−1,

ii,t−1, ∆ii,t−1, pi,t−2, pi,t−3, difpi,t−1, ∆pii,t−1, ulci,t−1 + ii,t−1 − pi,t−1,
ulci,t−1 + ii,t−1 − pii,t−1, ∆ulci,t−1, pli,t−1, time dummies and cross-section dummies.
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Chapter 5

Conclusion

The study of the supply side effect of interest rate has been done in the literature without

explicitly taking into account the role of open economy variables on inflation. Against this

background, in Chapter 2 the general equilibrium effects of the cost channel are studied using

a small open economy New Keynesian model. The concept of cost channel is broadened,

assuming that, besides wages, imports of both consumption goods and inputs have to be paid

in advance.

When compared with the standard model, our model is characterised by new effects of the

nominal interest rate and the terms of trade on the flexible-price equilibrium output, which

occur through the price of imported inputs, CPI inflation and exports.

Likewise, the assumption that imports are paid in advance introduces new effects of the

nominal interest rate on the IS curve and on the equation describing CPI inflation. Now,

the IS curve depends on the expected change in the nominal interest rate, and CPI inflation

equation is affected by the change in the nominal interest rate. The new configuration of

the IS curve breaks the equivalence between closed and open economy representations in the

domestic inflation and output gap’s space, which characterises the standard open economy

New Keynesian model.

In the Phillips curve the direct effect of the nominal interest rate on domestic inflation is

richer than in the standard curve with a cost channel. This effect now works directly not only

through the cost of labour, but also through the price of imported inputs and consumption

goods, CPI inflation and the terms of trade.
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Like with the standard model, the cost channel produces a trade-off between output gap

and domestic inflation. Under an optimal discretion policy it is shown that the central bank

allows more inflation variability when the cost channel is present.

The model was calibrated and the economy’s response to a technology shock with different

policy regimes was analysed. Five policy regimes were considered: domestic inflation-based

Taylor rule (DITR), CPI inflation-based Taylor rule (CITR), optimal commitment, optimal

discretion and exchange rate peg. Our results show that the cost channel produces a larger

change in the nominal interest rate, a more volatile and positive response of the output

gap, and larger initial depreciations in the terms of trade and the nominal exchange rate.

In addition, there is a smaller domestic inflation rate after the shock and a smaller initial

increase in CPI inflation.

It is worth noticing that after a decrease in the interest rate, domestic and CPI inflations

are lower with the cost channel, confirming previous results for the closed economy of a

mitigated response of inflation in the presence of the working capital channel.

Once all shocks are considered simultaneously (shocks to the domestic technology, prefer-

ences and foreign output), it is possible to conclude that for all the policy regimes considered,

with the exception of the peg, the cost channel increases the volatility of domestic inflation,

output gap, and the nominal interest rate. In contrast, the volatility of CPI inflation decreases

in all policy regimes, except in the CITR, where it increases. The effects on the volatility of

the terms of trade and nominal exchange rate are more diverse.

Also with the full set of shocks in place, the policy functions without commitment indicate

that, when the cost channel is present, the central bank changes the interest rate more aggres-

sively in response to shocks. This is explained by the fact that, in the absence of commitment,

the policy maker has to change the interest rate more when the trade-off between the output

gap and domestic inflation deteriorates with the introduction of the working capital channel.

While optimal commitment, optimal discretion and DITR maximize welfare without the

cost channel, when that channel is present only optimal commitment maximises welfare. If

full commitment is not possible, the commitment to a Taylor rule is better than an optimal

discretion policy. The advantages arising from commitment also justify interest rate smoothing

in the context of the Taylor rule.

In addition, the cost channel can partially justify the relatively small empirical contem-
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poraneous correlation between CPI inflation and the nominal exchange rate.

Finally, the increase of imported inputs share in output, with the associated decrease in

imported consumption goods share, in general, reduces macroeconomic volatility, especially

under the CITR and the exchange rate peg. This occurs in these latter regimes because the

effect of the terms of trade in resources allocation and inflation becomes smaller.

We have shown that many of the cost channel’s implications in a closed economy are

also valid in an open economy. Moreover, that channel has significant implications for the

economy dynamics and monetary policy, and also contributes to explaining some relevant

empirical evidence. For all of this, the cost channel deserves more research and attention

from monetary authorities.

In Chapter 3 we analysed empirically the cost channel in the G7 countries using a NKPC

with open economy variables. It is argued that, without such variables, the cost channel may

not be correctly identified.

Our results show that open economy variables are statistically significant in explaining

domestic inflation and CPI inflation dynamics, and lead to some interesting conclusions. For

France, Germany, Japan and the UK, the backward component of CPI inflation is larger in

the open economy Phillips curve than in the closed economy curve. The NKPC with slow

exchange rate pass-through has shown to be empirically more successful than the one with

immediate pass-through. This was valid both for imported inputs and imported consumption

goods. The model of McCallum and Nelson (2000), where imports are solely considered

as inputs in production, is rejected by the data. Instead, a model with imports as both

consumption goods and inputs has a better empirical adherence.

The fact that slow exchange rate pass-through is empirically relevant and that imports

should also be considered as inputs has important implications for monetary policy: apart from

domestic inflation, the central bank should be concerned also with CPI inflation, especially if

inflation has sufficient weight on its goal; commitment in central bank actions becomes more

relevant; and the volatility of the nominal exchange rate becomes more harmful to social

welfare.

In an open economy Phillips curve, we tested two ways of looking at the cost channel that

may exist simultaneously. The first assumes that inputs (wages and imported intermediate

goods) are paid in advance. The second version considers that trade companies pay imports
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of consumption goods in advance. While in the first version the nominal interest rate affects

the marginal cost, in the second it directly affects CPI inflation. In our sample, without

considering import prices, there is some evidence in favour of the first concept of the cost

channel in both domestic and CPI inflations. That evidence becomes weaker when import

prices are added to the Phillips curve. However, there is strong evidence that the cost channel

is present in imported consumption goods.

In Chapter 3 we focused our attention in the inflation processes of the G7 countries,

including three euro area countries, France, Germany and Italy. When we consider the euro

area as a whole, it is possible to observe periods of convergence and divergence in inflation.

Taking into consideration that large diverging inflation differentials can undermine a monetary

union, in Chapter 4 we study inflation convergence process and its determinants. Our major

goals were to measure convergence of inflation rates and business cycles in the euro area and

study the relationship between these convergence processes.

We started studying the convergence of inflation, output gap, and RULC towards Ger-

many, using the Kalman filter to estimate an unobserved convergence component. From 1980

to 2008, inflation’ differentials in the euro area have converged in expectation, despite the

emergence of temporary divergence in some countries after the introduction of the euro.

The business cycles of euro area countries have also became more aligned between 1980

and 2008, and that came out clearer when using the output gap rather than the RULC.

For the countries where convergence of output gap and inflation was identified, convergence

of inflation occurred at a faster rate than the convergence of output gap. Looking at the

causality between the two phenomena, while output gap convergence had a positive effect on

inflation convergence, even though statistically weak for the majority of countries, it seems

that the causality in the opposite direction does not exist. As a result, the destabilising impact

of inflation divergence is more limited.

In order to better identify sub-periods of convergence and divergence and to obtain an

aggregate measure of convergence, we use the common factor approach developed by Becker

and Hall (2009a). This methodology allows us to compare convergence between periods of

time, also called windows. Compared with the period 1990-98, the co-movement in European

inflation rates on average did not increased during the euro period. However, when looking

at sub-periods after the introduction of the euro, we observed that the link between European
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inflation rates has increased strongly in the last years studied.

Regarding business cycle convergence, results depend on the indicator used. With respect

to the window of 1990-98, the co-movement between output gaps has increased for the overall

euro period, while the convergence of RULCs has decreased. However, when looking at sub-

periods during the euro period, the co-movement between RULCs has increased slightly from

the beginning to the end of the period.

A common characteristic of the convergence processes of the three variables studied is that

during the euro period, there were windows of convergence and divergence. In general, for the

three variables, comparing the initial and the final five-year windows, there was an increase

in co-movement, which was smaller for the RULC.

Our next step was to use panel data regressions to assess the determinants of inflation

differentials in more detail. We started by estimating the NKPC for a panel of 12 euro area

countries. The results were similar to those of other studies with time-series or panel data.

Inflation has both forward- and backward-looking components, with the former being more

important. Exchange rates also play a role in price changes, with the lagged exchange rate

having a statistically significant impact. While the cost channel is present, the output gap or

the RULC have a positive effect on inflation that however is not statistically significant.

Regarding inflation differentials, we observe that the expected inflation rate and exchange

rate movements are important determinants of differences in inflation rates. Nevertheless,

the past dynamics of inflation and exchange rate do not play very relevant roles, despite

their significance in explaining national inflation rates. Finally, the usual measures of the

business cycle, output gap and the RULC, are not significant in causing differences in inflation

dynamics.

Observe that the expected inflation rate plays a fundamental role in the results. When it

was introduced, the lagged price level and the output gap lost their statistical significance. It

seems then that these variables were significant because they forecasted inflation.

In addition and even with expected inflation as a regressor, the growth of nominal ULC

plays a significant role in explaining inflation differentials. Then, the business cycle affects

inflation differentials when causes differences in wages evolution across countries. Inflation

differences also respond to the lagged disequilibrium in the long-run relationship proposed by

the Imperfect Competition Model (ICM), which involves domestic prices on the one hand,
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and the ULC, nominal interest rate and imported goods prices on the other hand. We can

also argue that the nominal interest rate affects inflation differentials due to its effect on

the equilibrium marginal cost. Additionally, the introduction of the error correction terms

proposed by the ICM reduced the coefficient of expected inflation but did not eliminate its

statistical significance.

There are some interesting future extensions to our work. In Chapter 2 it would be

relevant to analyse how not only the interest rate but also the amount of working capital

available to firms affects the Phillips curve. In Chapter 3, an important extension would be to

test empirically the implications that the cost channel associated with imported consumption

goods has on the IS curve. Finally, in Chapter 4 it would be interesting to extend our analysis

to Eastern European countries, where the process of inflation convergence is at an earlier

stage.
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Chapter 6

Appendices

6.1 Chapter 2

6.1.1 Households’ FOC

The household problem is

V (Ht, Dt) =Max

{
ξtC

1−σ
t

1− σ − χN
1+η
t

1 + η
+ βEtV (Ht+1,Dt+1)

}

s.t.

Ht +WtNt +Dt −Et (Ωt,t+1Dt+1)− P c
t Ct −DPt = 0

, where Ht+1 =WtNt +Dt −Et (Ωt,t+1Dt+1)− P c
t Ct + (It − 1)DPt = 0.

The FOCs are

ξtC
−σ
t + βEtVH(Ht+1, Dt+1) (−P c

t ) + µt (−P c
t ) = 0 (6.1)

−χNη
t + βEtVH(Ht+1, Dt+1) (Wt) + µtWt = 0 (6.2)

βEtVD(Ht+1, Dt+1) + βEtVH(Ht+1, Dt+1) (−EtΩt,t+1) + µt (−EtΩt,t+1) = 0 (6.3)

βEtVH(Ht+1, Dt+1)(It − 1)− µt(−1) = 0 (6.4)
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where VX = ∂V/∂X and X is any variable. Using the envelope theorem, we have

VH(Ht,Dt) = βEtVH(Ht+1, Dt+1) + µt

VD(Ht,Dt) = βEtVH(Ht+1, Dt+1) + µt. (6.5)

From (6.5) we obtain

µt = VD(Ht,Dt)− βEtVH(Ht+1,Dt+1). (6.6)

Replacing the last expression in (6.3), yields

EtVD(Ht+1, Dt+1)

VD(Ht,Dt)
=
EtΩt,t+1

β
. (6.7)

From (6.3), we also have

µt =
βEtVD(Ht+1, Dt+1)

EtΩt,t+1
− βEtVH(Ht+1, Dt+1). (6.8)

Using the last equation and (6.7) in (6.1), we obtain (2.8).

Using (6.6) on (6.1), yields

VD(Ht,Dt) =
ξtC

−σ
t

P c
t

. (6.9)

Finally, using (6.2), (6.6) and (6.9), we get (2.9).

6.1.2 The real exchange rate and the terms of trade

The foreign economy is almost closed, i.e., the share of imported consumption goods in the

CPI is irrelevant. Consequently, it is not necessary to distinguish between domestic price index

and CPI: P c∗
t = Ph∗

t , where Ph∗
t is the foreign country’s domestic price index denominated in

foreign currency. Thus, Qt = EtPh∗
t /P

c
t . Since all goods produced in the foreign country are

exported to the home country, we have Ph∗
t = P f∗

t , where P f∗
t is the price index of foreign

goods imported by the home country (denominated in foreign currency). Altogether, leads to

q̂t = êt + p̂
f∗
t − p̂ct . (6.10)
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Now, substituting the price of imports in domestic currency (2.13) in (2.14), we get

êt + p̂
f∗
t = δ̂t + p̂

h
t − ît.

Plugging the last expression on the real exchange rate, we obtain

q̂t = δ̂t + p̂
h
t − ît − p̂ct .

Finally, plugging the expression for p̂ct from equation (2.18) into the last equation, one obtain

(2.25).

6.1.3 Production function, prices and consumption in deviations from the

steady-state

For sake of simplicity, we can write the production function in equation (2.26) as:

Y v
t = αN (ZtNt)

v + αM(Mt)
v

where v = 1− 1
ε . In deviations from the steady-state, one have:

vŷt = −1 + αN
[
(
ZN

Y
)ss
]v
+ αM

[
(
M

Y
)ss
]v
+ αN

[
(
ZN

Y
)ss
]v
v (ẑt + n̂t) + αM

[
(
M

Y
)ss
]v
vm̂t.

Since

−1 + αN
[
(
ZN

Y
)ss
]v
+ αM

[
(
M

Y
)ss
]v
= 0,

the last expression becomes

⇔ ŷt = αN

[(
ZN

Y

)ss]v
(ẑt + n̂t) + αM

[
(
M

Y
)ss
]v
m̂t. (6.11)

Defining (
1− γ′i

)
= αN

[
(
ZN

Y
)ss
]v

and γ
′

i = αM

[
(
M

Y
)ss
]v
,
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the latter equation simplifies to

ŷt =
(
1− γ′i

)
(ẑt + n̂t) + γ

′
im̂t.

The next step is to calibrate γ
′

i. Firstly, it is necessary to use equation (2.53) to obtain

αM

(
Mt

Yt

)v

=
Mt

Yt

δt
MCt

.

Taking into account that in the steady-stateMCt = 1/Φ and δ = 1, we get in the steady-state

γ
′

i = αM

[(
Mδ

Y

)ss]v
=

(
Mδ

Y

)ss

Φ =
γi

1 + γi
Φ.

In the discussion below, we are going to express equation (2.1) in percentage deviation

from the steady-state. Applying here the same manipulations done for the CES production

function, we get:

ĉt = (1− γ)
1
a

[(
Ch
t

Ct

)ss]a−1a
ĉht + γ

1
a

[(
Cf
t

Ct

)ss]a−1
a

ĉft . (6.12)

Since in the steady-state Ph
t = P

f
t = P

c
t , from equations (2.4) and (2.5) we obtain

(
Ch
t

Ct

)ss

= (1− γ) and

(
Cf
t

Ct

)ss

= γ.

This implies

ĉt = (1− γ) ĉht + γĉft .

Next, we express equation (2.6) in percentage deviations from the steady-state. Applying

the same calculations that where made for the production function, we obtain for the CPI:

p̂ct = (1− γ)
[(
Ph
t

P c
t

)ss]1−a
p̂ht + γ

[(
P f
t

P c
t

)ss]1−a
p̂ft .
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Since in the steady-state Ph
t = P

f
t = P

c
t , we get:

p̂ct = (1− γ) p̂ht + γp̂ft .

6.1.4 Elasticity of output with respect to labour

The elasticity of output with respect to labour is given by

γt =
∂Y
∂N
Y
N

=
αNZt (ZtNt)

−1
ε

[
αN(ZtNt)

1− 1
ε + αM(Mt)

1− 1
ε

] ε
ε−1

−1

Yt
Nt

.

The last term in the numerator is

[
αN(ZtNt)

1−1
ε + αM(Mt)

1− 1
ε

] ε
ε−1

−1
= Y

1

ε
t .

Therefore, we can write

γt = αN

(
ZtNt

Yt

)1− 1

ε

. (6.13)

6.1.5 Real uncovered interest parity

From (2.15), we have Etδ̂t+1 = Etêt+1 + Et̂it+1 + Etp̂∗t+1 − Etp̂ht+1. Now, add and subtract

some variables to the nominal UIP as follows

ît = îft + (Etêt+1 − êt) + (Etp̂
∗
t+1 −Etp̂

∗
t+1) + /−

(
Et̂it+1 − ît

)

+
(
Etp̂

h
t+1 −Etp̂

h
t+1

)
+ (p̂∗t − p̂∗t ) +

(
p̂ht − p̂ht

)

ρ̂ht = ρ̂ft +
(
Etδ̂

′

t+1 − δ̂
′

t

)
.

6.1.6 Imports demand

From the production function, we got the conditional demand for imports, equation (2.52).

Applying the same reasoning, we obtain a similar expression for the labour demand. With
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the two demand functions, we can write the total cost function as 1

TCt =
ItWt

Ph
t

Nt + δtMt =




(WtIt) /P

h
t

α
ε

ε−1

N Zt



1−ε

+


 δt

α
ε

ε−1

M



1−ε



1
1−ε

Yt

This means that the marginal cost is:

MCt =
∂TCt

∂Yt
=




(WtIt) /P

h
t

α
ε

ε−1

N Zt



1−ε

+


 δt

α
ε

ε−1

M



1−ε



1
1−ε

.

Finally, we can observe that in equation (2.52) the expression in square brackets is equal to




(WtIt) /P

h
t

α
ε

ε−1

N Zt



1−ε

+


 δt

α
ε

ε−1

M



1−ε



ε
1−ε

=MCε
t

6.1.7 The signs of Phillips curve’s coefficients

To start with, notice that we can get

∂πht
∂x̂t

=

(
(1− γ′i) η
1 + γ′iηε

+
σ

1 +w

)
k > 0, with σa > 1.

On the other hand, the sign of ∂πht /∂ît depends on the sign of

v − h(1− γ)γc (σa− 1)
w + 1

= v − h

1 + (1−γ)+γσa
(1−γ)γc(σa−1)

.

The last expression is positive with σa > 1, because

v − h = γσa

1− γ + 1 > 0.

1Varian (1992).
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6.1.8 Discretionary policy

The central bank’s objective is to minimize the loss function, 12

[
πh

2

t + λx2t

]
, period by period,

subject to the constraints

xt = Etxt+1 −
1 +w

σ

[
ît −Etπ

h
t+1 − ρ̂hot

]
+
(1− γ)γc (σa− 1)

σ

(
ît −Et̂it+1

)
,

πht = βEtπ
h
t+1 + ûit + rxt,

δ̂
′

t =
σ

w + 1

(
xt + ŷ

o
t − ŷft

)
− (1− γ)γc (σa− 1)

w + 1
ît −

1− γ
w + 1

ξ̂t,

, with ρ̂hot , ŷ
o
t and δ̂

′o

t exogenous.

The FOCs are

λxt + φ1,t + φ2,t (−r) + φ3,t
(
− σ

w+ 1

)
= 0

πht + φ2,t = 0

φ1,t

(
1 +w

σ
− (1− γ)γc (σa− 1)

σ

)
+ φ2,t (−u) + φ3,t

(1− γ)γc (σa− 1)
w+ 1

= 0

φ3,t = 0

The last four equations can be easily simplified to obtain the policy rule

πht = −
λ

r − σu
1+γ(σa−1)

xt.

6.1.9 The coefficient of output gap on the Phillips curve: the impact of

imported inputs

To start with, notice that using the Phillips curve we have:

∂πht
∂xt

=

(
(1− γ′i) η
1 + γ′iηε

+
σ

1 +w

)
k.

Then,

∂
(
∂πht
∂xt

)

∂γi
=

(
− ηΦ(1 + εη)

[1 + γi (1 + ηεΦ)]
2 +

σ (σa− 1) (1− γ)2

(w + 1)2

)
k.
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Since
∂w

∂γ
= (σa− 1) [(1− γγc) + (1− γ) (1 + γi)] > 0,

and assuming σa > 1, we have

∂
[
σ(σa−1)(1−γ)2

(w+1)2

]

∂γ
< 0.

With γ = 1,

∂
(
∂πht
∂xt

)

∂γi
< 0.

To conclude, it is possible to define γ > γ such that

∂
(
∂πht
∂xt

)

∂γi
< 0.

6.1.10 The coefficient of interest rate on the Phillips curve: the impact of

imported inputs

To begin with, define ∂πht /∂ît = f. Then, we can write

df

dγi
=
∂f

∂γc

∂γc
∂γi

+
∂f

∂γi
.

Firstly, ∂γc/∂γi = − (1− γ) < 0.
Secondly,

f =

[
1 + (σa− 1) (1− γ)

(
− γc
w + 1

)
+

1

w+ 1

(
γ′i (1 + ηε)

1− γ′i
[1 + (σa− 1) γ]

)]
k.

Since with σa > 1, ∂w/∂γc = (σa− 1) (1− γ) > 0, we get

∂
(

1
w+1

)

∂γc
< 0.

In addition,

∂
(
− γc

w+1

)

∂γc
=
− (σa− 1)γ − 1

(w + 1)2
< 0.

It is then possible to conclude that ∂f/∂γc < 0.
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Thirdly, with γi = 0

f = 1− γc (σa− 1) +
γ +w

1− γ
(1− γ)γc (σa− 1)

w+ 1
.

After some manipulations, it is possible to conclude that f with γi = 0 and γi �= 0 are equal.

This means that ∂f/∂γi = 0.

In conclusion, we can say that df/dγi > 0.
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6.2 Chapter 3

6.2.1 Annex: data description

Inflation (πct and π
h
t ): to measure inflation we used two price indexes, P : the GDP deflator

and the CPI. The quarterly inflation rate was obtained as πt = log(Pt) − log(Pt−1). In

general, price indexes were obtained from International Financial Statistics (IFS) of IMF.

The exceptions are the CPI of Canada and UK that were obtained from OECD. Also, the

UK’s CPI excludes mortgage interest payments. The GDP deflator was already seasonally

adjusted on the source. But the CP Index was seasonally adjusted using the method Census

X12, assuming multiplicative seasonality, for all countries, except the USA, where seasonality

was not found significant.

Labour income share or real unit labour cost (st)= log (compensation of employees

/ nominal GDP). Compensation of employees includes wages and the social contribution paid

by employers. Data from OECD National Accounts.

Labour income share of the business sector (sbt) = log (nominal ULC business sector

/ GDP deflator). The ULC of the business sector is from OECD - Main Economic Indicators.

OECD defines business sector as "the institutional sector whose primary role is the production

and sale of goods and services. This sector consequently corresponds to the aggregation of

the corporate, quasi-corporate and unincorporated enterprises including public enterprises".

GDP at constant prices: from IFS/IMF, except for Canada, where data from OECD

National Accounts was used. The data was already seasonally adjusted in the source.

Treasury Bill Rate (it): from IFS/IMF.

Import prices change (πmt ). Import prices were measured with import prices deflator,

Pm,t, from OECD National Accounts. In turn, import prices change was obtained as πmt =

log(Pm,t)− log(Pm,t−1). The data was already seasonally adjusted in the source.

Commodity Price Index: from IFS/IMF. This index was constructed as follows.

Firstly, we calculated a weighted sum of both the non-fuel primary commodities index (2000=100,

US dollars) and the price of spot crude in US dollars (2000=100). The weights used to aggre-

gate these indexes were 52.2% and 47.8% respectively. 2 Secondly, the commodity price index

2These weights are the ones used in the Index of Primary Commodity prices of IMF. However, that index
attributes a weight of 47.8% to the energy index. Here, to simplify we attributed that weight only to crude,
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was converted to the respective national currency, using the IFS exchange rate (quarterly

average) between each national currency and the US dollar.

Real commodity prices: commodity price index / GDP deflator.

Real effective exchange rate (CPI based) (qt): from IFS/IMF.

Wages in manufacturing (wt): from OECD Main Economic Indicators. The data was

already seasonally adjusted in the source.

Real wage (ωt): wages in manufacturing deflated by the CPI.

6.2.2 Annex: some proofs

Here we show how to obtain Nt
Mt
=
(
αNPm,t
αMWt

)ε
.

The conditional factor demand functions are:

Nt =
1

α
ε

ε−1

N


WtIt

α
ε

ε−1

N



−ε 


 WtIt

α
ε

ε−1

N Zt



1−ε

+


Pm,tIt

α
ε

ε−1

M



1−ε



ε
1−ε

Yt

and

Mt =
1

α
ε

ε−1

M


Pm,tIt

α
ε

ε−1

M



−ε 


 WtIt

α
ε

ε−1

N Zt



1−ε

+


Pm,tIt

α
ε

ε−1

M



1−ε



ε
1−ε

Yt.

Dividing the first by the second expression, we obtain

Nt

Mt
=

(
αNPm,t

αMWt

)ε

.

In what follows we show that

γt = 1− αM
(
Yt
Mt

) 1
ε−1

. (6.14)

From Chapter 2, we know that

γt = αN (ZtNt)
ε−1
ε Y

1−ε
ε

t .

that is the most important sub-category of the energy index.
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From the production function we have the equality

αN (ZtNt)
ε−1
ε = Y

ε−1
ε

t − αMM
ε−1
ε

t .

Combining the two last equations, we get equation (6.14).
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6.3 Chapter 4

6.3.1 Data description

Price Level (pli,t): price level index (PLI) of household final consumption expenditure from

Eurostat. The PLI is obtained as the purchasing power parity of consumption over current

nominal exchange rate. 3 The 12 initial member countries of euro area are taken as a reference

(Euro 12). If for a country the PLI is larger than one means that the overall price level is

larger in that country than in the Euro 12. We obtained the quarterly data interpolating the

original annual data with a local quadratic polynomial.

Inflation rate (πi,t):
4 when available, we used the quarterly harmonized CPI from

Eurostat. From 1998 onwards the harmonized CPI was available for all countries, and earlier

for some of them. When this indicator was not available, we used the national CPI (from

OECD Main Economic Indicators (MEI)). The seasonality was removed from the CPI using

Census X12 multiplicative adjustment.

In general, we used the quarterly inflation annualized. First, the quarterly inflation rate

is: inf quarterly = pt
pt−1

− 1, where pt is the CPI. Second, the annualized quarterly inflation

rate is: (1 + inf quarterly)4 − 1. But for the Phillips Curve estimation, quarterly inflation

rate was obtained as: log(pt)− log(pt−1).
Difference of CPI indexes (difpi,t): log(pi,t)− log(peuro12,t). The CPI for each country

was obtained as described above. In turn, the harmonized CPI for euro area 12 (from 1996

onwards) was obtained from Eurostat. Both indexes were seasonally adjusted and have value

100 in 2005.

Output gap (xi,t):
5 Let us start by stating the source of GDP. When possible we

used data from OECD Quarterly National Accounts, to be compatible with the ULC, which

are also from OECD. The data it was already seasonally adjusted. Due to the lack of data

from OECD sources for Ireland, Luxembourg and Portugal, we used data from International

Financial Statistics (IFS) of IMF. But even IMF does not has quarterly data for the all sample

for Ireland and Luxembourg. In order to be able to apply the convergence analysis for the

3The concept is the same as the one used by Honohan and Lane (2003).
4This data was used for convergence, PCA, and explaining differentials.
5This data was used for factor analysis, convergence and explaining differentials.
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entire sample 1979Q1-2008Q4, we decided to interpolate the annual data at the beginning

of the sample, using a local quadratic polynomial (match sum) (see Eviews, 2007, for more

details). But at the end of the sample we used non-interpolated data: from 1997Q1 onwards

for Ireland and from 1996Q1 onwards for Luxembourg, we used seasonally adjusted (with

Census X12 multiplicative adjustment) GDP from IFS. To extend these series backwards, we

used the growth rate of the interpolated GDP data.

The output gap was obtained using GDP series starting in 1979Q1 or 1980Q1, depending

on data availability. And this was also used in explaining inflation differentials for 1999Q1-

2008Q4. Output gap for each country was calculated as the difference between the log of

output and the log of output’s trend. To calculate the output’s trend we used the HP filter,

with lambda fixed at 1600.

The gdp for the euro area 12 (fixed composition), xeurot , was obtained from ECB and

was already seasonally adjusted.

Nominal unit labour cost (ulct) and real unit labour cost or wage share (st):

nominal unit labour cost (ULC) was obtained from MEI/OECD (ULQBBU01.IXOBTE).

This data covers the entire economy. In order to obtain a larger sample and reduce the

considerable volatility of the raw data, we used trend-cycle series, which include all non-

seasonal and non-irregular movements in the underlying series. Compared with the data from

OECD National Accounts, the MEI/OECD’s has two advantages: (1) the sample available

is bigger and (2) it is adjusted for self employment. Since for Portugal the ULC of the

entire economy were not available, we used the ULC of the business sector. The real ULC,

or wage share, was obtained dividing the nominal ULC (2005=100) by the GDP deflator

(2005=100). For the GDP deflator of Ireland and Luxembourg, we interpolated the annual

data to get quarterly data, as described below. From here, we observe that the real ULC

takes in to account wages (wt) and labour productivity (prt), as it can be written in logs as:

st = ulct − pdt = wt − prt − pdt.
GDP deflator (pdi,t) was obtained from OECD national accounts, except for Portugal,

Ireland and Luxembourg, where data from IFS/IMF was used. The data from IFS/IMF was

desazonalised using Census X12 multiplicative adjustment. The IMF’s data was used due to

the lack of OECD data for part of the sample. And even the IMF did not have quarterly GDP

deflator for Luxembourg and Ireland available for the beginning of the sample. Therefore we
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decided to interpolate the annual data, using quadratic local polynomials (where the annual

GDP deflator matches the GDP deflator for the fourth quarter). The growth rate of the

interpolated data was used to extend the actual data backwards (since 1996Q4 for Ireland

and 1994Q4 for Luxembourg).

Nominal effective exchange rate (ei,t): from IFS/IMF, base year 2005 - NEUZF

NEER FROM ULC (Units: Index Number). This measure uses weights from the trade of

manufactured goods. An increase in NEER is an appreciation of the euro. 6 In the residuals

analysis we used the level of the NEER, while in the estimation of the Phillips curve we used

the log of the NEER’s level.

Real effective exchange rate (qi,t): from IFS of IMF (RECZF REER based on relative

Consumer Prices, 2005=100).

Import prices (pii,t): imports price deflator from Quarterly National Accounts OECD

(Imports of goods and services, seasonally adjusted, 2005=100). For Ireland there is only

data from 2000Q1 onwards.

Euro interest rate (ieurot ): three month interbank rate of the euro area, from IFS of IMF

(60B..ZF INTERBANK RATE (3-MONTH MATURITY) (Units: Percent per Annum)).

Retail interest rate (it): loans to corporations up to one year from Eurostat. Before

2003q1 data is not harmonized. To accommodate this fact, we used a dummy for the period

1998Q1-2002Q4. Notice that before 2003Q1 there was no data available for Luxembourg.

And before 2003Q1 for Finland we used the interest rate of loans to firms above one year.

Price of oil in euros (pot): the price of oil in USD was converted to euros. The price

in USD was obtained from IFS/IMF: average crude price (Units: US Dollars per Barrel)

00176AAZZF (Source: World). The conversion to euros was done using period average ex-

change rate (first for the ecu and latter for the euro) from MEI/OECD: ECU-EUR/USD

exchange rate monthly average, EMU.CCUSMA02.ST, Units: EUR/USD.

6We use the same measure as Honohan and Lane (2003).
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6.3.2 Kalman filter

The model composed of equations (4.1) and (4.2) is in the state-space form, with (4.1) as the

measurement or observation equation and (4.2) as the state or transition equation.

This model cannot be estimated directly using standard procedures, like OLS, IV or GLS.

Instead, it has to be estimated applying the Kalman Filter to the state-space form equations.

Firstly, this filter provides “optimal” forecasts of the unobserved component. 7 Then, they are

used to generate series of one-step-ahead prediction errors and their variances, which contain

unknown parameters to be estimated. Finally, using those series of errors and variances,

standard maximum likelihood techniques can be used to estimate the unknown parameters.

The described model decomposes the difference between two series in two components: a

permanent component, αt, which we interpret as a measure of convergence, and an error εt,

which is a transitory component. What the Kalman filter actually does is to determine which

part of the change in the dependent variable, Xt − θYt, can be attributed to each one of that

components.

Next, we present a general formulation of the Kalman filter based on Hamilton (1994,

Chapter 13) and Cuthbertson et al. (1992). To start with, yt is a (n× 1) vector of variables
observed at time t. There is also ξt that is an unobservable (r × 1) state vector. The state-

space representation of the dynamics of yt comprises the state and measurement equations,

respectively:

ξt+1 = Fξt + vt+1 (6.15)

yt = A′xt +H
′ξt +wt, (6.16)

where F, A′, and H′ are matrices of parameters of dimension (r × r), (n × k), and (n× r),
respectively, and xt is a (k × 1) vector of exogenous or predetermined variables. It can be

observed that the state variable follows an AR(1) process. More complex dynamic models can

also be represented in the state-space form if they are properly re-parameterised. The error

7They are optimal in the sense that they minimize the Mean Squared Error.
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terms vt (r × 1) and wt (n× 1) are white noise vectors:

E(vtv
′
τ ) =




Q for t = τ

0 otherwise





E(wtw
′
τ ) =





R for t = τ

0 otherwise,





where Q and R are (r × r) and (n× n) matrices, respectively. This means that both vt and

wt are not serially correlated. Additionally vt and wt are uncorrelated for all lags

E(vtw
′
τ ) = 0, for all t and τ .

Also, vt is uncorrelated with lagged values of ξ, and wt is uncorrelated with all lags of ξ.

The model just described can be extended in two ways. First, it is possible to assume

correlation between the errors, vt and wt. Second, the matrices F, Q, A, H and R can

depend on xt, as we will see further on in the discussion.

The sample available is y1, y2, ..., yT , x1, x2, ..., xT . The goal is to obtain a series of

linear least squares forecasts of the state vector, using the data available at each point t:

ξ̂t+1|t = Ê
(
ξt+1|y∗t

)
,

where y∗t ≡
(
y′t,y

′
t−1, ...,y

′
1,x

′
t,x

′
t−1, ...,x

′
1

)
. For each of these forecasts there is a Mean

Squared Error (MSE) (r × r) matrix of the forecast error:

P
t+1|t

= E

[(
ξt+1 − ξ̂t+1|t

)(
ξt+1 − ξ̂t+1|t

)′]
.

In order to forecast the state vector, the following recursive procedure is done. Firstly,

some initial values are suggested: ξ̂1|0 and P1|0. These values correspond to forecasts without

any information on yt and xt. After, recursively for each t = 1, ..., T , we get: (1) the forecast

of yt, ŷt|t−1, and obtain its MSEt|t−1, using ξ̂t|t−1, Pt|t−1
, yt−1 and xt; (2) making use of yt,

update the forecast of ξt, ξ̂t|t and Pt|t
; (3) forecast ξ̂t+1|t and Pt+1|t

.
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Starting values

The starting value for the state variable is simply the unconditional mean of ξ1, ξ̂1|0 = E (ξ1),

with MSE

P1|0 = E
[
(ξ1 −E (ξ1)) (ξ1 −E (ξ1))′

]
.

If the eigenvalues of F are inside the unit circle, then ξt is covariance-stationary and ξ̂1|0 = 0,

with

vec
(
P1|0

)
= [Ir2 − (F⊗F)]−1 vec(Q).

When the state vector is non-stationary or the model is time variant, 8 it is not possible to

solve for the initial conditions (Harvey, 1989, p. 121). Notice that this is the situation we

have in our model of convergence. And on that case, diffuse or non-informative initial values

are used, as suggested by Koopman et al. (1999): ξ̂1|0 = 0 and P1|0 = κI, where κ is an

arbitrarily large number and I is a (r × r) matrix. The large value for P1|0 translates the

great uncertainty surrounding the initial value proposed for the state variable.

After defining the starting values, the next step is to obtain ξ̂2|1 and P2|1. Since procedures

to estimate the two former variables and the correspondents variables for t = 2, 3, ..., T are

similar, we are going to describe this step for a generic moment t.

Forecasting yt

From equation (6.16), it is obtained the forecast for yt

ŷt|t−1 = A
′xt +H

′ξ̂t|t−1. (6.17)

The implied forecast error is

yt−ŷt|t−1 =H′
(
ξt − ξ̂t|t−1

)
+wt,

with MSEt|t−1

E
[(
yt−ŷt|t−1

) (
yt−ŷt|t−1

)′]
=H′Pt|t−1H+R. (6.18)

8F or the variance-covariance matrices, Q and R, are time variant.
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The MSE depends on two elements: the uncertainty in predicting ξt, Pt|t−1, and the intrinsic

uncertainty in equation (6.16), arising from the error term wt.

Updating the forecast of ξt

When information on yt is considered, the estimate for ξt can be updated. Using the formula

for updating a linear projection, it can be shown that

ξ̂t|t = ξ̂t|t−1 +Pt|t−1H
(
H′Pt|t−1H+R

)−1 (
yt−ŷt|t−1

)
, (6.19)

with its MSE given by

Pt|t = Pt|t−1 −Pt|t−1H
(
H′Pt|t−1H+R

)−1
H′Pt|t−1. (6.20)

These are called the filtered state mean and variance.

Forecasting ξt+1

Now, with the updated value for ξt, a forecast of the state variable for t+1 can be produced

using (6.15):

ξ̂t+1|t = Fξ̂t|t.

Replacing (6.19) for ξ̂t|t in the last equation, it results

ξ̂t+1|t = Fξ̂t|t−1 +Kt

(
yt−A′xt −H′ξ̂t|t−1

)
, (6.21)

whereKt = FPt|t−1H
(
H′Pt|t−1H+R

)−1
is the Kalman gain. Since an unpredictable change

in yt can be due to the permanent or the transitory component, the Kalman gain decides how

much of that change is attributed to the permanent component. So, the matrix Kt depends

on the relative MSE. An increase in the MSE of state variables, Pt|t−1, in relation to the MSE

of the observable variables, H′Pt|t−1H+R, increases the Kalman gain. On other words, if

the MSE of the state variables is relatively large, then a large part of the change in yt is

explained by changes in the state variables, and Kt will be large. In opposition, for a given

forecast error of yt, if the MSE of the observable variables is relatively large, it means that
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there is a lot of transitory noise in the data, and so the adjustment to the state variable will

be small.

The MSE of that forecast is

Pt+1|t = FPt|tF
′ +Q, (6.22)

with Pt|t given by (6.20).

Maximum Likelihood estimation of parameters

Up to now, we assumed to know matrices F, Q, A, H and R. But they may include unknown

parameters, which can be estimated using maximum likelihood. In order to due that, it has

to be assumed that ξ1 and {wt,vt}Tt=1 are Gaussian, implying that

yt|xt,y∗t−1 ∼ N
(
A′xt +H

′ξ̂t|t−1,H
′Pt|t−1H+R

)
,

where the mean is from (6.17) and the variance from (6.18). The conditional Gaussian density

function of yt comes out as

fyt|xt,y∗t−1 = (2π)−n/2
∣∣H′Pt|t−1H+R

∣∣−1/2 ×

exp

{
−1
2

(
yt−A′xt −H′ξ̂t|t−1

)′ (
H′Pt|t−1H+R

)−1 (
yt−A′xt −H′ξ̂t|t−1

)}

and the sample log likelihood is

T∑

t=1

log fyt|xt,y∗t−1

This can be maximized numerically with respect to the unknown parameters in the matrices

F, Q, A, H and R, following these steps: 1) start with an educated guess for the unknown

parameters, 2) calculate the matrices F, Q, A, H and R, 3) run the Kalman filter for

t = 1, ..., T and obtain ξ̂t|t−1 and Pt|t−1, 4) evaluate the log likelihood function using estimates

from step 2) and 3), and 5) if a maximum was not yet attained, use numerical optimization

methods to make better guesses of the unknown parameters in order to maximize the log

likelihood, and go again to step 2).
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Smoothing

Above, only information up to t was used to estimate ξ. However, the full sample can be used

to estimate the state variable. In that case we have a smoothed estimate of ξ:

ξ̂t|T = Ê (ξt|y∗T ) ,

with a MSE given by

Pt|T = E

[(
ξt−ξ̂t|T

)(
ξt−ξ̂t|T

)′]
.

It can be shown that the updating formula for the smoothed estimate of ξ is:

Ê (ξt|y∗T ) = ξ̂t|t + Jt
(
ξ̂t+1|T − ξ̂t+1|t

)
, (6.23)

with

Jt = Pt|tF
′P−1t+1|t. (6.24)

This formula corrects the estimate of ξ done with information in t using the ξ forecast error

in t + 1. This error is calculated comparing the forecast of the state variable done with

information up to t with the one done with all the information in the sample, ξ̂t+1|T .

The entire sequence of smoothed estimates
{
ξ̂t|T

}T

t=1
is then obtained as follows. (1)

Firstly, run the Kalman filter and obtain ξ̂t|t, from (6.19), ξ̂t+1|t, from (6.21), Pt|t, from

(6.20), and Pt+1|t, from (6.22). Store the sequences
{
ξ̂t|t

}T

t=1
,
{
ξ̂t+1|t

}T−1

t=0
,
{
Pt|t

}T
t=1

, and

{
Pt+1|t

}T−1
t=0

. Notice that ξ̂T |T is just the last element of
{
ξ̂t|t

}T

t=1
. (2) Obtain {Jt}T−1t=1 from

(6.24). (3) From (6.23) we calculate for t = T − 1

Ê
(
ξT−1|y∗T

)
= ξ̂T−1|T−1 + JT−1

(
ξ̂T |T − ξ̂T |T−1

)
.

The same can be obtained for t = T − 2. And proceeding backwards in this manner, the

entire series of smoothed estimates,
{
ξ̂t|T

}T

t=1
can be obtained.

Starting from (6.23), it can be shown that the smoothed MSE of the estimate is

Pt|T = Pt|t + Jt
(
Pt+1|T −Pt+1|t

)
J′t.
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Using the same procedure as for ξ̂t|T , this equation can be used to obtain Pt|T for the entire

sample, starting in t = T − 1 and working backwards.

The smoothed estimates of the observation variables are easily obtained as

ŷt|T = A
′xt +H

′ξ̂t|T .

The smoothed error estimates can be produced using

ŵt|T = yt − ŷt|T

v̂t+1|T = ξ̂t+1|T −Fξ̂t|T .

The smoothed error variance matrices can also be estimated, yielding Ê (Q|y∗T ) and Ê (R|y∗T ).
These estimates can be time-varying, as is explained next.

Time-varying parameters

Up to this point we assumed the matrices F, Q, A, H and R as constants. However, this

assumption can be relaxed, with that matrices depending on xt. The vectors of errors have

the same properties as before, but now they are assumed to follow a Gaussian distribution.

In this context and taking in to account information on yt, it can be deducted the conditional

distribution

ξt|yt,xt,y∗t−1 ∼ N
(
ξ̂t|t,Pt|t

)
,

where ξ̂t|t and Pt|t (and also ξ̂t+1|t, and Pt+1|t) are obtained using exactly the same formulas

as before, but were the matrices F, Q, A, H and R are time-varying. Also as before, the log

likelihood function can be used to estimate the unknown parameters.
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6.3.3 Principal components analysis

In this annex, we are going to present a synthesis of the principal component technique applied

in the study of convergence. Synthesis as this one can be found in works like Johnson and

Wichern (2007) and Jolliffe (2002).

In general terms, principal components analysis is a statistical technique used to summa-

rize a set of data. Unobservable variables, called principal components (PC), are identified as

linear combinations of the original data, which are able to explain the variance on those data.

Ideally, the first few PCs will be able to reproduce almost all the variability in the original

variables, and can substitute them without great loss of information.

To start, we have n observations on p random variables: x1, x2, ..., xn, where xj =

[x1j x2j ... xpj ], with j = 1, 2, ..., n. The statistics of interest describing these data are the

sample mean vector x, the p × p sample covariance matrix S, and the sample correlation

matrix R.

The sample principal components are defined as the linear combinations of the data which

have maximum sample variance. The first PC is the one that explains the larger proportion

of sample variance. The second PC is uncorrelated with the first one and explains the second

largest proportion of the variance. Proceeding sucessivelly in this way, in the limit with a

number of PC equal to the number of variables, the total variance in the data can be replicated.

In concrete, the first sample PC is the linear combination α′1xj = α11x1j + α21x2j + ...+

αp1xpj , j = 1, ..., n, which maximizes the variance of α′1xj , α
′
1Sα1, subject to α

′
1α1 = 1.

The second PC accounts for the maximum remaining variance on the data. It is obtained

as the linear combination α′2xj which maximizes the variance of α′2xj , having zero covariance

with α′1xj and a vector of unit length, α′2 α2 = 1.

In general, the ith sample PC is the linear combination α′ixj that maximizes the variance

of α′ixj subject to (1) cov(α′ixj,α
′
kxj) = 0, for k < i, and (2) α′iαi = 1.

If the eigenvalue-eigenvectors pairs of S are
(
λ̂1, ê1

)
, ...,

(
λ̂p, êp

)
, with λ̂1 ≥ λ̂2 ≥ ... ≥

λ̂p ≥ 0, then it can be shown that the ith PC is: 9

ŷi = ê
′
ix =ê1ix1 + ê2ix2 + ...+ êpixp, (6.25)

9To simplify the notation, we express the PC in a generic way, and not attached it to any observation j. But
for each observation j of the p variables, a PC i is obtained that summarizes the variation on the p variables.
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for i = 1, ..., p. Since the PC was obtained with the restriction of a vector of unit length

vector, we have for each PC i:

p∑

j=1

ê2ji = 1.

The variance of the ith PC is the ith eigenvalue: var (ŷi) = ê
′
iSêi = λ̂i, i = 1, ..., p. By

definition, the PCs are uncorrelated: cov (ŷi, ŷk) = 0, k �= i.

The total sample variance is matched by the sum of the eigenvalues:

p∑

i=1

var(xi) = λ̂1 +

λ̂2 + ...+ λ̂p, where var(xi) = sii is the variance obtained with n observations of variable i.

Therefore, the proportion of the sample variance explained by the PC i is simply

λ̂i

λ̂1 + λ̂2 + ...+ λ̂p
.

Besides the eigenvalues, the eigenvectors also deserve a careful examination. Usually, they

are also called factor loadings and they represent the contribution of each variable to the PC

(see equation (6.25)). Therefore, they can be used to assess the co-movement between the

variables and the respective PC. Besides that, the loadings can also be used to interpret the

PC. To do that, it is necessary to analyse which is the sign and size of each variable’s factor

loading for a given PC, and from that infer a qualitative meaning for the PC.

In a different way, each observation j can be recovered from the set of PCs using the

eigenvectors:

xj = ŷ1j ê1 + ŷ2jê2 + ...+ ŷpjêp

, j = 1, 2, ..., n. This means that the factor loadings can also be interpreted as the weight of

each PC on a specific variable j.

Based on this discussion, it is possible to conclude that the factor loadings are related

with the correlation between the PCs and the variables. Formally, we have:

ρŷi,xk =
êki

√
λ̂i√

skk

, i, k = 1, ..., p.

One drawback of the principal components analysis occurs when the original variables are

heterogenous with respect to their variances, i.e., when there are differences in scale in the

data set. In this case the variables with larger variance will dominate the first few PCs.
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One way of overcoming this problem consist in obtaining the PCs from the standardized

variables i:

zi,j =
xi,j − xi√

sii

, j = 1, 2, ..., n and i = 1, ..., p. Due to the standardization of the variables, E(zi) = 0 and

V ar(zi) = 1. In matrix notation we have:

zj = D
−1/2 (xj − x)

, j = 1, 2, ..., n and where D is a diagonal matrix of the sample standard deviations. The

matrix (p× n) with the n observations of the standardized observations is Z = [z1, z2, ..., zn],

with Z = D−1/2
(
X−X

)
.

The sample covariance matrix of the standardized variables is equal to the correlation

matrix of the original variables:

cov(Z) = D−1/2SD−1/2 = R.

Then, the PC of the standardized observations are obtained from the correlation matrix of

the original variables, R. All the results seen above hold for this case, with some slight

modifications. If the ith pair of eigenvalue-eigenvector of R is
(
λ̂i, êi

)
, with λ̂1 ≥ λ̂2 ≥ ... ≥

λ̂p ≥ 0, then the ith PC is

ŷi = ê
′
iz =ê1iz1 + ê2iz2 + ...+ êpizp,

i = 1, ..., p.

The var (ŷi) = λ̂i, i = 1, ..., p, and we still have cov (ŷi, ŷk) = 0, k �= i. The total

standardized sample variance is p = λ̂1 + λ̂2 + ... + λ̂p. Consequently, the proportion of the

standardized variance explained by the ith PC is λ̂i/p. Finally, the correlation between each

variable and the PC is simplified to: ρŷi,zk = êki

√
λ̂i, i,k = 1, ..., p.

The PCs are obtained through the singular value decomposition of the (n× p) X matrix
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of the demeaned data (or matrix Z of the standardized data). It can be shown that

X = ULA′

where U and A are respectively (n× r) and (p× r), and they are orthogonal, such that

U′U = Ir and A
′A = Ir; L is a (r × r) diagonal matrix; and r is the rank of X. Each matrix

contains important elements for the PC analysis. Matrix A contains the eigenvectors of X′X,

i.e., the coefficients of the PCs. Matrix L includes the square-roots of the eigenvalues of X′X,

that are the standard deviations of the PCs. And U gives a scaled version of the PC.
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