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Abstract

Abstract

A front-tracking solidification model has been developed to simulate the dendritic
structure evolution during alloy solidification. In the model the growth of dendrites is
governed by heat and mass transport and a finite difference technique is employed to
solve heat and solute diffusion during solidification. The model incorporates front-
tracking technique to calculate and track the exact position of the Solid/Liquid (S/L)
interface as a part of solution process and a new capture rule was designed and

implemented in the model to efficiently track the growing S/L interface.

The model has been evaluated and verified using simulated data from Al-Cu 4 wt. %
alloy solidification. The effect of curvature undercooling on crystal growth was
investigated. The simulated results reveal that solute redistribution, curvature of the S/L
interface and anisotropy of interface tension are important factors in determining the
dendritic morphology. The calculation of the S/L interface curvature and anisotropy of
surface tension was found to be particularly important in determining the dendritic
growth direction. Based on the above observations and simulated data, the parameters in
the developed model have been optimised for predicting the solidification structure in

binary alloys.

Simulations of Al-Cu alloy solidification were then performed using the optimised
model for single-grain and multi-grain solidification. The simulated results of single-
grain growth were compared with the results from the Lipton-Glicksman-Kurz (LGK)
model (Lipton et al. 1984). Solute profile ahead of the S/L interface was examined
using different techniques for approximating solute profile in the growing cell. The
solidification segregation in the multi-grain growth was investigated; and the dendritic

evolution and solute interaction during multi-grain growth were investigated.
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Chapter 1 Introduction

Chapter 1 Introduction

Microstructures are at the centre of materials science and engineering. It is well known
that materials microstructure, including size and shape, spatial arrangement of local
structural features, spatially distributed phases of different compositions, spatially
distributed phases of crystal structures, etc. plays a critical role in determining the
mechanical and physical properties. Therefore, microstructure control is essential for
any processing activity (Kurz & Fisher 1989). Solidification, which is generally
accompanied by the formation of crystals, is one of the most important processing
routes for many materials, especially metals and alloys (Kurz & Esaka 1988). During
the last few decades, important advances have been made in our fundamental
understanding of solidification microstructures (Boettinger et al. 2000). On the other
hand, with the development of very powerful computers, computer simulations are
becoming increasingly used for the modelling of microstructure formation and
associated characteristics or defects. Over recent years, with advanced numerical
methods and better understanding of the physical phenomena involved in solidification,
numerical simulation has emerged as one of the most powerful and efficient methods

for studying many types of microstructure evolution processes (Boettinger et al. 2000).

The work described in this thesis is on modelling of the microstructure evolution during
solidification. A front-tracking model for solidification microstructure evolution has
been developed. Using the developed model, the microstructure evolution during alloy

solidification was investigated.
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In the thesis, reviews of the relevant literature on solidification theory and modelling
theory are presented in Chapter 2 and Chapter 3, separately. The background of the
project and recent developments in solidification theory are described in Chapter 2.
Simulation techniques for solidification and their recent developments are summarised

in Chapter 3.

Chapter 4 describes the developed front-tracking solidification model. In the developed
model, solidification structure evolution is controlled mainly by mass and heat transport;
techniques for tracking the Solid/Liquid (S/L) interface were employed. In this chapter,

the numerical treatment used in the model is also presented.

In Chapter 5, model evaluation is presented. The effect of anisotropy of the S/L
interfacial energy on  solidification structure evolution was examined. Curvature
undercooling was included and effects of curvature undercooling on the dendritic

morphology development were reported.

Chapter 6 presents the verification of the developed model. Firstly, effects of accuracy
of S/L interface curvature calculation on dendritic morphology are presented. Then the
effect of interface curvature and anisotropy of surface tension on dendritic growth was
analysed. Mesh independency and time step independency in multi-grain growth are

described.

Chapter 7 describes simulated results on microstructure evolution during solidification
of single-grain and multi-grain growth. Results for single-grain solidification fit well
with the results from the Lipton-Glicksman-Kurz (LGK) model (Lipton ef al. 1984). For
the multi-grain growth simulation, solute interaction in multi-grain growth was analysed

and solidification segregation was investigated.
-2
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Conclusions of this study are drawn in Chapter 8, followed by recommendations for

future work.
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Chapter 2 Literature Review---

Solidification Theory

The work described in this thesis is about the modelling of microstructure evolution
during solidification. To develop such a model, it is essential to understand the
microstructure evolution during the process of solidification. Microstructures are at the
centre of materials science and engineering. Materials microstructure, including size,
shape, spatial arrangement of local structural features, and spatial distribution of phases
of different compositions, plays a critical role in determining materials properties.
Solidification is one of the most important processing routes to engineer microstructures
for many materials, especially for metals and alloys (Kurz & Esaka 1988). In order to
better understand the microstructure evolution during solidification process, it is
necessary to grasp the basic theory of solidification. It is essential to understand the
associated underlying physical principles. The objective in this chapter is to give a
literature review of solidification theory, which has been a topic studied by many
scientists for years (Boettinger et al. 2000). This chapter will focus on the fundamental

solidification theory, with particular attention given to dendritic growth.

Solidification is a phase-transformation process in which liquid phase changes into one
or several solid phases. Solidification starts with grain nucleation and continues with

solid growth. It is well known that solidification is one of the most important processing
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routes for many materials, even if the only acquaintance with it involves the making of
ice cubes. The manufacture of almost every man-made object involves solidification at
some stage. Where the most widely-used group of materials, metallic alloys, are

concerned, it is generally accompanied by the formation of crystals.

Solidification is of significant importance. Casting, one of the major practical
applications of solidification, is a very economic method of forming a component if the
melting point of the metal is not too high. If the properties of castings were easy to
control, then solidification would be an even more important process. As a materials
solidification microstructure plays a critical role in determining the properties,
microstructure control is essential for this processing. In this respect, solidification
theory plays a vital role since it forms the basis for influencing the microstructure and
hence improving the quality of cast products. Over the past years, important advances
have been made in fundamental understanding of solidification microstructures
(Boettinger et al. 2000). This chapter will outline the fundamental theory of
solidification, with main interest placed on the evolution of microstructures during

solidification process.

2.1 Nucleation

When a solid is growing into a liquid, the solid phase has to first nucleate followed by
subsequent growth. There are three possible mechanisms for nucleation: 1)
homogeneous nucleation, 2) heterogeneous nucleation and 3) growth from existing

substrates such as gas pockets or metastable particles.
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2.1.1 Homogeneous Nucleation

The classical homogeneous nucleation model is developed by calculating a critical
degree of deviation from equilibrium required for nucleation. The balance of free
energy due to formation of a particle of the new phase is determined. The energy
balance is formed by taking into account the decrease in free energy due to the
formation of a certain volume of the new phase, and the increase due to the formation
of the surface of that phase. In the simplest case, the particle is assumed to be a sphere
of radius 7. The energy balance is derived by summing the interface and volume terms,

which can be given as (Kurz & Esaka 1988):

AG = AG, + AG, = 4onr’ + %Agmf3 (2.1)

2. . . :
where AG; =407 is the interface term and AG, = % Agrr® is the volume term. O is

the L/S interfacial energy, r is the radius of a nucleus and Ag is the Gibbs free energy
difference between the liquid and solid per unit volume, which is proportional to

undercooling AT :

Ag=As,-AT (2.2)
where As s 1s the difference in slope of Gibbs free energy-Temperature function of two
phases and AT’ is undercooling.

The undercooling AT is the sum of solute undercooling, kinetic undercooling,

curvature undercooling and thermal undercooling. It can be written as:
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AT = AT, + ATy + AT, + AT, (2.3)

where AT is solute undercooling, which arises when the material is not pure, AT, is
the kinetic undercooling, AT, is curvature undercooling, which occurs when the

interface between the solid and the liquid is curved, and AT, is thermal undercooling,

t

see Figure 2.1 (Kurz & Fisher 1989).

ATy
. | ATy
5 }m;: AT
I h
L | AT,
=
=
=
=
- (c)
C, ' wt.%

Figure 2.1 Undercooling during solidification
Solute undercooling happens when the material is not pure. During the solidification of
alloys, because of the difference of solubility in liquid and solid, the solute is rejected
into the liquid at the S/L interface. The diffusion processes are driven by solute gradient
in the liquid. Via the equilibrium phase diagram, the difference of solute concentration

can be converted into a temperature difference, which is:
AT, = my(Cy — CY) (2.4)

where m, is the liquidus slope, C, is the solute concentration in bulk liquid and G/ is

the concentration in liquid side at the interface.
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Curvature undercooling occurs when the interface between the solid and the liquid is
curved. The amount of this undercooling can be obtained from the Gibbs-Thomson

equation. Usually, it can be given by:
AT, =TK (2.5)
where /" is the Gibbs-Thomson coefficient and K is the surface curvature.

Thermal undercooling A7, , which is associated with the release of the latent heat,
assumes particular significance in pure metal, where constitutional undercooling A 7. is

absent. The kinetic undercooling reflects the ease by which the atoms from the liquid
state can be transformed to the solid state during solidification. In metals, which are

characterised by low entropy of fusion, this undercooling is practically absent.

For homogeneous nucleation, if a nucleus is stable, it has to exceed a critical radius, r°,
as shown in Figure 2.2 (Kurz & Esaka 1988), above which a nucleus will be unstable

and may grow. From Eq. 2.1, we can see that the right-hand side is composed of a
quadratic and a cubic term. The value of Ag depends on AT, and is negative if AT is

positive, whereas O is always positive. When the melt is undercooled, this behaviour

leads to the occurrence of a maximum in the value of AG, which can be given by:

aa6) _ (2.6)
dr

From Egs. 2.1 and 2.6, we then obtain the critical radius as:

P=— 2.7)
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The occurrence of homogeneous nucleation is limited to very restricted situations and

often requires a high degree of undercooling (Turnbull & Cech 1950).

AGA |
A G /
/
/
/
/
/
7
- AG
A Gg =
0 ................... — rU . ]
\A.\‘.
~..

Figure 2.2 Free energy as a function of the radius of new phase shape.

2.1.2 Heterogeneous Nucleation

For heterogeneous nucleation, when the melt contains nucleation agents, e.g. solid
particles, crystalline crucible or oxide layer, nucleation may be facilitated if the number
of atoms or activation energy required for nucleation, are decreased. Nucleation can be
greatly facilitated, as shown in Figure 2.3 (Kurz & Fisher 1989), when the S/L interface

of the crystal, 4, ., is partly replaced by an area of low-energy S/L interface between

LC

the crystal and a foreign solid, 4., .
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______________________________________________

Figure 2.3 Schematic of heterogeneous nucleation

The magnitude of the effect can be calculated by (Kurz & Esaka 1988):

1(0)=

(2+cosd)(1—cosb)’
4 2.8)

where @ is the wetting angle between a growing spherical cap of nucleus and particle
or mould wall, as shown in Figure 2.3. So the energy required to grow a stable crystal,

AG, 1S

het 2

AG, =AG- f(6) (2.9)

2.2 Kinetics of Grain Growth

Following nucleation in undercooled melts, grain growth occurs. Growth kinetics will
dominate the solidification processes after nucleation. As dendrite is the typical
solidification structure for alloys, with emphasis laid on the principles of dendritic

growth, this section gives an instruction of principles of growth kinetics.

-10 -
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2.2.1 Diffusion

Once a nucleus is formed, it will normally continue to grow. Such growth will be
limited by the kinetics of atom attachment to the S/L interface, capillarity and especially
diffusion of heat and mass. Without considering convection, the transformation from
liquid to solid is a diffusion-controlled process. The diffusion of heat and mass are

given by the following equations:

a) For solute diffusion:

oC
=~ =vV(DVC 2.10
o1 ( ) ( )

where 7 is the time, D is the solute diffusion coefficient and C is concentration in

solid or liquid.

b) For heat transfer:

T _y(avr) 2.11)
ot

where 1 is temperature. The thermal diffusivity, & , can be given by:

(2.12)

where . is the thermal conductivity, £ is density and Cp is the specific heat per unit

mass.

-11 -
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The solute diffusion in liquid is about two to three magnitude orders faster than that in
solid. To solve the solute diffusion in both solid and liquid during solidification, we can

apply Eq. 2.10 in both phases:

af’ ~V(DVC,) 2.13)

‘%;s —V(D.VC)) (2.14)

where C, and C, are the concentrations in liquid and solid phases, and D, and D, are

the solute diffusion coefficients in the two phases, respectively.

In addition, boundary conditions must be satisfied for both heat and solute diffusion, at

the S/L interface.

For heat:

oT

- aliquid a

ALV oT

' n :stoh‘d a

(2.15)

solid liquid

where 7 is a vector normal to the interface, A/ s 1s the latent heat of fusion, 7, is the

growth rate of the interface and (X is the thermal diffusivity.

For solute, according to the local thermodynamic equilibrium at S/L interface, as shown

in Figure 2.4:

C=k-C (2.16)

-12 -
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where Cj is the initial composition, C, and C, are the concentrations at solid side and

liquid side of the S/L interface respectively, 7/ is the equilibrium liquidus temperature

at the initial composition Cy, T" is the interface equilibrium temperature, 7j is the

melting point for pure element and 4 is the equilibrium partition coefficient.

Ty k<1

Liquid

cC. G, C, c_,

Figure 2.4 A binary phase diagram with a liquid and a primary solid

2.2.2 Solute Redistribution

During the solidification of an alloy, the solute is rejected from solid into liquid at the
S/L interface when the solubility of the solute element in the solid is smaller than that in
the liquid, when the liquidus slope, m;, is negative and the distribution coefficient, £, is
less than unity. In the other case, when m; is positive and k is greater than 1, solute will
diffuse from the liquid to the solid. In this case, the solubility in the liquid is smaller
than that in the solid. The first case will lead to a creation of an enriched zone ahead of

the S/L interface, and the latter case to a depleted zone.

-13-
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As soon as the grain starts growing, local equilibrium is assumed to hold at the S/L
interface, where the solid concentration is related to the liquid concentration by the
equilibrium distribution coefficient, as Eq. 2.16. This difference between Cs*and Cl*
always leads to concentration variations in the solidified alloy, which are known as
segregation. At the same time, this compositional difference will also lead to solute
redistribution. The solute distribution in the liquid ahead of the S/L interface will
always lead to the appearance of variations in growth morphologies and will later in
turn determine the solute distribution in the solid. Depending on the process involved in
the solute redistribution, where the solute can be transported by diffusion or by
convection or by both, the segregation pattern will be quite different, as
microsegregation, macrosegregation and a mix of both. The macrosegregation is
compositional difference over distances equal to the size of a large casting. It is the
result of convection, which can lead to mass transport over very large distances.
Diffusional process in the solid and liquid, which is solute diffusion related to the
dendrite shape and size, will lead to solute transport over small distances and may result
in microsegregation, which is compositional difference within a grain, crystal or particle
of microscopic size. As convection will not be treated in this thesis, attention will be

limited to microsegregation.

The microsegregation reveals the original microstructure of any solidified alloy in
regions of locally different composition. Understanding this process is the key to

interpreting the influence of solidification on the mechanical properties of cast products.

The segregation that occurs at the scale of the dendrites is always very complicated due
to the morphology of these crystals. In order to understand it, it is very useful to start

with a description of the solute redistribution during directional solidification of a rod of
-14 -
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constant cross-section with a planar S/L interface. All changes will be easy to analyse as
they occur in one dimension. Once this case is fully understood, it will be possible to
apply the results to investigate the phenomenon of more complicated cases in a
qualitative manner by imagining the changes happening in small volume elements to be

the same as those in this case.

In the case of applying a mass balance of equilibrium solidification, it can be reasonably
assumed that diffusion in the liquid is sufficiently rapid to avoid the creation of any
concentration gradient ahead of the S/L interface, as there are very high diffusion
coefficients in the liquid, strong convection, and/or a very small system size, when

compared to the diffusion boundary layer thickness, é., as Egs. 2.17 and 2.18:

D, > Dy » LV (2.17)
5, =%>>L (2.18)

in which, L is the system size and V is the growth rate of the solid. Considering only the
case of diffusion, there will be no concentration gradient existing in condition of
Eq.2.18. From the mass balance equation, as Eq.2.19, in which C is expressed as a

percentage, the corresponding relationships, Eq.2.20, can be derived.

£.Cs + f,C, = 100 (2.19)

d(fsCs) +d(f,C) =0 (2.20)

where f; is fraction of solid and f; is fraction of liquid. Applying the condition of

0C;/0z = 0C,/0z = 0 and substituting C; =kC,;, dC;=kdC), f;=1-f; and df;=-df), taking

-15-
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the differential and integral form of Eq.2.20 gives the solution for the lever rule, in

which Cj is the initial composition, as Eq.2.22.

€, dc; _ fs dfs
fCo 1-k)C; J.0 1-f(1-k) (2.21)

(Y 1

Co  1-fs(1-k) (2.22)
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Figure 2.5 Segregation with complete liquid mixing and some solid
In other case, there is solute distribution with back-diffusion in the solid and complete
mixing in the liquid, as shown in Figure 2.5. Here, the bar has a constant cross-section,
A, and limited diffusion in the solid and a zero concentration gradient in the liquid, due

to rapid mass transport in the liquid, where C=C;". The boundary layer in the solid, J,
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due to back diffusion and accordingly A; represents the surface of the equivalent
boundary layer in the solid. The diffusion boundary thickness will take a value between
zero and infinity depending on the diffusion coefficient in the solid. Brody and
Flemings (1966) have developed a flux balance which slightly modified the form of

mass balance, 4,=A4,+A4;, as Eq.2.23.
(€ — €)Ads = (L — $)AdC, + dC;AZ (2.23)

With the relative interface position as shown in Figure 2.5, it can be recognised that
s/L=f;=1-f1, 0.=2Dy/V. So, it can be found that df;=ds/L, 6.=2D,dt/ds. Also as C;=C; *,
Eq.2.16 can be rewritten as Cs *:kC[, then dC; *:de[. Substituting these equations into

Eq.2.23 leads to Eq.2.24.
C(1 = k)dfiL = L(1 — £)dC, + dCikeDs 5 (2.24)

Assuming that the interface position, s, is a parabolic function of time and dividing by L

gives a parabolic growth rate relationship:

S ¢ 1/2
z = f:g = (;) (2.25)
where, ¢ is time and # is the local solidification time. With evaluating ds/dt and

substituting the above results, Eq.2.24 can be rearranged to:

dc, _  dfs
-k (1—fo)+2akfy

(2.26)

where, a is dimensionless solid-state back-diffusion parameter(Fourier number), defined
as:
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D tf
a="27 2.27)

and :

1 C; dCl

1-kJCo Ci fO 1- fs(l Zak) (2.28)
Integrating Eq.2.28 leads to:
k-1
-t =01- fi(1— 2ak)]1-zak . (2.29)

Eq.2.29 is limited to k-values which are smaller than unity due to the simplifying

assumptions made. This solution includes two limiting cases:
(1) Lever rule: when a=0.5. Eq.2.29 becomes Eq.2.22.

(2) Scheil’s equation: when a=0, where D=0 and D/=w. Eq.2.29 leads to:

% = f,kD (2.30)
0

As can be seen, according to Eq.2.27, the lever rule case, where a=0.5, does not
correspond to the physical characteristics of equilibrium solidification, where a should
approach infinity, Clyne & Kurz (1981) have proposed a modified back-diffusion

parameter, a’, to replace a in Eq.2.29.

=a [1 — exp (— i)] — %exp (— i) (2.31)

According to the definition of a’, at the low a-range, a = a, and at the high a-range, a'=

0.5. Substituting a " into Eq.2.29 gives:
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k-1
% =[1 - £(1-2d'k)]iza"% . (2.32)
0
The segregation curves during solidification of Al-4wt.% Cu alloy are illustrated in
Figure 2.6, in which, apart from two limited cases, a realistic case of a’= (0.2 is also

plotted.
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Figure 2.6 Segregation curves during solidification

2.3 Dendritic Growth

Dendrites or cells form once a S/L interface has been broken down. As observed in
most metals produced in casting processes (Chilton 2002), the S/L interface is usually
broken down from a planar front into a dendritic morphology, as shown in Figure 2.7
(Chilton 2002). This change of interface allows better efficiency in heat extraction

through the increased surface area in the dendritic structure.
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Figure 2.7 Typical dendritic growth morphology in an organic system

2.3.1 Planar Interface Stability

In order to proceed with analyses of growth morphologies, it has been found necessary

to understand the stability of the planar interface and the criterion for its break down.

For the case of a pure substance, the conditions which lead to instability can easily be
understood. During growth in a pure substance, a stable interface is distinguished from
an unstable interface by its response to random disturbances, which are caused by
insoluble particles, temperature fluctuations, or grain boundaries. When the temperature
gradient is positive, the S/L interface of a pure substance will be stable, in which case
the perturbations will be unfavourably situated and tend to disappear. In the case when
the temperature gradient is negative, the perturbations will be in a more advantageous
situation for the growth and increase in prominence, and therefore the S/L interface

becomes unstable.
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For alloys, as it is seen from the above that, during the solidification, there is a
substantial change in the concentration ahead of the S/L interface which leads to the
local equilibrium melting point can vary along the S/L interface, the criterion for
stable/unstable behaviour is more complicated. During the solidification of an alloy,
when the distribution coefficient is less than unity, solute piles up ahead of the S/L
interface due to its smaller solubility in the solid. The excess solute starts to accumulate
and finally forms an enriched boundary layer ahead of the S/L interface and
constitutional undercooling happens. As the solidification carries on, substantial change
in concentration ahead of the interface affects the local equilibrium solidification
temperature of the liquid. The local concentration gradient becomes steeper and
consequently the local gradient of the liquidus temperature increases. When the liquidus
temperature gradient at the S/L interface is greater than the temperature gradient due to
the heat flux, a driving force for interface change will be present whenever the slope of
the local melting point curve at the interface is greater than the slope of the actual
temperature distribution. Therefore, the S/L interface becomes unstable. Considering
solute diffusion as well as heat flow effects, the critical conditions for breakdown of a

planar interface front can be given as (Flemings 1974):

mleVn(k - 1)

G <
le

(2.33)

where G, is the temperature gradient in liquid at the S/L interface and m, is the

liquidus slope.
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2.3.2 Formation of Dendrites

When a planar interface is unstable and breaks down, cells or dendrites will form.
During the solidification, the solid forms as a series of arms projecting into the liquid
known as primary dendrite arms, with branches extending outward, know as secondary
dendrite arms. Further branching may be observed in some situations. Two different
morphologies are considered: 1) isolated growth, which is often referred to as
unconstrained or equiaxed growth, and array growth, which is often referred to as
constrained or columnar growth. An isolated dendrite usually forms by a smooth steady-
state needle-like shape solid growing into an infinite undercooled melt, where the latent
heat of fusion is extracted through the cooler liquid ahead of the S/L interface. Isolated
growth applies equally well with both pure substances, where growth is controlled by
heat flow; and alloys, where growth is controlled by solute flow where the temperature
can be assumed constant throughout the system. Array growth is not observed in
solidification of pure substances. However, in solidification of alloys, it is more
frequently observed than isolated growth. Array growth occurs if latent heat can be
extracted through the solid from a mould wall or otherwise, where temperature gradient
is positive in both solid and liquid phase. In this case, the dendrite growth direction and
the heat flow direction are parallel but in opposite directions. Compared with isolated
growth, array growth is more complicated as there is interaction between local cells or

dendrites, and usually side branching.
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Figure 2.8 Schematic diagram showing the equiaxed and columnar grain

structure
(a) Outer equiaxed zone (b) Columnar zone (c) Inner equiaxed zone
After solidification, dendrites make up the grains of most metallic microstructures. As
shown in Figure 2.8 (Flemings 1974), under conventional casting conditions in sand
casting, the dendrites can be part of either a columnar or equiaxed grain structure
depending upon the local thermal and solutal fields. Columnar dendrites (zone b) often
grow from near the mould surface (zone a) where the thermal gradients are high,
transforming to an equiaxed structure (zone c) when the gradient is reduced near the

centre of the casting.
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Chapter 3 Literature Review---Modelling

Theory

As microstructures are at the centre of materials science and engineering, on one hand,
important advances have been made in our fundamental understanding of solidification
microstructures (Boettinger et al. 2000) during past years. On the other hand, with the
development of very powerful computers, computer simulations are becoming
increasingly used for the modelling of microstructure formation and associated
characteristics or defects. Over recent years, with advanced numerical methods and
better understanding of the physical phenomena involved in solidification, numerical
simulation has emerged as one of the most powerful and efficient methods for studying
many types of microstructure evolution processes (Boettinger et al. 2000). In this
Chapter, a critical review of modelling methods for simulation of microstructure
evolution of solidification is given. Then, the major methods are discussed, which have

been widely used over recent years.

Several methods for solidification modelling have been developed during the past years,
including analytical method, cellular automata, front-tracking and phase-field method.
Here, a brief comparison of these methods is given in Table 3.1 (Rappaz 2003).
Analytical method is the earliest and most theoretical one used for simulation of

solidification, which is based on simplified geometry and cannot give visualized results.
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All the other three methods can simulate the competitive growth of dendrites during
solidification. Phase-field and front-tracking-type methods are now the most powerful
approaches for modelling many types of microstructure evolution processes. Front-
tracking-type approach has recently emerged as one of the most efficient methods,
especially in term of computational cost, which is mainly determined by cell size. In the

following section, introduction of these methods is given in detail.

-25-



Chapter 3 Literature Review---Modelling Theory
Table 3.1 Methods for Solidification Modelling
Analytical Cellular Automata Front-Tracking-Type Phase-field
Basic Simplified geometry Each spatial cell can have three states: ~ The exact position of the The state of the entire
Principles and average values liquid, solid and growing determined S/L interface is calculated microstructure is represented
by a nucleation event or due to growth  and tracked as part of continuously by an order
proceeding from a neighbouring cell. solution process. parameter D . At the
interface the @ changes
from 0 to 1 over a couple of
computing layers
Typical Scale  Can be very large and ~ Spum--mm In order of microns to mm  In order of microns
small
Dendritic Simplified: plate, Real geometry through competitive Real geometry through Real geometry through
Geometry sphere, column growth competitive growth competitive growth
Interface Sharp Sharp Sharp interface Diffuse interface
Stochastic Deterministic Probabilistic models Probabilistic models Probabilistic models
Visualization  No Yes Yes Yes
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A lot of work on numerical simulation has been done during the past years. Many
contributions have been made to the development of modelling of microstructure
evolution, including: (1) modelling of microstructure formation using phase-field or
front-tracking-type methods; (2) modelling of grain structure formation using Cellular
Automata or “Granular Dynamics” methods; and (3) modelling of solidification

processes and microstructural features using averaging methods.

This section starts with a brief review of nucleation models followed by grain growth

models, and covers analytical, phase-field and front-tracking-type methods.

3.1 Nucleation Models

Based on observations on eutectic cast iron, a nucleation model relating the
undercooling to the number of nuclei, which has been proposed by Oldfield (1966), can

be given as:
N = Ka(AT)? (3.1)

where N is the number of nuclei, Ka is a constant, which varies with different alloy

system and can be determined by measurement of nucleation and undercooling, and

AT is the undercooling. The nucleation increases continuously as the undercooling
increases. While, at large undercoolings, nucleants which should become active have no
chance because they have already been incorporated into the solid phase. This
mechanism agrees with Tronche & Greer’s (2001) experimental observations, in which
the distribution of particle sizes of grain refiner at the centre of grains are measured to
compare to the distribution of all refiner particles. The former population occupies only
the upper slope of the distribution curve, which means that only the most active
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nucleants actually result in nucleation events. This phenomenon can be explained by a

growth mechanism as proposed by Greer et al.(2000).

Physically, to represent a system in which the embryo population contains a number of

particles growing at different times, we can obtain from Eq. 3.1:

AN _ ke .oar . 4AT 3.2)
dt dt

Where dt is the time step. So dN is directly proportional to undercooling, AT .

Another model, which assumes the nucleation density has a Gaussian distribution of
onset undercooling, is also widely used. As observed at the situation of small
undercooling, an abrupt burst of nucleation appears as soon as a critical undercooling is
reached. The model incorporates this phenomenon very well. In fact it seems that the
rapid growth of the grains first nucleated would overtake nuclei which are activated
only at the lower temperature. The model can be given as (Thevoz et al. 1989; Rappaz

& Gandin 1993):

N(AT) = jo”exp[—%(%j ]-d(AT) (3

where Ny, 1s the maximum density of grains, AT, and AT, are the standard

deviation and the mean value of Gaussian distribution, respectively. It is derived using
the assumption that the grain density observed in a sample cooled to a particular

temperature is due strictly to nucleation.
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3.2 Analytical Method

Analytical method for simulation of solidification is usually based on simplified
geometry. It is the earliest and theoretical method, which cannot give visualized results.
The microstructure of most alloys consists of both columnar and/or equiaxed dendrites
and both types of growth are forms of free dendritic growth. The analytical models are

developed to describe free dendritic growth.

Free dendritic growth in pure substances is controlled by heat transport, while in alloys
by both heat and mass transport. Earliest models describing free dendritic growth in
alloys taking into account the coupled processes of heat and mass transport have been
proposed by Temkin (1962) and by Trivedi & Tiller (1978) using the extremum
approach. As the operating point of a dendrite may be determined by the limit of
morphological stability of its tip rather than by extremum arguments, Langer (1980)
developed a theory of dendrite growth in dilute alloys, which showed that the dendrite

tip is growing close to the condition of marginal stability.

Lipton et al. (1984) developed another model (LGK model) for describing a free
dendritic crystal growing into an undercooled binary alloy melt. The LGK model
assumes that the dendrite grows freely and steadily into a melt at a constant
undercooling and the heat and mass transport in the solid and liquid is only controlled
by diffusion. The LGK model predicts the steady-state growth rate and the tip radius of
a free growing dendrite using the stability criterion, as tip radius equals to the shortest
wavelength:

_ Ahy _ 1 2r
AT = ZLIv(P) + myCo {1-— o cm} +2 (3.4)
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_ r/o*
~ PtAhfy  PomyCo(1-k)
Cp 1—(1—k)IU(Pc)

R (3.5)

in which V is the interface growth rate and R is the tip radius. /v( ) is the Ivantsov

function. P is the Peclet number, where for the thermal field:

VR
Pt = z (36)
and for the solutal field:
VR
PC = 5 (37)

in which D is the interdiffusion coefficient.

For describing microstructural development during rapid solidification, a theoretical
model (KGT model) for directional solidification of AI-Cu system under high cooling
rate conditions was developed by Kurz et al. (1986). The KGT model applies an
appropriate stability criterion coupled with the solute trapping effect to predict
microstructural features. As the undercooling in rapid solidification is very large, both
the effect of the temperature dependant diffusion coefficient and the velocity and
temperature dependant partition coefficient on microstructural characteristics are
considered in the model. The KGT model predicts the sharp increase in tip radius near
the absolute stability limit and the possible transition from dendritic to cellular structure

at high velocity.

3.3 Cellular Automata Method

In a cellular automata model, the domain is divided into a grid of cells with states. Each

cell may be thought of as a simple automaton which calculates the new state of the cell
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based on the states of itself and its neighbouring cells. It is assumed that the behaviour
of each cell is influenced only by the conditions in neighbouring cells. The majority of
cellular automata models limit the transition rule to depend on the immediately

preceding time step and on the nearest neighbours only.

As for materials modelling, the cellular automata technique has been used for the
modelling of solid state phenomena, such as recrystallization and grain growth during
annealing and solidification. Cellular automata solidification models try to produce
physical phenomena with simple rules at a microstructure level. The simulated domain
is divided into a grid of cells characterized by a state and several variables, such as
temperature, composition and crystallographic orientation. Each cell can be in liquid,
solid or growing status by setting a state index of number. Time is divided into finite
steps and the evolution of the given cell during one time step is determined by the
transition rules according to the states and conditions of itself and its neighbours. In
most diffusion controlled cellular automata solidification models, the growth velocity of
the S/L interface is calculated by solving the solute conservation equation subject to the
boundary conditions at the S/L interface, therefore, the they able to predict dendrite

growth without the need of introducing a kinetic parameter.

3.4 Phase-field Method

The phase-field method employs a phase-field variable, ®(7,7), a function of position
and time, to characterize the physical state of the system at each position and time. In
this method, the diffuse nature of the S/L interface of metallic alloys is considered. The

phase-field variable, D, changes steeply but smoothly at the interface region between

solid and liquid, which avoids direct tracking of the interface position. The variable
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varies continuously between fixed values over a certain thickness, d. Usually, the fixed
values are given as 0 and 1, which represent solid and liquid respectively, and the values
from 0 to 1 stand for the S/L interface. Therefore, the model can be regarded as a type
of a diffuse interface model, which assumes that the interface has a finite thickness and

that the physical properties of the system vary smoothly through the interface.

However, phase-field model has some disadvantages. Firstly, in phase-field model, it is
difficult to relate the physical parameters in the equation for the field variable to
physical parameters, such as the surface tension. Secondly, the cell size is limited by the

surface thickness. So results mainly depend on the prescribed interface thickness.

3.4.1 The Development of Phase-field

The basic idea is to introduce a phase-field that varies continuously over S/L interfacial
layers and is mostly uniform in the liquid and solid regions. On considering fluid
density as an order parameter, Van der Waals (Rowlinson 1979) developed the first
diffuse interface model. By the mid 1980s, this model was applied to the equilibrium
properties of the interface (Cahn & Hilliard 1958) and antiphase boundary migration by
curvature (Allen & Cahn 1979; Ginzburg & Landau 1950). Langer (1986) proposed that

the diffuse interface model could be applied to solidification phenomena.

By using the singular perturbation method (O’Malley 1991), Caginalp (1989) proved
that the phase-field model could be reduced to the Stefan problem, in which the
boundary of the domain has to be found as part of the solution, in the limit that the
thickness of the interface approaches zero and Kobayashi (1993) studied the dendritic
growth of a pure melt by using the phase-field model for pure materials. The model

which was proposed for simulating dendritic growth in pure undercooled melt (Karma
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& Rappel 1996, 1998; Kobayashi 1993; Penrose & Fife 1990; Wang & Sekerka 1993,
1996) has been extended to modelling of alloy solidification (Caginalp & Xie 1993; Cha
et al. 2001; Kim et al. 1998, 1999; Losert et al. 1998; Lowen et al. 1992; McFadden et
al. 1993; Tiaden et al. 1998; Wheeler ef al. 1992, 1993, 1996) and recently has been
used extensively for the simulation of dendritic growth and the prediction of
microstructures (Boettinger et al. 2000; Ode et al. 2001; Wheeler et al. 1995). Over past
few years, the model has been developed to do quantitative simulation of microstructure

evolution (Echebarria et al. 2004; Foch & Plapp 2005; Lan ef al. 2005; Zhu et al. 2004).

3.4.2 Derivation of Phase-field Method

Phase-field models can be divided into various intersecting classes and there are also
different approaches to phase-field modelling (Boettinger ef al. 2002). It may involve a
single scalar order parameter or involve multiple order parameters; and can be derived
from a thermodynamic formulation or derived from geometrical arguments. To build a
phase-field model, we can use a thermodynamic treatment with gradient flow or only be
concerned with reproducing the traditional sharp-interface approach. Here, a
thermodynamic treatment approach, which is widely used in many papers (Bi &
Sekerka 1998; Boettinger et al. 1994; Caginalp & Xie 1993; Wheeler et al. 1992, 1993),

is described in detail.

Using thermodynamic treatment, there are also different ways to build the phase-field
model. The phase-field governing equations can be derived from entropy or a free
energy formulation. An introduction using a free energy formulation is given in

following part.
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We start from a free energy equation. For heat diffusion, we append a heat flow

equation to a simpler isothermal formulation. The enthalpy density is given as:

h=C,T+LD+h, (3.8)

where C,, is the heat capacity per unit volume, T is the temperature, L is the latent heat
per unit volume and /%, is a constant. This equation yields an equation for thermal

diffusion with a source term given by:

oT oD (3.9)

C —+L—=V-(«VT
PPt ot ( )

where . is the thermal conductivity. From Eq. 3.9, we can see that the latent heat

evolution only occurs when D js changing with time, which happens in the S/L

interface area.

For solute diffusion, we firstly give the free energy functional F, which decreases

during any processes, as:

2 2
F:I[f(q),C,T)+%|VC|2+87‘1’|VCD|2]dV (3.10)
vV

where f(®,C,T) is the free energy density, C and D are concentration and phase
field, respectively, with ¢. and ¢, being the associated gradient energy coefficients.

And for equilibrium, if the gradient energy coefficients are constants, the variational

derivatives of ' must satisfy the following equations:

OF _ U _ 2grg = (3.11)
5D 0
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oF _of _

= £¢V?C = constant (3.12)
oC oC

The constant in Eq. 3.12 occurs because the total amount of solute in the volume is a

constant, such as concentration is a conserved quantity.

Then, for time-dependent situations, in the simplest case, the evolution equations of
phase field and concentration can be obtained as following, which guarantees a decrease

in total free energy with time.

oD

~ =M, {% —8§)V2CD:| (3.13)
€ _y. _owl Y _ oy
-V {MCC(I C)V(ac £2V Cﬂ (3.13)

where M, and M . are positive mobilities related to the interface kinetic coefficient

and solute diffusion coefficient respectively. As composition is a conserved quantity

and phase-field is not, these two governing equations have different forms.

To reduce computational cost, adaptive grid methods have been applied for phase-field

simulation in recent years (Rosam et al. 2007).

A simulation result for pure material with phase-field model is shown in Figure

3.1(Kobayashi 1993).
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(i

Figure 3.1 Phase-field simulation of solidification in pure metal

At simulation time 0.2s, with 4-mode anisotropy

3.5 Front-Tracking-Type Methods

In solidification of most metallic alloys under normal conditions, microstructure
formation is controlled by solute diffusion and interfacial curvature of the S/L interface,
while heat diffusion occurs over much longer distances. Simulation at this level
normally requires front tracking, which means following the S/L interface. Although
this has been achieved successfully in simple geometry using either the boundary
element method (BEM) (Satio et al. 1988), in which only the interface is enmeshed and
Greens functions are used to solve the diffusion problem, or the finite element method
(FEM) (Sullivan ef al. 1987), in which dynamic remeshing of the domain is needed, it is
very difficult to implement even in two dimensions. Furthermore, topological changes,
such as merging of two dendrite arms, cannot be handled. To seek more efficient ways
to solve the problems, during the last decade, front-tracking-type methods have been

developed.

The front-tracking-type methods calculate the S/L interface position as part of the
solution process. The presence of an interface between solid and liquid complicates the

solution of an otherwise manageable problem. The interface position must be calculated
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as part of the solution process, and interface conditions must be satisfied at this interface.
This leads to a highly nonlinear problem that is very sensitive to numerical error and
prone to numerical instability. Early numerical models of solidification were mainly
developed for the stable Stefan problem and avoided the actual calculation of the
interface position, while still being able to calculate the thermal field. For unstable
solidification, such as a crystal growing into an undercooled liquid, it is very necessary
to accurately calculate the interface position. This led to the development of diffuse-
interface models, phase-field model and front-tracking-type models. As phase-field
model has some disadvantages, particular attention has been laid on the development of
front-track-type models during the last few years. A number of models of this type have
been developed for simulation of pure metal solidification (Clyne 1984; Giovanola &
Kurz 1986; Wang & Matthys 1992; Zhang & Atrens 1992), considering as plane front
solidification. The basic front-tracking-type model is the front-tracking method, based
on which pseudo-front-tracking method (Jacot & Rappaz 2002), level-set method
(Zabaras & Tan 2006) and some other methods, somewhat in between front-tracking
and phase-field, have been developed. Recently, simulations of microstructure evolution

for alloy solidification have been carried out with these methods.

3.5.1 Fundamentals of Front-Tracking-Type Methods

Generally, during phase-change and materials processing, the moving S/L interface
encountered may be highly distorted. The calculation of both shape and position of such
an interface must be considered as part of the problem solution. In such cases, solution
for thermal, compositional, or flow fields at each time step, must consist of not only a
correct calculation of the governing equations in both phases but also an accurate

tracking of the S/L interface (Li et al. 2003).
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In the literature (Floryan & Rasmussen 1989), the interface between solid and liquid
phases has dealt with interface-capturing and interface-tracking methods. In the
interface-capturing method, the details of the structure of the interface are resolved with
only a minimal effort. Without any specific modelling for the interface, it is treated as
only that the actual physical discontinuity is known to be someplace near the middle of
the temperature gradient. Basically, the interface itself is not tracked. As an example of
this in one-domain, in the enthalpy method, both phases are considered together in the
solution, and the properties are either changed continuously over a range near the
interface or changed discretely across the interface. Interface-tracking methods may be
divided into front-tracking and volume-tracking approaches. Interface-tracking method
was reviewed in the literature (Chen ef al. 1997) with reference to the simulation of
bubble rise and distortion. In front-tracking (Glimm et al. 1981), the interface is
represented by the distance between the points and some reference surface, such as the

interface of previous time step.

Front-tracking methods identify the interface by an ordered set of marker points located
on the interface. To represent the interface front, a line connecting the marker points is
applied, usually a piecewise polynomial. Front-tracking is used in the vicinity of the
interface with an irregular grid. In an extension to this method, Unverdi & Tryggvason
(1992) represented the interface by an indicator function, which takes a value of unity in
one phase and zero in the other. To explicitly track the interface and move through the
stationary grid, an additional Eulerian grid is generated on the front. More efforts are
made on improving the accuracy of interface tracking, which may also be considered to
fall under the front-tracking category (Udaykumar et al. 1994). The method they

proposed is in two dimensions, with tracking the position of the interface explicitly by a
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Lagrangian translation of marker particles and solving the field equations on an

underlying fixed grid as in Eulerian methods.

Most of the interface-tracking researches in the literature focus on two dimensions. A
number of serious complications are introduced when these methods are extended to
three dimensions. Despite some studies of front-tracking methods, (Chen et al. 1997,
Lafaurie et al. 1994; Nobari & Tryggvason 1996) successfully applying this to model
three-dimensional bubble dynamics, the solution methodologies become quite complex
and computationally intensive. As the accuracy of the tracking is particularly important
in accounting properly for surface-tension effects, the interface position must be
obtained accurately to represent the states properly at the interface in simulation. An
adaptive-grid approach may be applied to obtain a sharp resolution of the interface,
where the grid is adjusted locally to coincide with the interface. However, to adjust the
grids to track highly deformed interfaces is extremely difficult. Using body-fitted
coordinates, Yeoh ef al. (1992) have successfully developed another mapping method to
maintain a sharp resolution of the interface, which transforms the deformed physical
domain into a regular, fixed-grid computational domain. Theoretically, it provides a true
tracking of the interface. However, in practice, as the switching between the original
and transformed coordinate systems is required at each time step, it leads to extremely
expensive computations. More importantly, this method can only handle geometries
which will not lead to singular mappings. Jayaraman ef al. (1997) present a promising
method for tracking in three dimensions with adaptive unstructured grids to represent
the three dimensional interfaces. However, it is true that a fixed-grid approach in two
dimensions lends itself to simplified computations, in addition to being able to handle

large deformations and multiple interfaces.

-39 -



Chapter 3 Literature Review---Modelling Theory

3.5.2 Front-Tracking Method for Solidification

For simulation of alloy solidification, the state of a cell can be either liquid, solid, or
interface at each time step. At beginning, one or several crystal seeds with a randomly
selected growth orientation are assigned in the domain. During solidification, when the
crystal seed is suspended in an undercooled melt, the local equilibrium composition is
larger than the local actual liquid composition. To reach the equilibrium composition,
solidification continues. Therefore, the driving force for dendritic growth is considered
to be the difference between the local equilibrium composition and the local actual
liquid composition. As solidification carries on, at the S/L interface, latent heat is
released and solute is rejected into liquid, which results in a thermal and a solutal
gradient ahead of the interface, leading to heat and mass transport in the domain. The
mass transfer also results in a new solute field, which determines the local actual
interface liquid composition. The kinetics of dendritic growth is thus governed by the
heat and mass transport in the domain. In turn, the dendrite growth also leads to the heat
and mass transport through rejecting latent heat and solute at the S/L interface. This
interaction between heat/mass transport and dendritic growth continues to the end of

solidification.

When the interface tracking method is applied to the solidification process for liquid
melts, it requires the solution of a system of equations for the conservation of mass,
momentum, energy, and, perhaps, species. In such a problem, the movement of the
interface is controlled by an energy balance, and by additional conditions if an alloy is
considered. As observed in solidification of most commercial metallic alloys, dendritic
growth is the primary form of crystal growth. Dendritic growth is governed by the

complex interplay of thermal, solutal, capillary, crystallographic anisotropy,
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thermodynamics and kinetics properties which occur on different length scales (Amar &
Pelce 1989; Glicksman & Koss 1994; Koss ef al. 1999; McFadden et al. 2000; Meiron

1986; Trivedi & Kurz 1994; Trivedi & Mason 1991).

Based on the cellular automaton (CA) concepts, Belteran-Sanchez & Stefanescu (2003,
2004) developed a model by using virtual tracking of the sharp S/L interface to simulate
solutal dendrite growth. In this model, a methodology is introduced by calculating
growth kinetics from the complete solution of the solute and heat transport equations
and by incorporating the boundary condition of solute conservation. The most important
novel aspect of this model is a solution proposed to avoid grid effects. In this model, the
artificial anisotropy due to mesh is eliminated for any grain orientation by applying new
calculating methods of S/L interface curvature, normal velocity and method of
capturing rules for new interface cells. As the mesh dependency of calculations is
eliminated, the model can describe dendrites growth at an arbitrary crystallographic
orientation. In this model, the growth kinetics is based on the assumption of local solute
conservation at the S/L interface. Therefore, this method is able to calculate growth
velocity of the S/L interface without introducing kinetic parameters. As the assumption
is actually equivalent to the concept of steady-state growth that is characterized by
equilibrium diffusion of the rejected solute away from the S/L interface, this method
can only describe reasonable well of the growth velocity of the S/L interface during
steady-state growth. However, this method cannot accurately predict the growth
velocity during unstable growth, such as growth at the initial stage. The reason is that
during the initial unstable growth stage the rejected solute from solid is greater than that
can be transported away from the interface by diffusion. Therefore, the condition of

solute balance at the S/L interface cannot be satisfied at the initial stage.
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Front-tracking models (Juric & Tryggvason 1996; Zhao & Heinrich 2001, 2002; Zhao et
al. 2003; Jacot & Rappaz 2002) try to calculate time-dependent dendritic growth
following the dynamics of the sharp S/L interface directly by solving the heat and
species conservation equations with appropriate interface conditions. In this model, the
location and shape of the S/L interface are provided explicitly by a set of extra marker
nodes, which are defined at every time and move according to the interface conditions
and therefore independently of the mesh. Front-tracking models are able to deal with the

discontinuous properties at the interface, interfacial anisotropy and topology changes.
a) Front-tracking method

Zhu & Stefanescu (2006) proposed a front-tracking model to simulate dendritic growth.
In the model, the dendritic growth of binary alloys is considered to be governed by heat

and mass transport. The relevant governing equations are as follows.

For heat transport, the governing equation is given by

p

or of.
C —=V(«VT L —= 3.15
PC, o = VRV + pLo (3-15)

where O is density, Cp is specific heat, T is temperature, [ is time, . is thermal

conductivity, L is latent heat during solidification and f, is the solid fraction. The

second term on the right-hand side denotes the latent heat released when cells change

from liquid to solid.

For mass transport, the governing equation is given by

aC _ Y 3.16
o = Vovo)+ca k) ” (3.16)
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where C is composition, 7 is time, [ is the solute coefficient and f, 1s solid fraction.

Using a constant partition coefficient, A, the solute partition between liquid and solid at

the S/L interface is considered according to C, = k-C,. The second term on the right-

hand side of the Eq. 3.16 denotes the amount of solute rejected at the S/L interface.

During the solidification of binary alloys, solute of alloy elements is rejected at the S/L

interface due to the difference in solubility between the two phases. The composition in

the solid follows that of the solidus, C *, and that of the liquid follows that of the

N

liquidus, C}* This is illustrated in a schematic equilibrium phase diagram on Figure 2.4.

During the solidification, solute and latent heat are released at the S/L interface, and
also the interface curvature changes. A thermal and a solute gradient come into being
ahead of the interface, which leads to heat and mass transport in the domain. The new
interface curvature and thermal field result in new interface equilibrium composition. At
the same time, the mass transfer also generates new solute field, determining the local
actual interface liquid composition. The new difference between the local actual liquid
composition and the local interface equilibrium composition drives the dendrite to
continue growing. This cycle of interaction between dendrite growth and mass and heat

transport continues to the end of solidification.

At this stage, the driving force for dendrite growth is only considered to be controlled

by the difference of composition between local actual liquid and local interface

equilibrium. Based on the phase diagram, the interface equilibrium composition C; can

be given by
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=C,+— (3.17)

where C, is the initial composition, T " is the current interface temperature, 1, is the

equilibrium liquidus temperature at C, and m, is the liquidus slope. T can be

calculated by
I"=T +m,-C, (3.18)

where C, can be calculated by
Co=f-C+1-£)G (3.19)

Then, compare the calculated interface equilibrium composition C;k with the local

actual liquid composition C,, which is controlled by Eq. 3.16. When C;k is more than

C, , the solid fraction of the current calculating cell will increase.

A, =G -GG ~(1-k) (3.20)

To avoid moving the interface out of the cell in one time step for numerical stability, the
following limiting condition is applied for the calculation of the increase in solid

fraction:

N1

A, (Nt) = min(A,, 1= A, () (3.21)
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where Nt indicates the number of iterations(time step intervals) after the cell became an

interface cell. In other words, when the cell is captured as an interface cell, Nr=1. As Nt

increases, the solid fraction in this interface cell increases.

If at time t=ty, the sum of the solid fraction in an interface cell equals one, this interface

cell has fully solidified. Then, the interface cell changes its state to solid. From the

calculated increase in solid fraction at each time step, the normal growth velocity of the

interface V, can be obtained by

where Ax is the cell size and Af is the time step.

(3.22)

Figure 3.2 (Zhu & Stefanescu 2006) shows the simulated dendrite morphology of Al-

4wt. %Cu alloy with front tracking model.
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Figure 3.2 Simulated dendritic morphology of an alloy

At melt undercooling of AT'=4K . after 0.08s, 600600, Ax = 0.25um .
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b) Pseudo-front-tracking method

The pseudo-front-tracking method allows calculations of the primary phase formation to
be performed at lower undercooling without the non-equilibrium effects. In this method
(Dilthey & Pivlik 1998; Jacot & Rappaz 1997; Juric & Tryggvason 1998), the S/L
interface is spread over a layer of only one mesh of the finite difference (FDM) or finite
volume (FVM) enmeshment. To introduce the concept of the volume fraction of solid

(or liquid), a variable, ¢, is employed. For meshes of solid status, ¢ equals to unity, zero
for liquid and 0 < ¢ <1 for interface meshes. With the advantage of such a method,

fairly easy implementation and computation speed can be obtained. However, this
technique usually involves fairly large grid anisotropy, such that the growth direction
and kinetics of the dendrites tend to be influenced by the orientation and size of the
mesh. Therefore, such numerical effects are often not very well characterised in
simulations of dendritic solidification based upon such methods. Since preferred growth
directions and dendrite tip kinetics are governed by the small anisotropy of the

interfacial energy, such methods can only give qualitative results.

c) Level set method

The level set method was devised by Sethian (1996) and Osher & Fedkiw (2003) as a
simple and versatile method for computing and analyzing the motion of an interface in
two or three dimensions. It has recently been developed further by Zabaras (2006). As
an alternative method to handle the sharp S/L interface front directly, avoiding the
asymptotic analysis needed in phase-field models, the method has been shown to be a

promising mathematical tool for tracking the interface with low computational cost. It
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has been widely used in various applications such as two-phase flow, crack propagation,

computer vision and image processing.

In this method, a level set variable ¢ is employed, which is the signed distance from the
interface. This signed distance is the shortest distance to phase boundary, with minus
sign within the phase and plus sign outside the phase. Interfacial geometric quantities
such as curvature and outward normal can be easily calculated using the signed distance.
Also, the velocity of the evolution of interface can be obtained by solving the level set

equation.

d) Virtual Front-Tracking Model

Zhu & Stefanescu (2007) develop a computationally efficient quantitative virtual front-
tracking model to simulate the formation of both multi-equiaxed and columnar dendrites
in alloy solidifying under normal practical conditions. In this model, a solution of the
kinetics of dendritic growth is proposed, which allows the accurate simulation of
dendrite growth from the initial unstable stage to the steady-state stage. The model
adopts an interface tracking method previously proposed by Belteran-Sanchez &
Stefanescu (2004) for explicitly capturing the new interface cells. The exact S/L front is
implicitly scaled by the solid fraction within each interface cell. This hybrid scheme
provides straightforward handling of complex topology changes, meanwhile the concept

of a sharp transition between liquid and solid is maintained.

The virtual front-tracking model adopts solutions for the evaluation of local curvature
and interface capturing rules with a virtual interface tracking scheme, which make the
model virtually mesh-independent. The kinetics of dendritic growth is considered to be
driven by the difference between local equilibrium composition and local actual liquid
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composition, which can be calculated from the local temperature and curvature and
obtained by solving the solutal transport equation separately. The virtual interface
tracking scheme for capturing new interface cells is shown as Figure 3.3 (Zhu &

Stefanescu 2007).

Interface
cells

|_cf=(n+1)- At
»

i = .
Solid cells B ﬁ'}x’" 1 At
L

. . -r""

Figure 3.3 Capturing rules for new interface cells

(a) Determining the sharp S/L interface position (b) Capturing rules for new interface cells

First, for all interface cells, the length L(ﬁ , measured from the cell centre along the

direction normal to the local S/L interface, where ¢ is the local growth angle and is

assumed equivalent to 7. =1. Then the position of the sharp S/L interface / » can be
calculated from the cell centre along this line at a distance proportional to the solid
fraction £, in this cell, as shown in Figure 3.3(a). Connecting the point / p of all

interface cells of current time step and next time step separately, the S/L sharp interface
of current time step and next time step can then be obtained. In Figure 3.3(b), the solid
line is the interface of current time step and dash line is the one of next time step. Then,
the liquid neighbouring cells of the interface cell are scanned. If the centre of one of
these cells lies inside the area between the two sharp interface lines, meanwhile also

satisfying the condition that at least one of its eight closest neighbouring cells is solid,
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this liquid cell is then captured as a new interface cell. For example, at current time,

t =n/t, the state of cell (i, j), whose centre of this cell is located outside the interface

line, is liquid. Then, at next time,  =(n+1)A¢, the new interface line has moved past the

centre of cell (i, j). And also, one of its neighbours, cell (i-1, j-1), has been solid.
Therefore, the cell (i, j) changes its state from liquid to interface and becomes a newly

captured interface cell.

As shown in capturing rules, dendrite growth is directly calculated from solid fraction,
eliminating the need to first calculate the growth velocity. Thus, the computational time
is decreased. This computationally efficient front-tracking model has been successfully
applied to simulate the formation of both multi-equiaxed and columnar dendrites in
alloy solidifying under normal practical conditions. Figure 3.4 (Zhu & Stefanescu 2007)
shows the simulated evolution of multi-equiaxed dendritic growth of an Al-10 wt.% Cu
alloy with a cooling rate of 5 K s™'. It can be seen that most dendrites develop the main
arms along their crystallographic orientations during the early stage of solidification.
During the late stages, growing and coarsening of the primary trunks occurs, together
with the branching and coarsening of the secondary arms. Figure 3.5 (Zhu & Stefanescu
2007) presents the simulation of columnar dendrites evolution for an directionally
solidified of an Al4 wt.% Cu alloy, with a thermal gradient G = 2000 K m™. At
beginning, several nuclei are assigned at the bottom wall with random crystallographic

orientation and location.

- 49 -



Chapter 3 Literature Review---Modelling Theory

Figure 3.4 Simulated equiaxed dendrite evolution of an Al-10wt.% Cu alloy

with upper row showing grain boundary formation and bottom row showing composition fields,

6002600 meshes, dx =120m , cooling rate at 5 K s, from left to right after 1.4 s, 2.2's,4.6 sand 17 s

02 04 00 02 04 00 02 04 06
mm mm mm mm

Figure 3.5 Simulated columnar dendrite evolution of an Al-4wt.% Cu alloy
with a thermal gradient of 2000 K m', initial undercooling of 3 K, cooling rate of 5 K s™', after (a) 2 s, (b)

3.2 s, (c) and (d) 12 s; (a—c) show grain boundary formation, and (d) shows the solute map.
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3.5.3 Extended Application of Front-Tracking Model

A meso-scale front-tracking model of nonequilibrium binary alloy dendritic
solidification has been extended by Banaszek et al. (2007) to incorporate KGT (Kurz et
al. 1986) dendrite kinetics and a Scheil solidification path. The model has been applied
to predict natural convection and columnar-to-equiaxed transition of binary alloy

solidification controlled by both conduction and thermal natural convection.

In the extension of front-tracking model, it is assumed that the growth kinetics is not
influenced by velocity field. To calculate concurrent fluid flow and heat-transfer
phenomena occurring in the superheated melt, undercooled liquid, mushy and fully
solidified regions, the control volume difference method is directly coupled with the
front-tracking technique on a fixed grid. The computational model is based on the
staggered grid approach (Patankar 1980), to avoid checkerboard pressure modes. The
velocity and pressure correction method (Van Doormal & Raithby 1984) is used to
separately calculate pressure and velocity fields. And finally, the iterative segregated
solution strategy is used, where linearized directional momentum and energy equations

are solved consecutively.

3.6 Summary

In this chapter, several simulation techniques for solidification process have been
reviewed. As in cellular automata model, when calculating the growth of the S/L
interface, the solute conservation is actually equivalent to the concept of steady-state
growth, it neglects the fact that the condition of solute balance at the S/L interface
cannot be satisfied in the initial transition period, during which the solute rejected by the

growing dendrite cannot be fully diffused away from the the interface by diffusion only.
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Therefore, the cellular automata can describe reasonably well the kinetics for steady-
state growth, but fail to offer an accurate solution for the growth velocity during
unstable growth. Phase-field and front-tracking are widely used methods to simulate
microstructure formation of solidification. For solidification, front-tracking (Juric &
Tryggvason 1996) techniques have been successfully applied to model dendritic growth
of alloys. Advantage of the front-tracking method has been shown in the computation of
several important physical problems, such as the study of fluid interface instabilities.
However, both phase-field and front-tracking (in tracking the S/L interface front)
models have some disadvantages such as in computational cost. Therefore, considering
computational efficiency and accuracy, in this study a (virtual) front-tracking method is
chosen based on a cellular automata model coupling with a front-tracking technique to
simulate the solidification structure evolution. By applying an accurate solution for
growth velocity, the model can describe well the kinetics for both steady-state and
unstable growth. Model description, model validation and simulated results using the

developed front tracking model will be presented in following chapters.
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Chapter 4 Model Description

The main modelling work described in this thesis is the development of a front-tracking
model for simulation of the microstructure evolution of alloy solidification. In this

chapter, a detailed description of the developed front-tacking model will be presented.
4.1 Governing Equations

In the present study, solutal dendritic growth of binary alloys is considered to be
governed by heat and mass transport. Governing equations for heat and solute diffusion

are as Eqgs. 3.15 and 3.16 respectively.

To take into account both constitutional and curvature undercooling, according to the
thermodynamic concept of local equilibrium between the liquid and solid phases, Eq

3.17 can be extended to

: T -T%
C] — Co + / + FKf(gp, 9)

p p 4.1)
where /" is the Gibbs-Thomson coefficient, K is mean curvature of the S/L interface and
function f(p,0) accounts for the anisotropy of the surface tension. The assumption of
local equilibrium means that the liquid and solid compositions at the S/L interface can
be obtained by reference to the equilibrium phase diagram when the S/L interface
temperature is known, but not that the whole system in which temperature and

composition gradients exist is at equilibrium. The reason that the local equilibrium can
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be assumed is that in solidification of most alloys, it is assumed that the S/L interface
behaves locally as if it were in a state of equilibrium, which means that the reaction
rates are rapid in comparison with the S/L interface advance rate, as the reaction makes
up a very thin but finite interface layer in the small volume. Therefore, the transfer of
atoms and changes in their arrangement which are required in order to maintain the
constancy of the chemical potentials in both phases are relatively rapid and can hence
be neglect. The creation of a crystal from an alloy melt causes the formation of curved
S/L interfaces and local change in composition, which leads to microscopic flow of heat
and solute. The change in melting point due to the existing of the curvature effect is
called the curvature undercooling, which can be given as Eq. 2.5. For a portion of S/L
interface which is convex towards the liquid phase, K and /" are defined to create a
positive undercooling, which decreases the equilibrium melting point. The Gibbs-
Thomson coefficient is defined as interface energy divided by entropy of fusion, as
I'=0/Asy. As I is of the order of 10”Km for most metals, the effect of the S/L interface

energy o only is important for morphologies which have a radius of less than about

10um.
So we can obtain
T* =T + (C; — Co)m; — TKf (¢, 0) (4.2)

in which the second item of the right hand accounts for constitutional undercooling and

the third one for curvature undercooling.

The S/L interface curvature K and anisotropy of the surface tension f{p,0)can be

calculated respectively by (Nastac 1999)
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A ADIAC ‘s
K=Z(1—2T) (4.3)
f(p,0)=1-5cos[A(p—0)] (4.4)

where Cis the cell size, f, is the solid fraction of the cell, f,(i) is the solid fraction of
a neighbouring cell and N is the number of neighbouring cells counted, ¢ is the growth
angle, between interface normal and x-axis and € is preferential crystallographic
orientation angle and O is the degree of anisotropy. The values of the curvatures
calculated with Eq. 4.3 vary from a maximum of 1/a to zero for convex surfaces and

from zero to a minimum of —1/a for concave surfaces.

To model free dendritic growth in two dimensions, both Egs. 3.15 and 3.16 are solved

numerically using an explicit finite difference scheme.

For heat transport

a_TZLV2T+AH.%

at — pC, ¢, ot (4.5)

Where, in finite discretization form, in which 7; / is temperature of cell(i,j) at time step

k.

TS -TS K (62T 62T) +A_H_fsk— k-1

= 4.6
At pCp \0x? = 0y? Cp At (4.6)

And finally, the temperature for next time step can be given by
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k k k k k k
k+1 _ Atk (Ti—l.j+Ti+1,j_2Ti,j n Ti,j—1+Ti,j+1_2TiJ)

- Ax? Ay?

AH
i,] pCp - (

_ k
c, fE—rfH+ T;;

(4.7)

where Ax and Ay are the size of the cell.

Accordingly, with assumption of the solute diffusion coefficient D as constant, the
governing equation for solute diffusion Eq. 3.16 can be written as, in finite

discretisation form

k+1 k
Cij —Cij

J o D 2 k 1 k fsk_ Sk_1
=DV + (A = k) =—— (4.8)

Finally, the mass concentration for next time step can be obtained by

k k k k k k
C*' = DAt Ci—l,j + Ci+1,j B 2Ci,j Ci,j—l + Ci,j+l — 2Ci,j
i,j ( 2 + 2 )
Ax Ay (4.9)

+CE (=) -(fF = fFH+1)

For calculation of both temperature field and composition field, the choice of the Af
must be made in such a way that the equations remain stable under time-step iteration.
To ensure stable results in the explicit calculation of the two fields in two dimensions it
can be shown that (suppose that Ax = Ay)

AC AX
AN <min(—,—)/4
min( 5 a) (4.10)

where &=——.
P
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4.2 Model Description

In solving a solid—liquid phase-change problem during the solidification or melting
process, the governing conservation equations must be solved at each time step. It is
also necessary to compute the exact position and the movement of the S/L interface.
Two distinct steps, solution of the governing equations and interface reconstruction and
advection (tracking), are involved. The first step involves the imposition of boundary
conditions and matching conditions at the interface, and the second step hence follows

and depends on the first step.
4.2.1 Tracking of the S/L Interface

The front-tracking model calculates the exact S/L interface position and movement of
the S/L interface together with solving governing equations. As capturing of new S/L
interface cells is based on the S/L interface position, calculation of the S/L interface
position becomes very important and therefore is the key calculation in the front-

tracking model.

To calculate the S/L interface position, L,, a parameter to describe length is introduced

for all interface cells. As illustrated schematically in Figure 4.1(a), L,, which equals to

Ax/ max{cosqo{,

singo{) , 1s dependent on the local growth angle ¢ and assumed

equivalent to f; = 1. It represents the distance to be covered by a point on the S/L
interface so that it could be considered solid. Notice that L, is measured from the cell
center along the direction normal to the local S/L interface, as shown in Figure 4.1(b),
so as to minimize the effect of the artificial mesh anisotropy on the rate of advance of

the interface. The position of the sharp S/L interface [, can be scaled from the cell
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center along L, at a distance proportional to the solid fraction f; in this cell. The sharp
interface can thus be obtained by connecting the point 7, of all adjacent interface cells.
The liquid cells found inside the area drawn by lines connecting the positions of the
sharp S/L interface are considered captured, becoming interface cells able to change

their solid fraction.

Lo, Lo,
(23]
Ly fs
D, solid
?,
(a) (b)

Figure 4.1 Illustration of determining the sharp S/L interface position

4.2.2 Capture Rules

In the front-tracking model, grains grow by capturing new S/L interface cells during
solidification, where capture rules are applied. In capture rules, conditions for capturing

new S/L interface cells are defined.

The virtual front-tracking model described in Chapter 3 can solve capturing new
interface cells. However, during dendritic growth, for a growing cell, there are several
sorts of neighbouring status. As shown in Figure 4.2, among neighbouring cells of a
growing cell (i, j), there could be 2-4 interface cells, 1-5 solid cells and 1-5 liquid cells.
When applying the capture rules, these different situations must be solved separately, as
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for each of them, different kinds of neighbouring interface cells are involved when

calculating the position of the S/L interface and different kinds of liquid cells are

scanned when determining new interface cells. Therefore, when looking at a growing

cell, not only the status of all its neighbouring cells should be checked, but also which

kind of situation should also be checked out. Different solutions must be applied for

these situations. This method not only leads to difficulty in numerical treatment but also

seriously increases computational cost.

liquici

Figure 4.2 Cases of neighbouring cells

To solve the above problems, a new capture rule is proposed and implemented. A 2D

rectangular computation domain is divided into a uniform orthogonal arrangement of

cells. At present, cell spacing equals mesh size. Each cell is characterized by several

variables, such as status, temperature, concentration, crystallographic orientation, solid
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fraction, etc. As shown in Figure 4.3, the whole domain is divided into four states:
liquid ( f, = 0), solid ( f, =1), S/L interface (0 < f, <1) and capturing cells ( f, = 0).
The capturing cells are all those liquid cells that can possibly be captured as new
interface cells at the current time step. These cells are located between liquid and S/L
interface cells. During grain growth calculation, capturing cells are scanned. If the
center of a capturing cell lies inside the area surrounded by the sharp interface lines and
meanwhile satisfying the condition that at least one of its eight closest neighbouring
cells is solid, this capturing cell becomes a newly captured interface cell. For example,
as shown in Figure 4.3(a), cell (i, j) remains in capturing at time step ¢, since its center is
located outside the interface line. However, at next time step ¢+4¢, the interface line has
moved past the center of cell (i, j), as shown in Figure 4.3(b). Meanwhile, one of its
neighbours, cell (i-1,j-1), has been solid. Thus, the cell (i, j) changes its state from

capturing to interface and can start growing in time step thereafter.
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(b) Time step t+A¢
Figure 4.3 Capture rules for new interface cells

S-solid cells, I-interface cells, C-capturing cells, L-liquid cells

-61 -



Chapter 4 Model Description

4.3 Numerical Treatment

The flow chart of program built based on the model is shown in Figure 4.4. It mainly
contains three modules, initialization, main calculation and results output. In main
calculation module, it involves temperature field calculation, solute field calculation,

solid fraction calculation for growing cells and grain growth calculation.

System
Initialization
Values & Status

-l

y

Fields Calculation
Temperature & Solute
whole domain scanned

v

Solid Fraction

Calculation
Only interface cells scanned

.

Growth Calculation
Applying capture rule
only capturing cells scanned

v

Save Results

Solidification Finished?

Figure 4.4 Flow chart of the model
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4.3.1 System Initialization

At the beginning of the simulation, the system is initialized. All variables and
parameters are given initial values. Also, one or more seed(s) of grain are set in the
domain, following which cells of the domain are given status according to their
positions regarding to the seed cells. The definition of a seed is shown in Figure 4.5.
The seed is set to be a circle with radius of ro, which is defined as a number of cells. The

value of rj varies with seed and mesh size.

L—] I
o

(@]

o
S~ |

by

Figure 4.5 Definition of grain seed

S-solid cells, I-interface cells, C-capturing cells, L-liquid cells

4.3.2 Main Calculation

After initialization of the system, the main calculation loop starts. In this part, the
temperature field, solute field, solid fraction of interface cells and growth are solved.
With a preset time interval, results, including temperature, solute composition, solid
fraction, and system status, are saved into different data files. As the solid fraction of

interface cells, which is needed for new interface capture calculation, must be calculated
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with the values of temperature and solute composition, temperature and solute field,
solid fraction of interface cells and grain growth are calculated in turn separately.
During each time step, the whole domain is firstly scanned. For each cell, parameters
needed for calculation of heat and mass transport are solved and then calculation of
temperature and solute field is done with these parameters. Secondly, with the values of
temperature and solute composition, all interface cells are scanned and solid fraction of
these cells is calculated. At last, new interface cell capturing is calculated based on the

solid fraction of interface cells of current time.

4.3.3 Grain Growth Calculation

According to the capture rules, to calculate new interface cell capture, only capturing
cells need to be scanned. The flow chart of capture rules is shown as Figure 4.6. During
solidification, for cells in capturing layer, only those cells whose centre is covered by
new S/L interface of current time and at least one of neighbouring cells is fully
solidified currently can be captured as new interface cells. To improve computational
efficiency, the neighbouring cells’ status is checked firstly when scanning a capturing
cell. If the capturing cell doesn’t satisfy the condition that at least one of its eight closest
neighbouring cells is solid, there is no need to calculate new S/L interface position and
the cell will neglected and next capturing cell will be scanned. Otherwise, calculation of
new S/L interface position from solid fraction of neighbouring cells will be carried out.
If the capturing cells satisfies both conditions of the capture rules, then it can be

captured as a newly interface cell.
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Capturing cell and at least one
neighbour is solid?

Define neighbouring cells
and scan their status

v

Calculate capturing
Find the interface position
and judge capturing

i

Figure 4.6 Flow chart of capture rules

As defined in the model, among eight closest neighbouring cells of a capturing cell,
there must be capturing, liquid and S/L interface cells. However, there can be several
kinds of situations, such as different numbers of cells of each kind of status and
different positions of these cells. As shown in Figure 4.7 (a), the new S/L interface
position is calculated from the center position and solid fraction of those neighbouring
cells which are in interface status. Therefore, when checking status of a capturing cell’s
neighbouring cells, number and position of interface cells must be found out.
Considering efficient numerical treatment, a 2 dimensional array with 9 rows and 2
columns is defined to store the information of 8 neighbouring cells. As shown in Figure
4.7(b), rows 1 to 7 are designed for each individual neighbouring cell and rows 0 and 8
for one same cell. By this setting, when scanning neighbouring cells or calculating

interface position from neighbouring cells, in each loop scanning from rows 0 to 7, both
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present and next elements can be read or write without distinguishing the position in the

array.

/(C L 21 31| 4
i
@i, ]
VDL L 16| s -
v
08) 7 | 6 biifacn
(a) (b)

Figure 4.7 Numerical treatment of neighbouring cells
(a) Calculate S/L interface position from neighbouring cells (b) Setting of neighbouring cells
The S/L interface positions are calculated from 2 adjacent neighbouring interface cells
of cell(i,j). There are also different kinds of situations when calculating interface
position. As shown in Figure 4.8(a), the old S/L interface position L1 can be gained
from points P10(x1,y1) and P20(x2,y2), which are the S/L interface positions at current
time step of 2 neighbouring interface cells separately. The new S/L interface position
L2 can be obtained in same way from points P11(x3,y3) and P21(x4,y4), which are the
Ip positions at next time step of these 2 neighbouring interface cells separately.

Normally, the equations for L1 and L2 can be given as Eqs 4.13 and 4.14 separately.

Vo =y

y=y +—=—1(x-x,) (4.13)
X, =X

y=y,+ 2 (x—x) (4.14)
X, — X

Together with the center position of cell(i,j), it can be found out if the center of the cell

is located between these 2 S/L interfaces. However, during grain growth, the S/L
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interfaces can be of any directions. Although L1 and L2 cannot be one in horizontal and
other one in vertical direction, there are many kinds of situations. When looking at L1,
there are 2 special positions, horizontal and vertical as shown in Figure 4.8(b) and (c)
separately. For the horizontal case, Eqs. 4.13 and 4.14 can still be applied as normal
situation. For the vertical case, where these 2 equations cannot be used, there are also
different kinds of situations as shown in Figure 4.8(d) and (e). Besides, there is also
another case as shown in Figure 4.8 (f), where L2 is vertical. All cases involved vertical
position must be treated separately, where comparison of coordinates of P10, P20, P11,

P21 and cell (i,j) is needed.
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Chapter 4

(b)

(a)

(d)

(c)

®

(e)
Figure 4.8 Calculation of S/L interface position
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4.3.4 Simulation Program

The program, based on front-tracking model for solidification of binary alloys is written
in C language under Linux system, and its structure mainly contains three sections:
initialization module, calculation module and result outputting module. In the
initialization module, both initial conditions and boundary conditions are defined,
including defining size of sample and cell, initializing variables for temperature field
and phase field and setting thermodynamic and kinetic parameters. All the calculations
for heat transfer, solute diffusion and some relevant parameters are made in the
calculation module. For each time step, the parameters which vary with the change of
the temperature field and mass concentration are calculated firstly. With these new
values, the new temperature field and mass concentration are then calculated. Finally,
with a preset time interval, the results are saved into hard disk in text file in the

outputting module.

At this stage, the grain is pre-fixed at the starting of calculation. Once the pre-fixed

grain is chosen, a growth number (0-90 for angle 0- 77 /2) for growth direction of the
grain is given as well, which can also be used to identify different cells. During the
calculation, the pre-fixed grain begins to grow. When the grain has grown big enough,
one or several of its neighbour cells are then captured and become new growing points,

with the same growth number and growth direction as the current grain.

The Flow chart of the main program is as following.
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Initialization

Calculation
Temperature
field

Calculation
Solid fraction

Data Exchange
Destination to Origin

Result Saving &
Display

Calculation
Solute diffusion

Time
Display

No

Yes

Figure 4.9 Flow chart of program for front-tracking model
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Chapter 5 Model Evaluation

According to the model definition, the crystal growth rate is mainly governed by heat
and mass diffusion and the S/L interfacial curvature. The growth direction, shape and
kinetics of dendrites are influenced by the anisotropy of the chemical potential, which is
linked to the anisotropy of the interfacial energy. In this chapter, the model evaluation
will be carried out. In the early model developed, the crystal could not grow along the
given preferential crystallographic orientation. To solve this problem, firstly, model
analysis will be given based on some initial simulation trials. Secondly, according to the
analysis results, effect of possible factors on dendritic morphology development will be
examined in details. These factors include undercoolings, approximation in solving the
solute redistribution during solidification, parameters in capture rule and parameters in
solving curvature undercooling. By analysis of all these factors step by step, the model
will be improved. In this chapter, solidification of an Al-4wt. %Cu alloy is calculated.
For all simulations, the grid size is used as le-6m and the time step is used as le-6s.
Materials parameters used are from literature (Echebarria et al. 2004; Rebow&Browne

2007).

Simulations have been performed for basic model evaluation with the developed model
with some initial trials. The detailed results and discussions are given in Appendix B.
According to the results and discussions, it can be found that the anisotropy of surface
tension has no significant effect on grain growth, and, therefore, the crystal could not

grow along the preferential crystallographic orientation even with one order magnitude
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bigger of anisotropy. As a solute field controlled model, the contribution of anisotropy
of surface tension to the solute distribution is introduced via curvature undercooling. In
following section, analysis and investigation will start from the solution of solute

redistribution.
5.1 Model Analysis

In the model, solute concentration at the S/L interface is calculated using the Eq. 5.1 for

a simplified binary system, as shown in Figure 5.1.

T, . k<1

Figure 5.1 A binary phase diagram with a liquid and a primary solid

*_ eq
o T -T TKf(9,0)

C, =C, (5.1)
m, m,
f(p,0)=1-06cos[Ap—0)] (5.2)
Y A DWAU)
K=y ) o
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Where, I is the Gibbs-Thomson coefficient. K is the S/L interface curvature which is

determined using Eq. 5.3; in Eq. 5.3, , is the cell size, f, is the solid fraction of the
cell, 7. (i) is the solid fraction of neighbouring cell and N is the number of
neighbouring cells counted. Anisotropy of the surface tension f (p, ) can be calculated
using Eq. 5.2, where ¢is the local growth angle between the local S/L interface normal
and x-axis; 0 is the preferential crystallographic orientation; ¢ is the degree of anisotropys;
A controls the number of dendritic arms. The value of interface curvature calculated
using Eq. 5.3 varies from a maximum of 1/a to zero for convex surfaces, from zero to

a minimum of —1/a for concave surfaces.
5.1.1 The Movement of S/L Interface

During solidification, the S/L interface moves into liquid in an undercooled melt. As
defined in the model, the S/L interface position is calculated directly by the solid
fraction f; of the interface cells. Therefore, for a certain time period, the movement of

the S/L interface is determined by the increase of solid fraction in the interface cells.

For a certain time period such as one time step, the S/L interface moves forward a
certain distance according to the solid fraction increase in the interface cells, where the

increase of solid fraction can be calculated by:

Af, = € —C

T Ccr(-k) (5-5)

where C; is the local actual composition (average liquid concentration in the growing
cell) in liquid of the interface cell. The solute rejected accordingly, due to the difference

in solubility between solid and liquid, can be calculated by:
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AC = (1—k) * C, * Af, (5.6)

In return, during the next time step, C; will be modified by the solute redistribution due

to the rejected solute.

It can be seen from Eq. 5.5 where £ is constant, the solid fraction increase is therefore
determined by Cz* and C;. For a uniform system, where the current interface temperature

T" and the equilibrium liquidus temperature 7/ are both constant, C;” varies only with

'K/ (9,0)

curvature undercooling contribution L , in  which the preferential

crystallographic orientation ¢ is introduced. The increase of solid fraction is supposed to
vary with curvature undercooling in different directions, and therefore the growth rate
of the S/L interface varies which will lead crystal to grow along ¢. To check this
variation, it is need to check how C,* and C; of the interface cells change during

calculation.

5.1.2 Interface Cells Concentration Change with S/L Interface

Movement

To check how the solute field is redistributed during calculation, it is necessary to start
from the calculation of composition in interface cells from the beginning of the
calculation. For a given condition as 7,*=921.15K, k=0.17, T "=917K, Cy=4.0wt.% and
m;=-2.6, where uniform undercooling can be obtained, calculations have been

performed without and with considering curvature undercooling separately.
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5.1.2.1 Without Curvature Undercooling

For the case of not considering curvature undercooling, for all interface cells, where

there is a uniform undercooling (7"-7;*%), C;” can be determined by Eq. 5.1 as:

917-921.15

C =40+ — Qe 5.596 wt. % (5.7

Therefore, the increase of solid fraction of the interface cells depends on Cj, as both '

and k are constants.

5.596—4.0
Afs =

= Ss9er1—017) _ 0.3436 (5.8)

Accordingly, the solute rejected from solid into liquid is:
AC =(1—-0.17) x 4.0 * 0.3436 = 1.1408 wt. % (5.9

It can be seen, when an interface cell has a lower concentration Cj, it will have a larger
solid fraction increase Af. As a result, there will be more solute rejected into the liquid.
In the following time step of calculation, this cell will still have a relatively higher C,,

which will lead to less solid fraction increase.
5.1.2.2 With Curvature Undercooling

For the case of considering curvature undercooling, calculation has been carried out
with applying the same conditions as above. In order to track the change of solid
fraction in interface cells, interface cells have been recorded step by step from the

beginning of the calculation, with applying a time step of dt=Ie-6 s.
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Stepl:

A solid seed with surrounding interface cells is set in the system. All these
interface cells have same curvature undercooling, and therefore they have same
increase of solid fraction. After the first step calculation, they have the same

solid fraction as:

f, = 0.3436 (5.10)

Accordingly, for all these interface cells, there is same amount of solute rejected

into liquid.

Step2:

But, after the calculation of solute diffusion, depending on the position as shown

in Figure 5.2, the local composition in liquid of interface cells becomes:

C, = 4.6338 or 4.8872 wt. % (5.11)

|_— Capturing cell

|__— Interface cell

i l l N Solid cell

Figure 5.2 Concentration in liquid of interface cells and solute diffusion

-76 -



Chapter 5 Model Evaluation

The difference is caused by the method of solute transport calculation. In the
model, the calculation of solute diffusion is solved by an explicit finite
difference scheme, in which the left, right, up and down neighbouring cells are
involved. The arrows in Figure 5.2 show the directions of solute diffusion. It can
be seen, for those interface cells in which solute can be diffused away into two
capturing cells, there is lower concentration in the liquid. There is higher
concentration in the liquid for other interface cells which can only diffuse solute
away into one capturing cell. Therefore, after the first step calculation, for
interface cells, there are different compositions in liquid. This difference will be
eliminated as calculation carries on. Meanwhile, C/* in different interface cells
varies due to curvature undercooling. Finally, there is same increase of solid

fraction.
fs = 0.3636 (5.12)
Step3:

As calculation carries on, in the third step calculation, the local composition in

liquid of interface cells becomes
C, = 4.4648 or 4.7463 wt. % (5.13)
And, again, all interface cells have same solid fraction increase as:
fs = 0.5636 (5.14)

From the above calculation, it can be found that the increase of solid fraction in
interface cells, which determines the growth rate of the S/L interface, is decided by both

the calculation of both C; and Cl*. As the curvature undercooling contribution is
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supposed to dominate the dendritic growth direction and this contribution is much
smaller compared with that of undercooling due to concentration difference, where
curvature undercooling is about a few percent of the undercooling due to compositional
difference, high accuracy is required for the calculations of not only C; but also C;. For
the calculation of C;, it involves solving interfacial curvature, anisotropy of surface
tension and curvature undercooling. As for C;, the calculation accuracy mainly depends
on approximation for solving C; and the accuracy of solute diffusion calculation. In the

following section, investigation will be carried out on these aspects.

5.2 Effect of Thermal Undercooling and Curvature

Undercooling

In the model, the curvature undercooling is introduced when solving the current

composition in liquid of interface cells, as the third item of right hand of the Eq. 5.1. To
['Kf(9,0)

investigate the curvature effect, the item " has been solved with different

values of parameters under different thermal undercooling.
5.2.1 Dendritic Growth under a Thermal Undercooling of 2K

Simulations have been performed for the Al — 4wt. % Cu alloy at undercooling of 2K.
In the calculation, 6=0.08, A=4 and I'=Ie-6Km were applied for solving curvature
undercooling. The other conditions are the same as those used in previous calculations.
The simulated dendritic morphologies and composition fields, in which different

colours represent different compositions, are as shown in Table 5.1.
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Table 5.1 Investigation of grain growth with different preferential directions

f\;‘:e ) Simulation results
1 25°
2 1°

For case 1 in Table 5.1, it can be seen, under the current conditions, the crystal cannot
grow along the given preferential crystallographic orientation of #=25°, which is not as
expected. For case 2 in Table 5.1, Figure 5.3 shows the solute profile along the central
of dendritic arm at simulation time of 1.9 s and Figure 5.4 shows the late stages of grain
growth. During the late stages of grain growth, more and more solute is rejected through
the S/L interface from solid side into liquid side, which leads to solute enriched in the
liquid. As the undercooling is constant, the thermal undercooling becomes smaller in
the concentrated solution when compared to that in dilute solution at the early stages of

the grain growth. Consequently, the dendritic tips become more and more flat.

-79 -




Chapter 5 Model Evaluation
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Figure 5.3 Solute profile along dendritic arm

Simulation time: 1.9 s

(b)

(©)

(a)
Figure 5.4 Late stages of grain growth
Simulation time: (a) 35 s, (b) 45 s and (¢) 60 s

5.2.2 Dendritic Growth under a Thermal Undercooling of 3K

For the case of undercooling of 3K, 6=0.08, A1=4 and I'=1e-6Km were applied for the

calculation of curvature undercooling. Other conditions are as same as used in previous
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calculations. The simulated dendritic morphologies and composition fields are as shown

in Table 5.2.

Table 5.2 Investigation of grain growth with different preferential directions

Case No. (2] Simulation results

30s

SRR EN SR

As it is known, for convex surface, the curvature undercooling will slow down the S/L
interface growth rate. Therefore, there is largest deduction on the S/L interface growth
rate at dendritic tip due to the most convex surface. To check if the curvature
undercooling functions as it is expected in the current model, calculation has been
performed with a particular situation, where the reversed curvature effect condition has

been applied. This can be achieved by applying I'=-/e-6Km.

The simulated results with reversed curvature undercooling effect are shown as case 2
in Table 5.2. Compared with the results of case 2 in Table 5.1, it can be found, at same

simulation time of 3s, the dendrite arms become much longer and thinner, which means
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that the S/L interface growth rate at the dendritic tip is significantly increased by the
reversed curvature undercooling effect. Figure 5.5 shows the solute profile along the
central of dendritic arm. It can be found that the slope ahead of the S/L interface is very
deep which means the enriched solute layer ahead of the S/L interface is very thin. The
solute rejected into liquid from solid during grain growth has not been distributed
enough into the liquid far away from the S/L interface. An interesting thing is that
during late stage of the grain growth, the prior growth direction changes from 45°
degree to 0° degree, as shown in Figure 5.6. In the model, the growth velocity of the S/L
interface is calculated from the increase of solid fraction in growing cells, which is
determined by C/* and C; according to Eq. 5.5. As the calculations of both Cl* and C;
involve curvature undercooling, which is in a small value but dominates the dendritic
growth direction, this unexpected phenomenon could be caused by the poor curvature
model, which weakens the curvature effect and makes the grid effect become the main

factor in controlling the dendritic growth direction.

4.5

3.5 -

(wt. % Cu)

2.5 -

1.5 4
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0.5 -
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Figure 5.5 Solute profile along dendritic arm

Simulation time: 3 s
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(a) (b)
Figure 5.6 Late stages of grain growth
Simulation time: (a) 10 s and (b) 20 s
Furthermore, during the simulation, sometimes, it can be found that the grain stops
growing. On checking the debugging information, it can be found that the local
interface equilibrium composition C/" is smaller than the local actual liquid composition
C), and therefore, there is no solid fraction increase. This particular situation happens in
the solidification under small thermal undercooling, and when the curvature
undercooling is very large. During the calculation, when C," is smaller than Cj, the cell

will not grow within the current time step.

From the above simulation results and discussion in this chapter, it can be found that,
besides the calculation of curvature undercooling, the solute redistribution in the
remaining liquid during solidification plays an important role in determining the grain
growth. As the calculation of solute transport during solidification is so important, it is
necessary to investigate the effect on grain growth under different methods for solving
solute diffusion. In the following study, simulations will be carried out applying

different ways to solve the solute diffusion problem.
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5.3 Effect of C, Approximation in a Growing Cell

In solving the solute redistribution during solidification, the key issue is the calculation
of the local actual liquid composition C;. On one hand, the increase in solid fraction is
directly calculated from C;, which means the growth velocity of the S/L interface is
dominated by C;. On the other hand, the local actual liquid composition is also affected
by the increase in solid fraction in return, as released solute due to solid fraction
increase is added to the remaining liquid in the same interface cell. Furthermore, the
local actual liquid composition is very important in the interaction between growing
dendrites. During solidification, the growing grains affect each other by the solute field
in liquid between them. The solute redistribution is calculated directly from the local
actual liquid composition C;, where C;determines the solute gradient in liquid ahead of

the S/L interface.

Simulations with applying different methods of solving C; have been carried out with
the developed model. For comparison, a simulation is performed for each model. In the
following study, different treatments for calculation of C; in interface cell have been
applied, including the solution to solid fraction increase Af; and solute rejected from
solid to liquid crossing S/L interface 4C and how to add AC into the liquid ahead of the
S/L interface. Basic parameters used here are the same as those used in the previous

simulation. The simulation results are as shown in Table 5.3.
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Table 5.3 Predicted crystal morphologies using different approximation of C;

Case Simulation results

Solution

No. 1s 20 s

Zhu’s model:

Afs = (G = /6 (A~ '
k)] . '

1 AC =1 —-k)*C *Af; . . _ | .
To add the rejected solute to | *

the remaining liquid of
current interface cell.

Developed model:
Afs = (G —C)/[CFQA -
k)]

To add the rejected solute to
liquid of the current
interface cell and its
surrounding liquid cells.

Developed model:

Afs = (€ = C)/[C/ (A~
k]

where Ce=C; (1 —f,)+
3 Cs * fs

AC = (1 —k) * C, * Af;

To add the rejected solute to
liquid of the current
interface cell and its
surrounding liquid cells.

Case 1 shows the simulation results from Zhu & Stefanescu’s (2007) model. It can be
found that the grain does not grow when adding the rejected solute to the remaining
liquid of the current cell. When checking the status of the system, it can be found the
calculated composition of most cells is out of range, where NaN (not a number) appears.
Whenever NaN appears, the calculation of solute redistribution and grain growth cannot

be carried on. Therefore, the grain stops growing.
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In case 2, the solute released during solidification is calculated using the local interface
equilibrium composition C;, instead of the local actual liquid composition C;. As C;"is
larger than C;, there will be more solute rejected into liquid ahead of S/L interface,

which will lead to smaller solid fraction increase.

Compared with case 2, the grain grows much faster in case 3. In case 3, the solid
fraction increase is calculated using equilibrium composition C, instead of C;. As C, is
smaller than C;, usually even smaller than the initial composition, there will be bigger
solid fraction increase leading fast grain growth. An interesting thing can be found is

that as the grain grows too fast liquid can be found among solid cells.

5.4 Effect of Capture Rule L,

During the simulation in chapter 5.3, according to the debugging information, at most
time the cell centre of a capturing cell is exactly located on the S/L interface, when
capturing happens. Sometimes the capturing cell failed to be captured as a new interface
cell, due to the accuracy of numerical treatment. For example, when the location of a
capturing cell centre is (10, 10) and the new S/L interface is also located at this point, in
which case the capturing cell should be captured as new S/L interface cell, the
calculated position of new S/L interface could be (9.99999, 9.99999). In this case, the
capturing cell will not be captured as new interface cell. This phenomenon will lead to
incorrect grain growth. One of the solutions is to improve the accuracy of capture

calculation, and the other way is to use larger value of the parameter L, in capture rule.
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L, in capture rule is defined as L, =Ax/ maxkcosﬁ, Sin(d) , simulation has been
performed with applying the L, and 1.01* L,,. The simulation results are shown in

Figure 5.7.

@

(a) (b)
Figure 5.7 Comparison with using . and 1.01*

(a) calculation using 1.01*L,, and (b) calculation using L, at simulation time of 4 s

It can be found that the crystal stops growing when applying L, in the calculation,
where grain growth calculation is correct with applying 1.01*L,. On checking the
debugging information during calculation, it has been found calculation of new S/L
interface cell capture was correct with 1.01*L,,. For the L,, case, the grain stopped
growing. When checking the debugging information, the status of the system around the

grain seed is as shown in Figure 5.8.
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fs=0.0 fs=1.0 fs=1.0 fs=0.0
(52,52) (53,52)
fs=1.0 fs=1.0 fs=1.0 fs=1.0
fs=1.0 fs=1.0 fs=1.0 fs=0.0

Figure 5.8 System status when grain stops growing

As L, is used exactly as Ax/max(|sin(¢),/cos(9)]), when an interface cell becomes

totally solid, where the solid fraction f;=1, the new S/L interface reaches exactly the
centre of its neighbouring capturing cells. The capturing cell should be captured
theoretically. However, in term of numerical calculation, this sometimes could not be
captured. As a result, the surrounding status of cell (53, 52) appears as shown in Figure
5.10. Cells with £,=0.0 in the figure should be captured as new S/L interface cell, but
fail to be captured. This failure leads to trouble to calculate local growth angle for cell

(53, 52) and therefore error occurs when calculating the S/L interface position.

It can be concluded that the fault of failing capturing new S/L interface cell can be

avoided by applying 1.01*L,, for capture of new interface cell during calculation. In the
following part, investigation of grain grow with other different parameters will be

carried out, with applying 1.01*L,, for calculation of capturing new S/L interface cell.
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5.5 Effect of Other Parameters with Applying 1.01*L,,

Firstly, simulations have been performed for solidification under undercooling of 2K.
For the calculation of curvature undercooling, 6=0.08, 1=4 and I'=1e-6Km were applied.

The simulated dendritic morphologies and composition fields are as shown in Table 5.4.

Table 5.4 Investigation of grain growth with different preferential directions

Case Simulation results
(2]
No.
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From the above results in Table 5.4, it can be seen that the dendrite keeps growing

35s

along a certain direction, for both & directions. As discussed at the beginning in this
chapter, by increasing the effect of curvature undercooling, there will be larger increase

of solid fraction for growing cell along & direction. The increase of the curvature
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undercooling effect can be achieved by using bigger value of Gibbs-Thomson

coefficient.

Simulation has been performed with /'=5e-6Km. The grain does not grow at all. The
following calculations have been applied using different values of the Gibbs-Thomson
coefficient. The reason is as follows. When using /'=5e-6Km, according to the
calculation of the local interface equilibrium composition C;, it can be found
C/'=4.0+2/(2.6)+(-1.35)wt.% when 6 =45° and p=45°, C;'=4.0+2/(-2.6)+(-1.56) when
6 =45° and ¢p=0°. So, C;"'= 3.41wt. % or 3.20wt. % separately. These values are even
smaller than the initial composition of the system, where Cy=4.0wt. %, therefore, must
be smaller than the local actual liquid composition C;. As a result, there is no increase of

solid fraction Af; and the grain will not grow.

Based on the above analysis, it can be seen that the Gibbs-Thomson coefficient /™ can’t
be too large. For a certain Gibbs-Thomson coefficient, the effect of curvature
undercooling is also affected by the parameter 6 and 4 in solving anisotropy of surface
tension. Another simulation has been performed for solidification under undercooling of
2K. In solving curvature undercooling, 6=0.8, A=4 and I'=5e-7Km have been applied.

The simulated dendritic morphologies and composition fields are as shown in Figure 5.9.
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Figure 5.9 Simulated grain growth
(a)G=45°, and (b) 6=20° at simulation time of 2 s

From the simulated result with =20°, as shown in Figure 5.9 (b), it can be seen that at
these conditions, the grain growth direction changes. In Eqgs. 5.1 and 5.2, we can see
that the curvature undercooling varies with S/L interface curvature and anisotropy of the
surface tension, where the other two parameters are constant. In these two variable
parameters, the preferential crystallographic orientation 6 is only involved in the
solution to anisotropy of the surface tension, which means in the curvature undercooling,
anisotropy of the surface tension is the main item controlling the dendritic arm growth

direction.

To investigate the effect of S/L interface curvature and anisotropy of the surface tension,
simulations for solidification under undercooling of 3K have been performed. Firstly,
calculation has been performed with applying only anisotropy of surface tension, where
all S/L interface cells are assumed to have the same curvature. The effect of different
S/L interface curvature can then be eliminated. Secondly, calculation has been

performed with applying both S/L interface curvature and anisotropy of surface tension.
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The simulated dendritic morphologies and composition fields are as shown in Figure

5.10.
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(a) (b)
Figure 5.10 Simulated grain growth with 6=20°

(a) with anisotropy of surface tension only, and (b) with both anisotropy of surface tension and S/L

interface curvature

In Figure 5.10 (a), it is found that the dendritic arms grow along & angle with only
taking into account of the anisotropy of surface tension. When adding curvature effect,
the dendritic arm grows along 45° again, in Figure 5.10 (b). From Eq 5.1, it can be
noticed, when using undercooling of 3K, the contribution due to undercooling increased
(the second item on the right hand side of the equation) while contribution due to
curvature undercooling keeps same value as smaller undercooling. Comparing the
simulated results in Figure 5.10 (a) and (b), it can be found that, during dendrite growth,
the anisotropy effect tries to pull the grain to grow along @ direction, while the effect of
the poor curvature model is forcing the grain to grow along 45°. This phenomenon can
also be found in the simulation for solidification under undercooling of 2K, where the

contribution due to undercooling becomes smaller, as shown in Figure 5.11.
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wit. % Cu

Figure 5.11 Simulated grain growth with both anisotropy of surface tension

and S/L interface curvature
From above results, it can be found that during dendritic growth, the curvature effect
always forces the grain to grow along 0° or 45° direction. Furthermore, growing along 0°
or 45° mainly depends on the value of given angle 6. When the given & is closer to 0°,
the grain will grow along 0° and if closer to 45° then grow along 45°. To check why

grain grows like this, it is necessary to check how this geometry is formed.

At the beginning of grain growth, the status of the system is shown in the Figure 5.12.
For given 6=0° and 6=45°, the formation of the dendritic tip will start from cell (i,j) as
shown in the (a) and (b) separately. In these two situations, although the S/L interface
is the sharpest at cell (i,j), cell (i,j) can still become dendrite tip. However, for other
given @ angle, to try to grow along & direction, the grain must form its tip from
somewhere as shown in (c). In this situation, it is more difficult for cell (i,j) to start

growing, as the interface is sharper here than that in situation (a) and (b). Similar
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situation will happen again during the following growth and finally the dendrite will
grow to the geometry as shown in Figure 5.11. During this process, it can be noticed

that the accuracy of interface curvature is very important.

Liquid Liguid Liquid
interface | (i,j) interface | (i) (i.j)
interface
(a) (b) (c)

Figure 5.12 Status during grain growth
Currently, the curvature of the S/L interface has been calculated by a method checking
and counting neighbouring cells status, as shown in Eq. 5.3, where, a is the cell size
and N is the number of neighbouring cells counted. When using one layer of
neighbouring cells, where only the nearest neighbours are counted, N=8 and N=24 for
using two layers of neighbouring cells, where next-nearest neighbours are also counted.
For all above calculation, one layer of neighbouring cells were used, where N=§. For
this method, the accuracy of the calculation can be partially improved by counting two

layers of neighbouring cells, where N=24.

Simulation of solidification under undercooling of 2K has been performed with
counting two layers of neighbouring cells to calculate interfacial curvature. The
simulated dendritic morphologies and composition fields are as shown in Figure 5.13.
To avoid possible influence due to small domain size, a 500500 domain has been used.
It can be seen, in this situation, the dendritic arm can grow along the preferential

crystallographic orientation 8=70°.
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(a)20s (b)40 s (c)80s

Figure 5.13 Simulated dendritic growth
In this chapter, the model evaluation has been carried out. From the analysis and
discussion, it can be found that the calculation of solute redistribution, curvature of the
S/L interface and anisotropy of interface tension are very important in the simulation
solidification. They determine the development of dendritic morphology. In determining
the dendritic growth direction, the calculation of the S/L interface curvature and
anisotropy of surface tension is particularly important. In the next chapter, a detailed
investigation of the effects of accuracy of interface curvature and anisotropy of surface

tension calculation will be carried out.
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Chapter 6 Model Verification

This chapter will focus on the verification of the developed model. According to the
definition of the model, it can be seen that variation of the S/L interface growth in
different directions, which will lead the dendrite to develop different morphologies, is
due to the third item of the right hand side in Eq. 5.1, which is related to curvature
undercooling. As in this item, the Gibbs-Thomson coefficient /™ and the liquidus slope
m; are used as constant, the value of the item varies with interfacial curvature K and
function f{p, 6). Therefore, the calculation of K and f(p, 6) is vital important in the
model. Firstly, investigation of effect of accuracy of the S/L interface curvature
calculation on dendritic morphology development will be carried out. Secondly, the
effect of detailed parameters used in solution to curvature undercooling, including
interface curvature and anisotropy of surface tension on dendritic growth will be
investigated. Thirdly, multi-grain growth will be investigated. Finally, mesh

independency and time step independency of the developed model will be demonstrated.

Investigation in this chapter will be carried out mainly with single-grain growth.
Parameters will be optimised during the study, followed by simulation of multi grain
growth during solidification with optimised parameters. As a quantitative model, the
solution must converge to a finite value when grid size and time step are refined. The
model has been applied to simulate the solidification of a binary Al-4wt. % Cu alloy at a
constant melt undercooling of 3K with various grid sizes and time steps. Simulations

have been performed for a single dendrite freely growing to test the model sensitivity to
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grid size and time step. In this chapter, for all simulations except chapter 6.4, fixed grid

size of 1e-6m and time step of 1e-6s have been used.

6.1 Effect of Accuracy of Interfacial Curvature

Calculation on Grain Growth

Discussions in the last chapter show that grain growth is seriously affected by the
accuracy of the interfacial curvature calculation. To check the effect of accuracy of
interfacial curvature calculation on grain growth, particularly on dendritic morphology
development, two methods for calculation of interfacial curvature are applied for

simulation of single-grain growth into an undercooled melt:

Method 1:

R APWAC
K=—(1-2—5H—)
a N+1 (6.1)

2

which has been widely applied in CA model; And,

Method 2:

.,
K=[(2) +(2)] “x[2LLrh (L)L (%)% 62

which has been proposed by Beltran-Sanchez & Stefanescu (2003).

Comparing these two methods, it can be seen Method 1 is more computationally
efficient but mesh dependent, while, according to literature, Method 2 can provide
better calculation accuracy. Although the calculation accuracy of Method 1 can be

partially improved by counting more layers of neighbouring cells, according to the
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analysis and discussion in the previous chapter. To check the effect of domain size on
grain growth, simulations with both methods have been performed in two different

domains.

6.1.1 Interfacial Curvature Solved with Method 1

6.1.1.1 Two Layers of Neighbouring Cells Counted with 500500 Domain

With two layers of neighbouring cells counted, more accurate calculation of interfacial
curvature can be obtained with Method 1. Simulations have been performed for
simulating a single-grain growing into melt with constant undercooling of 2K in a
domain of 500x500. The preferential crystallographic angle of the grain was set as
6=70°. In solving the function of anisotropy of the surface tension, 6=0.8 and A1=4 have
been applied. Besides, in order to check the effect of curvature undercooling strength on
grain growth, simulations with different values of Gibbs-Thomson coefficient /" have

been performed. Part of the simulated results are listed as shown in Table 6.1

It can be seen from Table 6.1, at the beginning, the crystal grew at 45° and not at the
given preferential crystallographic orientation, when using smaller /-value as shown in
case 1. At late stage, the dendritic arms split to grow along the preferential
crystallographic orientation. When plotting the solute profile along the dendritic arm, as
shown in Figure 6.1, it can be found the dendritic arms split when the composition in
the remaining liquid increased. As for larger /-value, as shown in case 2 and case 3 in
Table 6.1, the dendrite can grow along the preferential angle. Comparing these two
cases, it can be found that the dendritic arms are longer and thinner with smaller /™-value.
The solute profiles along dendritic arm of these two cases are plotted in Figure 6.2. It

can be seen there is no significant difference on peak value and slope.
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Table 6.1 Investigation of grain growth

I
Case . .
(X1le- Simulation results
No.
6 Km)
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6
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Distance along dendritic arms (pm)

Figure 6.1 Solute profile along dendritic arm of case 1
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Figure 6.2 Solute profiles along dendritic arm of case 2 and case 3

6.1.1.2 Two Layers of Neighbouring Cells Counted with 100100 Domain

For a comparison, simulations with same conditions and parameters have been
performed for a 100100 domain. With same conditions, the dendrite will grow close to
the domain boundaries earlier in smaller simulation domain, which means the solutal
field is easier to be modified by the domain boundaries. The simulated results are shown
in Table 6.2. Compared with case 1 in Table 6.1, for smaller simulation domain in case
1 in Table 6.2, the solutal field in the remaining liquid is much earlier and easier to be
modified by the growing dendrite. This means the composition in the remaining liquid
can be earlier and easier increased to the level of that of case 1 in Table 6.1 when
dendritic arms splitting happens, as it can be found at the bottom of the dendritic arms

in case 1 in Table 6.2.

It can be noticed that for smaller domain, although there is no significant difference on
solute profiles along the dendritic arms, as plotted in Figure 6.3, larger I -value modifies

the width of dendritic arms more than the length.
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Table 6.2 Investigation of grain growth
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Figure 6.3 Solute profiles along dendritic arm of case 2 and case 3

6.1.2 Interfacial Curvature Solved with Method 2

For a comparison purpose, simulations have been performed using calculation method 2

with same conditions and parameters as in chapter 6.1.1.

6.1.2.1 Method 2 with 500%x500 Domain

The simulated results with applying Method 2 for 500500 domain are shown in Table
6.3. Compared with the results of case 1 in Table 6.1, it can be seen, with method 2 for
interfacial curvature calculation, the dendrite can always grow along the given

preferential crystallographic angle at smaller /-value, as shown in case 2 in Table 6.3.

Also, with Method 2, effect of I-value on dendritic morphology can be found. The trend
of the effect is same, but more significant with using Method 2, where the simulated
dendrite in case 1 in Table 6.3 has longest and thinnest primary arms while dendrite in

case 3 has shortest and thickest ones.
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Table 6.3 Investigation of grain growth

Case | (X1 Simulati It
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6.1.2.2 Method 2 with 100x100 Domain

Simulations with Method 2 using same conditions and parameters have been performed.
The simulated results are shown in Table 6.4. Compared with the results in chapter
6.1.1.1 and 6.1.1.2, it can be found, for smaller domain, the solutal field in the liquid is

earlier to be modified by the growing dendrite.

The effect of calculation of interfacial curvature on dendrite growth in large and small
domains is similar, while it affects the grain growth earlier in smaller domain due to
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smaller mass volume of the remaining liquid and smaller space between dendritic arms

and domain boundaries.

Table 6.4 Investigation of grain growth

Case | (X1

No. e~
6 Am)

Simulation results

2 g & g ® 3 g % &

s
s
g
25
2
15
'
o5
o

10 2 W @ % & 0 H B 10

45
i
s
+
25
s
|
o5
o2 0 s« @ 8 70 8w 10

15

4

i

3

. [
(5

B 15
4

‘ i“
o

0 o2 W @ 0 % 70 @ s 00

10 00
" s 45
A n g
a5 s s
N B s
25 s d2s
s 15
N '
os s
o % 4 % 6 M @ o M0 O

W o M % 20 6 70 W % W o2 B ®m owm @ 0 s s W ®

04s
; ‘ .
. i
0| i
" .
10 2 0 %0 50 &0 ™ &0 0 100 o 10 2 0 4“0 50 o0 0 ) 80100 “

W ox B # = 8 W W ® 0

104 -




Chapter 6 Model Verification

6.2 Effect of Parameters in Solving Curvature

Undercooling

As it can be seen in chapter 6.1, although the domain size can affect the dendritic
morphologies, there is no significant difference on grain growth directions with

different domain size, simulations have been performed using 100X 100 domain in this

section to check the effect of other parameters on grain growth. To make systematic
comparisons, all simulations have been performed with three different /-values using

both Method 1 and Method 2 for interfacial curvature.

6.2.1 Effect of Anisotropy Degree on Calculation of Interfacial

Curvature with Method 1

For comparison, calculations for a domain of 100100 with different levels of degree of
anisotropy also have been performed. All solidification conditions are same. Method 1
for calculation of interfacial curvature has applied with counting two layers of
neighbouring cells. Calculations have been performed for uniform undercooling of 2K
and 0=70°, where 1=4 has been applied for the calculation of function f. The results are

shown in Tables 6.5, 6.6 and 6.7.
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Table 6.5 Investigation of grain growth with 6=0.4
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Table 6.6 Investigation of grain growth with 6=0.8
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Table 6.7 Investigation of grain growth with 6=1.6
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(Xle- Simulation results
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6.2.2 Effect of Anisotropy Degree on Calculation of Interfacial

Curvature with Method 2

Calculations also have been performed with Method 2 using same condition as in

chapter 6.2.1. The results are shown in Tables 6.8, 6.9 and 6.10.
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Table 6.8 Investigation of grain growth with 6=0.4
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Table 6.9 Investigation of grain growth 0=0.8
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Table 6.10 Investigation of grain growth with 0=1.6
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From the above results, in both curvature models, the /-value is of high importance in
determining the grain morphology development. It can be seen that the grain can grow
along the preferential angle with using 6=0.8 and I'=5e-6Km or 6=0.4 and I'=Ie-5Km.
This means by choosing proper /-values, the artificial anisotropy due to mesh can be

eliminated and the grain can grow along the crystallographic orientation.
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6.3 Effect of Anisotropy Degree on Multi Grain Growth

From the results in chapter 6.1 and 6.2, it can be found that the dendritic morphology
developed well when using two groups of parameters for calculation of anisotropy of
interfacial energy. To investigate the multigrain growth cases, simulation of multigrain

growth applying these two groups of parameters are also carried out.

Case 1: simulation of two grain growth using 0=0.4 and I'=I/e-5Km. Both the location

of seeds in the domain and grain preferential growth angle were generated randomly.

I_ I I s
e - [ - b
) ) "
I . | ™,
. -
Lo » 2
P — - - . ) | % e o oW w an ea

Figure 6.4 Simulation of two grains growth

L
[ I e

Case 2: simulation of three grain growth using 0=0.8 and I'=5e-6Km. Both the location

of seeds in the domain and grain preferential growth angle were generated randomly.

- 112 -



Chapter 6 Model Verification

. ¥ a0 YEET wm
- l - | ) I =
| a8
)
- 300 E
| | T
0 (R
- a0 "
) a3
e o oW om0 de M W 0w wo we o

Figure 6.5 Simulation of three grains growth

In both cases, parameters used for simulations are the same as those used in single grain
growth cases. Different from single grain growth, solutal interaction occurs during
multigrain growth when grains are close to each other due to their locations and
preferential growth directions. The solutal interaction seriously modifies the grain
morphology development. A detailed investigation on multi grain growth during

solidification is given in following part in this chapter.

6.4 Mesh Size and Time Step Dependency

As a quantitative model, it must demonstrate both mesh independency and time step
independency. The solution must converge to a finite value when grid size and time step
are refined. The model was used to simulate the solidification of a binary Al-4wt. % Cu
alloy at a constant melt undercooling of 3K with various grid sizes and time steps.
Simulations were performed for a single dendrite freely growing to test for sensitivity to
the basic modelling parameters of grid size and time step to ensure that the model
approaches a steady result as it is refined. The velocity of the dendrite tip recorded

when the growth time was around 0.4 seconds as a function of grid size and time step.
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6.4.1 Effect of Mesh Size

For a constant time step, simulations were performed with various grid sizes. The steady

state tip velocity was plotted as a function of mesh size in Figure 6.6.
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Figure 6.6 Steady state tip velocity as a function of mesh size.
It can be seen that resulting velocity of dendrite tip at steady state converges in a stable

range of value.

6.4.2 Effect of Time Step

To check time step dependency, various time steps were applied with a constant mesh

size. A plot of tip velocity as a function of time step is presented as Figure 6.7.
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Figure 6.7 Steady state tip velocity as a function of time step.
It can be seen that velocity of dendrite tip at steady state converges very stable for time
step smaller than 1.4e-6 second. When above this value, the steady state tip velocity

increases with bigger time step.

6.5 Effect of Curvature Undercooling on Solute Profile

ahead of S/L Interface

Curvature undercooling occurs when the S/L interface is curved. The curvature of S/L
interface plays an important role in determining the solute distribution ahead of the
interface, especially at the head of the dendrite tip. Curvature undercooling must be
taken into account during the simulation. The effect of curvature undercooling on solute
profile ahead of S/L interface of dendrite tip is shown in Figure 6.8. We can see,
without curvature undercooling, the dendrite grow faster than with curvature
undercooling. Also, more solute piles up ahead of S/L interface when the curvature

undercooling is not calculated.
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Figure 6.8 Effect of curvature undercooling

Simulation time of 2s at melt undercooling of AT'=6K , 500x500, cell size=1pum.

The zero of x-axis is put on the grains centre and there is about 3% difference.

6.6 Simulation of Dendrite Interactions

To investigate the solute interaction between dendrites, multiple grains were simulated
in the computation domain as shown in the following figures. Seeds with different
packing patterns (square, diamond shape, parallelogram and triangle) were prefixed in
the computation domain, at constant undercooling of 5K. Different solute interaction
patterns are shown in the Figures 6.9. An interesting observation in the figure is
orientation variation of dendrite arm and this is probably due to different solute

interaction. Detailed study on this analysis will be carried out in the future.
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(©) (d)

Figure 6.9 Simulation of dendrite interaction with different packing of seeds

At melt undercooling of AT'=5K , 300%300, cell size=1pm.
(a) Square (b) Diamond shape (c) Parallelogram (d) Triangle

The effect of undercooling of the solute interaction is illustrated in Figure 6.10. Under a
large undercooling in Figure 6.10(a), dendrites grow at a high growth rate with a thin
solute diffusion layer. Under a small undercooling, (Figure 6.10(d)), dendrites grow at a
slow rate with a thick diffusion layer. A quantitative analysis is planned to further

investigate the effect of undercooling on solute interaction.
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Quantitive analysis on simulation of dendrite interactions will be presented in next

chapter.

In this chapter, the developed model has been verified. Effect of interfacial curvature,
anisotropy and calculation of curvature undercooling on crystal morphology
development has been investigated, where the effect of accuracy of interface curvature
and anisotropy of surface tension calculation on dendritic morphology development has

been examined.
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Chapter 7 Simulation of Microstructure

Evolution during Alloy Solidification

In this Chapter, results on microstructure evolution during alloys solidification will be
reported. Firstly solidification structure evolution and solute interaction for single
dendritic growth will be presented; then the effect of solute concentration
approximation in the interface cells on crystal growth will be examined; the
microstructure evolution and solute interaction for multi-grain growth will be analyzed;

solidification segregation will be simulated.

Based on the discussion in the last chapter, 0=0.4 and I'=/e-6Km are chosen for the

simulations in this chapter.
7.1 Simulation of Single Dendritic Growth

In this section, the features of single dendritic growth at constant melt undercooling will
be examined with the developed model. Simulations of single-grain solidification with

the developed model were performed in a square domain of 500X 500 meshes with a

mesh size of 1 um. The temperature field was assumed to be homogeneous in the entire
simulated domain. The square domain was initialized at the liquidus temperature and
then decreased to the eutectic temperature with constant cooling. The simulated features

were compared with the predictions of the LGK model for unconstrained steady-state
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growth as a function of melt undercooling. To maintain the constant melt undercooling
and to avoid the interference of the wall on solute diffusion, simulation results were

only selected when the dendrite size is less than 1/3 of the domain size.

7.1.1 Single Dendritic Growth

Simulations of single dendritic growth were performed for an Al-4wt. %Cu alloy
solidified at constant melt undercoolings. A solid seed with the composition of kCy and
a preferential crystallographic orientation of zero degree with respect to the positive x-
axis was set at the centre of the domain at the beginning of the simulation. The cells in
the first layer surrounding the seed were assigned as interface cells and the cells in the
second layer were assigned as capturing cells. Both interface cells and capturing cells
were initialized with the composition of Cy. The other cells in the domain were set as

undercooled melt liquid with the initial composition of Cj.

Simulation of single dendritic growth at a constant melt undercooling of 4K was
performed. The simulated evolution of single dendritic morphology and composition
fields at different times are presented in Figure 7.1. To examine the evolution of
dendritic tip growth velocity, simulations were performed with constant melt
undercoolings of 4K, 5K and 6K. The tip velocities versus time were recorded at the
early stages (from 0 second to 0.08 seconds) of solidification and are plotted in Figure
7.2. Velocities in the plot are average values calculated from the measured velocities
with a time step of 0.001 seconds, and the velocities were measured from the interface
cells at the dendritic tip. Note, in the initial growth stage, the condition of solute balance
at the S/L interface cannot be satisfied, as the solute rejected by the growing crystal is

more than can be diffused away from the S/L interface into the far away liquid. It can be
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seen from the figure that the dendrite grows at a very high velocity at the start of
solidification. Then, the growth velocity deceases rapidly and finally reaches a steady-
state level after a transient period from 0-0.04 seconds. When the dendrite growth
velocity comes to a steady-state level after 0.04 seconds, the condition of solute balance

at the S/L interface can then be satisfied.
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Figure 7.1 Simulated single dendrite evolution.

Melt undercooling of 4K, at time of (a)0.02s, (b)0.04s, (c)0.06s and(d)0.08s
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Figure 7.2 Tip velocity evolution at early stages (from 0 second to 0.08

seconds) of solidification at constant melt undercoolings

7.1.2 Single Dendritic Morphologies and Composition Fields

To examine the single dendritic morphologies and composition fields under different
conditions, simulations of single dendritic growth with various preferential
crystallographic orientations and at various melt undercoolings for Al-4wt. %Cu alloy

solidification were performed.

Figure 7.3 shows some of the simulated dendritic morphologies and composition fields
for an Al-4wt. %Cu alloy at various constant melt undercoolings and different
preferential crystallographic orientations with respect to the positive x-axis. Figure 7.3(a)
and (b) present the simulated dendrite with preferential crystallographic orientation of
zero degree at time of 0.06s, where the melt undercooling for (a) and (b) are 3K and 6K,
separately. Obviously, the dendrite arm at melt undercooling of 3K is thicker than that

at 6K. Two simulated dendrites with preferential crystallographic orientation of 30
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degree at time of 0.08s are shown as Figure 7.3(c) and (d), where the undercooling for
(c) is 6K and (d) is SK. Note, at same solidification time, the arm length of dendrite
solidified at larger undercoolings is longer than that at smaller undercoolings, when
comparing (a) and (b) or (c¢) and (d). This means the growth velocity of dendritic tip
increases with melt undercooling. Also, it can be seen that the composition fields vary
at different melt undercoolings, especially in the liquid ahead of the dendritic tip.
Composition fields and steady-state tip velocity at different melt undercoolings will be

examined quantitatively in the following sections.

500 wt. % Cu 0 wt. % C?“
450 5 4850
g
400 400
5
350 350 2
300 L e 300
14
250 250
S l
200 200
150 2 150 L
100 100
1 i
50 50
50 100 150 200 250 300 350 400 450 500 0 e 100 150 200 280 300 350 400 450 500 o
(a) at time of 0.06s (b) at time of 0.06s

wt. % Cu 00

4s0| 50

am
5 ¥0
1}
b 4
3
200
150
W

50 100 150 200 250 300 350 400 450 500 LB R IORT SR ne

(c) at time of 0.08s (d) at time of 0.08s
Figure 7.3 Simulated single dendrite evolution of an Al-4wt. %Cu alloy.
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7.1.3 Solute Profile ahead of Dendritic Tip

As discussed in some detail in previous Chapters, for the solidification of alloys, the
growth velocity of dendritic tip is mainly governed by the solute field in the liquid
ahead of S/L interface. To examine the compositions along the dendrite arms at
different undercoolings, simulations were performed for Al-4wt. %Cu alloy
solidification at different melt undercoolings from 4K to 9K. The steady-state solute
profiles along the dendrite arms from the centre of the dendrite at various constant melt

undercoolings were plotted in Figure 7.4 (a) and (b).

It can be seen from the figure, the composition in the solid remains nearly constant and
is higher for solidification at larger melt undercooling. The composition increases
suddenly at the S/L interface due to the solute rejected into liquid by the growing crystal,
and decades exponentially until it reaches the initial composition. As the detailed solute
profiles in liquid shown in Figure 7.5, it can be seen that composition gradient in the
liquid ahead of the S/L interface is steeper at larger melt undercooling. This

phenomenon can be explained as followings:

(1) On one hand, according to Eq.5.1, the composition in the liquid at the S/L

interface C;k is higher at larger melt undercooling, which can be seen in the

figure.

(2) On the other hand, the growth velocity is higher at larger melt undercooling,
which leads to less time for the rejected solute to diffuse away into the liquid far
way of the S/L interface. As a result, there is a steeper solute gradient in front of

the S/L interface at larger melt undercooling.
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Investigation on steady-state tip velocity at different melt undercoolings will be carried

out in next section.
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Figure 7.4 Steady-state solute profiles along the dendrite arms

(a) Steady-state solute profiles along the dendrite arms at different undercoolings at time of 20 seconds;
(b) displaced solute profiles at interfaces in (a) to illustrate the concentration variation for different

undercooling.

- 125 -



Chapter 7 Simulation of Microstructure Evolution during Alloy Solidification

7.5
= 7 = Undercooling 4K
% = Undercooling 5K
[ A
4;6.5 8 \ = Undercooling 6K
N = Undercooling 7K
6 1 ———Undercooling 8K
55 N Undercooling 9K
§ \
g5 F\
c
04.5 A
£
o
o 2 |
3.5 1 T I 1 1 T I
20 30 40 50 60 70 80 90 100

Distance (um)

Figure 7.5 Steady-state solute profiles ahead of dendritic tip at different

undercoolings.

7.1.4 Comparison of Tip Velocity with the LGK Model

The tip velocity of steady-state single dendritic growth during Al-4wt. %Cu alloy
solidification as a function of melt undercooling is examined in this section. The
simulated steady-state tip velocities at different constant melt undercoolings were

compared with predictions of the LGK analytical model.

The LGK model predicts the steady-state growth of a dendrite growing unconstrainedly
at a given constant melt undercooling and constant initial composition. The basic
assumptions of the LGK model are that the dendrite grows steadily into an undercooled
melt of constant undercooling and the heat and mass transport in the solid and liquid is
only controlled by diffusion. To satisfy these conditions, simulations were performed in

a domain of 500 X 500 with a solid seed set in the centre. In such a case, the domain size

is more than four times bigger than the dendrite size when the dendrite growth reaches
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steady-state. The recorded steady-state tip velocity is an average value calculated from
the measured steady-state values of several computation time step intervals. The values
were measured when the simulation domain was more than three times bigger than the
dendrite length, in which case the melt far away from the dendritic tip remained at the
initial composition. Figure 7.6 shows the comparison of simulated steady-state tip
velocity at different constant melt undercoolings with predictions of the LGK model for

Al-4wt. %Cu alloy solidification, which can be given (Dantzig & Rappaz 2009) as:

IV =49.14 x

ATZ'S
cls

(7.1)

in which V is the steady-state tip velocity, AT is melt undercooling and C is the

composition.
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Figure 7.6 Comparison of the steady-state tip velocity at different melt

undercoolings between present model and LGK model predictions.
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The figure shows excellent agreement at lower melt undercoolings. As for larger melt
undercoolings, the agreement is reasonably good. The simulated steady-state tip

velocities are slightly larger than the predictions of the LGK model at larger melt

undercoolings, but they follow the same trend.

7.2 Effect of Solute Concentration Approximation in the

Interface Cells on Crystal Growth

[
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Figure 7.7 Approximations of solute concentration in the interface cell.
As shown in Figure 7.7, in a growing cell, C;" (interface concentration of liquid phase)
and C, (interface concentration of solid phase) are determined by the phase diagram.
The average composition of the liquid phase in the growing cell, C; plays an important
role in determining the growth rate of dendrites and the development of dendritic

morphology, because C; is used to calculate the undercooling. Therefore C; is required
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to be calculated with a high accuracy. Various methods have been applied to
approximate the averaged liquid composition, in this section three different methods
will be used to approximate the liquid concentration and the effect of liquid

concentration approximation on solute interaction will be examined in detail.

7.2.1 Methods for approximating the average concentration of

liquid phase in a growing cell

(1) Weighted average: This method is commonly used in front-tracking model by taking

weighted average of S/L interface composition in a growing cell. C; is defined as:

C,=C(1-f)+C.f (6.5)

(2) Central difference approximation: This assumes the composition to be the arithmetic
average between the compositions of the S/L interface and that of the cell next adjacent

to the wall. The composition is given by:

« 1=
C=C - 2f Ax-G, (6.6)

Where Ax is the cell size and G. is the solute gradient between the growing cell and its

adjacent cell. The solute gradient is calculated using values from previous time step.

(3) Exponmential approximation: This approximation assumes an exponential
composition profile between the growing cell and its adjacent cell. The curvature of the
exponential profile is determined by the sign and the magnitude of the Peclet number

(Shin 2001):
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G -G extt-P)
l1-expt—P)

G = (6.7)
where C ;" is the solute concentration in the adjacent cell. For a given component, the
Peclet number in the growing cell is given by: P = v x Ax / D;, where v is the growth
velocity in previous time step, D; is the diffusion coefficient for the given component at

the current temperature.
7.2.2 Simulated Results using Different Approximations

To investigate the effect of different calculation methods of solute concentration in a
growing cell, calculations using the three methods described above were carried out.
Figure 7.8 shows the solute concentration ahead of the solidification interface using (1)
the weighted average, (2) the central difference approximation and (3) the exponential
approximation. In method (1), as the composition of interface cell is an equivalent value,

i.e.C,=C /(1-f)+C.f. , the weighted average solute concentration is used to calculate

solute diffusion. Comparing with other two methods, this method gives lower solute
concentration. Using central difference approximation method, C; has a close value to
C/, the composition at the wall between the growing cell and its adjacent cell has
highest value. Using exponential approximation, the solute profile has an exponential
decay from the S/L interface, the composition at the wall between the growing cell and
its adjacent cell is lower than that calculated using central difference approximation and

is higher than that of the weighted average method.

It shall be noted that the exponential approximation assumes exponential decay from the
solidification interface and theoretically it shall provide closer approximation to the

solute profile within the growing cell. Weight average method can provide a high
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efficiency solution for solute redistribution where the entire domain can be treated as a
single phase for solute diffusion calculation. However, the accuracy in the weighted
average method seems lower than that of exponential and central approximations. The
predicted results using the central approximation is close to those predicted using the
exponential approximation, but the central approximation is much more efficient than
the exponential approximation. Therefore the central approximation was used in

following studies.
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Figure 7.8 Calculated averaged solute concentration using different

approximations

7.3 Simulation of Equiaxed Multi Grain Growth

During solidification of an alloy, if the partition coefficient is less than unity, solute will
pile up ahead of the S/L interface due to the smaller solubility of the solute in the solid
phase. The solute rejected from the solid will accumulate in an enriched boundary layer
ahead of the S/L interface. Compared with single-grain growth, during the multi-grain
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growth the concentration in liquid from S/L interface will increase if it is close to
another grain. This is because solutal fields of different grains interact. As a result, the
solute diffusion will decrease due to the shallower concentration gradient and the local
liquid composition will become higher. According to the definition of the present model,
the driving force for grain growth is directly related to the difference between the local
interface equilibrium composition and the local actual liquid composition. Therefore,
the dendrite growth velocity will decrease with an increased local liquid composition.
The interaction of solutal fields in multi-grains growth plays an important role in

determining microstructure development during alloy solidification.

In this section, simulations with the built model were performed in a square domain of

500 X500 meshes with a mesh size of 1 um. The temperature field was assumed to be

homogeneous in the entire simulated domain. The square domain was initialized at the
liquidus temperature and then decreased to the eutectic temperature with constant
cooling rates. The liquid was initialized with bulk alloy composition Cy, and the solid

seeds with Cyk.

7.3.1 Equiaxed Multi Grain Growth

Al-4wt. %Cu alloy was used in this section. As an example, one of the simulated
equiaxed multi-grain morphology and composition field are as shown in Figure 7.9, in
which twenty solid seeds, with randomly-generated preferred growth orientations, were

assigned in the domain with randomly-generated locations.

In Figure 7.9, different colours represent grains with different preferred growth
orientations as shown in figure (a). Figure (b) is concentration plot from the same

simulation, which shows the compositional difference within dendrites. Due to solute
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rejection at the S/L interface, the concentration in the liquid increases as solidification
carries on. Therefore the solid which forms at a later stage has a higher concentration.
It can be seen in the figure that the concentration near the dendrite boundary is higher
than that of the area in the dendrite core. This is the called solidification
microsegregation, or coring. A quantitative investigation of the microsegregation during

multi-grain growth during solidification is analysed in the following Chapter 7.4.

pum pum

(a) (b)

Figure 7.9 Simulated equiaxed dendrite evolution of an Al-4wt. %Cu alloy

With a cooling rate of 10 K/s, at time of 18s; (a) showing grain boundary formation, where different

colours represent grains with different crystallographic orientations, and (b) showing composition field.

7.3.2 Solute Interaction

Figure 7.10 shows simulated structure evolution of multi-grain morphology and
composition field of Al-4wt. %Cu alloy. Eight solid seeds with randomly-generated
preferred growth orientations were assigned in the domain with randomly-generated
locations.
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The left column of Figure 7.10 shows the simulated dendrite boundaries at different
time, which eventually form the grain boundaries. Three grains are labelled in the left
column. Grain 1 grows with secondary branching, while the branching in grain 3 was
suppressed due to its seed location and preferred growth orientation relative to the
surrounding dendrites. Grain 2 is located at a very particular position where is fully and
closely surrounded by other dendrites. This special location leads to the dendrite grow
with globular morphology. It can also be noticed that at the end of solidification, the
grain boundaries are formed. Meanwhile, the main arms of dendrites are distorted at the

end of solidification.

The right column shows the simulated composition fields at different times. It can be
found, at the beginning of solidification, dendrites grow following the pre-set preferred
orientation at a similar pattern. If dendrites are close to each other, the interaction of the
solutal fields surrounding the dendrites occurs at very early stage of solidification. As
solidification carries on, the interaction is then significantly affecting the growth of
individual dendrite and therefore their structure evolution. Depending on the location
and preferred orientation, some of the dendrites finally are able to develop secondary
arms, while for others, the secondary arms are suppressed. At some particular position,

some dendrites eventually grow as globular dendrites.
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Figure 7.10 Simulated equiaxed dendrite evolution of an Al-4wt. %Cu alloy

With a cooling rate of 10 K/s, the left column showing grain boundary formation, where different colours

represent grains with different crystallographic orientations, and the right column showing composition

field. From up to bottom after 0.1s, 0.4s, 8s and 10s.
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7.4 Solidification Segregation

In the model, local equilibrium is assumed at the S/L interface, where the solid
concentration, CS*, is related to the liquid concentration, C;*, by the equilibrium
distribution coefficient &, as CS*ZkC;*. The difference between Cs*and Cl* leads to
concentration variations in the solidified solid phase, which is known as solidification
segregation. Depending on the process involved in the solute redistribution, where the
solute can be transported by diffusion or by convection or by both, the segregation
pattern will be quite different, as microsegregation, macrosegregation or a mix of both.
Because convection will not be treated in this thesis, attention will be limited to

microsegregation.

In this section, simulations of Al-4wt. % Cu alloy solidification were performed in a
domain of 500x500 meshes with a mesh size of 1 um. Solid seeds with randomly
generated preferred growth orientations were assigned randomly in the domain. To
analyze the effect of amount of solid seeds and cooling rate on segregation, simulations
of the solidification with different number of solid seeds and different cooling rates
were performed. The effect of latent heat on structure evolution and solidification

segregation will be examined as well.
7.4.1 Microsegregation during Equiaxed Multi-grain Growth

Simulated dendritic structures of an Al-4wt. %Cu alloy at time of 6s are shown in
Figure 7.11. It can be found that some dendrites have fully developed secondary arms,
while some dendrites have suppressed secondary arms due to their seeds location and
preferred growth orientation relative to the surrounding dendrites. For some particular

locations, some other dendrites finally grow with globular morphology. Figure 7.12 (a),
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(b) and (c) show solute concentration at three positions as shown Linel, Line2 and
Line3 in Figure 7.11. In Figure 7.12.(d), solute profiles for the 3 positions are plotted
with line 2 being shifted 20 wt% and line 3 being shifted 40 wt% in y-axis direction, for

a comparison purpose.
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Figure 7.11 Simulated dendrite growth
Of solidification of an Al-4wt. %Cu alloy with a cooling rate of 10 K/s,

8 grain seeds, at time of 6s
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Figure 7.12 The solute profile across the simulated domain.
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Firstly, it can be seen from the solute profiles, no significant composition gradient
develops in solid located away from the dendritic boundaries. While deep gradient only
forms in the solid regions close to the dendritic boundaries. These regions solidified at
the late stages of the solidification and therefore are in contact with the last-to-freeze

region. The reasons for this phenomenon are analyzed as followings:

During the solidification of Al-Cu alloys, solute is rejected into the liquid at the
S/L interface, which leads to the creation of a solute enriched layer ahead of the
S/L interface. At the early stages of the solidification, on one hand, the
undercooling is smaller than that of the late stages of solidification due to the
constant cooling rate applied to the system. On the other hand, for a same
volume change of solid phase, the radius change is smaller near the dendrite

boundary than that near the dendrite core.

Secondly, on solute profiles shown in Figure 7.12, it can also be noticed that the extent
of microsegregation varies in different grains. Detailed concentration analysis was
carried at four positions as indicated in Figure 7.11. At the positions P1 and P2, as
shown in Figure 7.12, the composition gradient is much deeper than that at the positions
P3 and P4. Comparing the concentration in liquid of these positions, it can be found that,
at a same time during solidification, the concentration in the liquid at the positions P1
and P2 is much higher than that at the positions P3 and P4. Examining the simulated
result in Figure 7.11, it can be found that, during the late stages of solidification,
isolated liquid pools are formed. For regions like P1 and P2, where the liquid has a very
small volume, as the solidification carries on during the last stages of solidification, the
continuous release of solute at the S/L interface leads to rapid increases of concentration

in smaller liquid pools. Accordingly, the solid formed in these regions has higher
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concentration. As for regions with larger volume of liquid, such as P3 and P4, the
composition increasing rate in the liquid is much smaller. Therefore, the concentration
in the liquid is much smaller than that in regions P1 and P2, and solid formed in these

regions also increases but not as much as that in regions P1 and P2.

Note that at the last stages of solidification, the compositional gradient in the liquid is
not significant. As shown in Figure 7.12, in each isolated liquid area, the liquid has a

nearly uniform concentration.

7.4.2 Comparison with the Scheil Model and Lever Rule

Figure 7.13 shows a comparison of simulated compositions in the liquid at the S/L
interface with those predicted using the Scheil model and lever rule. The agreement is
excellent at early stages of solidification. As for the final stages of solidification, the
deviation becomes large between the Scheil model and lever rule. As discussed in detail
in Chapter 2, in Eq.2.32, for the case of lever rule, where a '=0.5, the composition in the
liquid increases from Cj to Cy/k, while it increases from Cj to infinity in the case of the
Scheil model, where a’=0. The Scheil model is not able to predict the final liquid
composition, since the maximum liquid concentration is infinite if no eutectic reaction
occurs. While for the lever rule case, equilibrium solidification leads to a final liquid
concentration, Cy/k, is also unrealistic diffusivity in the solid. For all of intermediate
cases, parameter o’ can take values between 0 and 0.5, which gives good approximation
to the final composition for realistic cases. Comparing the simulated composition in the
liquid at the S/L interface with predictions of the case of a’=0.2, the agreement is pretty

good at the last stages of solidification.
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The simulated composition profiles in dendrites as a function of solid fraction for
cooling rates of 5, 10 and 15K/s are compared with the predictions of the Scheil model
and lever rule in Figure 7.14. As the simulations with the present model were performed
using realistic diffusion coefficients both in the solid and liquid, it can be noted that at
the late stages of solidification, the simulated solid composition profiles agree very well

with the predictions of the case of a’=0.2, where the solid composition is higher than

the prediction of the lever rule and lower than the prediction of the Scheil model.
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Figure 7.14 Comparison of the present model with the Scheil model and lever
rule for predicting the Cu concentration in dendrites as a function of solid

fraction.

7.4.3 Effect of Different Solid Seed Number and Cooling Rate on

Segregation

Simulations of Al-4wt. % Cu alloy solidification were performed with different solid
seed numbers and cooling rates. In this section, the effect of number of solid seeds and

cooling rate on solidification segregation will be examined in detail.

To examine the effect of seed number on solidification segregation, simulations were
performed for solidification at a cooling rate of 10 K/s with eight and twenty solid seeds
assigned in the domain. The simulated composition profiles in dendrites as a function of
solid fraction for solidification are plotted in Figure 7.15. It can be seen that the

composition profiles are not affected by the number of solid seeds.
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To examine the effect of cooling rate on solidification segregation, simulations were
performed for solidification with eight solid seeds at cooling rates of 5 and 10 K/s. It
can be noted that the composition profiles are not sensitive to the changes of cooling

rate from 5K/s to 10K/s, as shown in Figure 7.15.
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Figure 7.15 Simulated Cu concentration in dendrites as a function of solid

fraction

7.4.4 Effect of Latent Heat on Segregation

In this section, the effect of latent heat on solidification segregation will be examined.
Simulations of different cases of Al-4wt. % Cu alloy solidification were performed
under the same conditions except considering latent heat or not. Simulations were
performed for the solidification at a cooling rate of 10 K/s, in one case, with eight solid

seeds, while in the other case, with twenty solid seeds.

The simulated composition profiles in dendrites as a function of solid fraction are

plotted in Figure 7.16. It can be seen that the solidification segregation is not affected by
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latent heat. To examine the effect of latent heat on segregation at late stages of
solidification in details, the simulated composition profiles are plotted in Figure 7.17. It
can be found that the solid concentration in the case of solidification without
considering latent heat, where eight solid seeds and the cooling rate of 10 K/s are used,
is a little bit lower than other cases. However, the deviation is not significant. In general,
the solidification segregation is not significantly affected by latent heat inclusion in

calculation.

6 - =6=8 seeds, 10 K/s with
latent heat

5 ===8 seeds, 10 K/s
without latent heat

20 seeds, 10 K/s with
3 . latent heat

=>=20 seeds, 10 K/s
without latent heat
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0 0.2 0.4 0.6 0.8 1
Solid fraction f

Figure 7.16 Simulated Cu concentration in dendrites as a function of solid

fraction.
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Figure 7.17 Simulated Cu concentration in dendrites as a function of solid

fraction at late stages of solidification.

7.5 Summary

In this chapter, simulations of Al-Cu alloy solidification were carried out for single-
grain under constant undercoolings and multi-grain growth under constant cooling rates

using the optimised model.

The evolution of dendritic tip velocity from the initial stage to steady-state under
different undercoolings was analysed. Single dendritic morphology was predicted. The
solute profiles ahead of dendritic tip under different undercoolings were analyzed.
Comparisons of the steady-state tip velocity at different melt undercoolings between the
developed model and the LGK model predictions was carried out. A reasonably good
agreement was obtained. Different techniques for calculating solute concentration in the
interface cells were. Exponential decay of solute concentration in liquid away from the
S/L interface was observed for all three methods. However, it is found that the accuracy
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in the weighted average method is lower than that of exponential and central
approximations. The predicted results using the central approximation is close to those
predicted using the exponential approximation, but the central approximation is much

more efficient than the exponential approximation.

Multi-grain microstructure evolution was simulated and the solutal interaction was
examined. The solidification segregation during multi-grain growth was investigated in
detail. Comparison with the solidification segregation predictions of the Scheil model
and lever rule was carried out and the predicted data were found to fall between the
results from the two extreme cases. Effect of different conditions, such as cooling rate,
solid seed number and latent heat, on segregation was examined and found to have little

effect.
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Chapter 8 Conclusions and Future Work

A front-tracking model of microstructure evolution during alloy solidification has been
developed. It can predict the dendritic structure evolution during alloy solidification.

Using the proposed new capture rule, the S/L interface can be tracked efficiently.

8.1 Conclusions

8.1.1 Model Development

A front-tracking solidification model has been developed to simulate the dendritic
structure evolution during alloy solidification. In the model the growth of dendrites was
governed by heat and mass transport and a finite difference technique is employed to
solve heat and solute diffusion during solidification; the model incorporates a front-
tracking technique to calculate and track the exact position of the S/L interface as a part
of solution process and a new capture rule was designed and implemented in the model

to efficiently track the growing S/L interface.

The model has been evaluated and verified using simulated data from Al-Cu 4 wt. %
alloy solidification. The effect of curvature undercooling on crystal growth was
investigated. First, the accuracy of S/L interfacial curvature estimation was examined
using different methods for solving interfacial curvature. Then, the effect of parameters
used in anisotropy calculation of interface tension during dendrite growth was examined.

The simulated results reveal that solute redistribution, curvature of the S/L interface and
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anisotropy of interface tension are important factors in determining the dendritic
morphology. The calculation of the S/L interface curvature and anisotropy of surface
tension is found to be particularly important in determining the dendritic growth
direction. Based on the above observations and simulated data, the parameters in the
developed model have been optimised for predicting the solidification structure in

binary alloys.

8.1.2 Simulation using the Developed Model

Using the optimised model, simulations of Al-Cu alloy solidification were carried out
for single-grain under constant undercoolings and multi-grain growth under constant

cooling rates.

8.1.2.1 Single-grain Growth

Single-grain growth under constant undercoolings was simulated. The evolution of
dendritic tip velocity from the initial stage to steady-state under different undercoolings
was analysed. Single dendritic morphology was predicted. The solute profiles ahead of
dendritic tip under different undercoolings were analyzed. Comparisons of the steady-
state tip velocity at different melt undercoolings between the developed model and the

LGK model predictions was carried out. A reasonably good agreement was obtained.

Different techniques for calculating solute concentration in the interface cells were
examined using (1) central difference method, (2) exponential approximation and (3)
weighted average method. Exponential decay of solute concentration in liquid away
from the S/L interface was observed for all three methods. However, it is found that the
accuracy in the weighted average method is lower than that of exponential and central

approximations. The predicted results using the central approximation are close to those
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predicted using the exponential approximation, but the central approximation is much

more efficient than the exponential approximation.

8.1.2.2 Multi-grain Growth

Multi-grain growth with different cooling rates has been simulated and the solutal
interaction was examined. The solidification segregation during multi-grain growth was
investigated in detail. Comparison with the solidification segregation predictions of the
Scheil model and lever rule were carried out and the predicted data fall between the
results from the two extreme cases. Effect of different conditions, such as cooling rate,

solid seed number and latent heat, on segregation was examined.

8.2 Future Work

The developed model is based on binary alloy system, where the crystal growth is
considered to be governed by heat and mass transport. The liquidus and solidus lines are

assumed to be straight, where the constant partition coefficient is used in the model.

Firstly, the suggested improvement to the model is to take into account of convection.
As convection happens in the liquid during solidification at most times, which can
modify the solute and heat fields significantly, the crystal growth is affected by
convection. Secondly, the parameters such as partition coefficient, solute diffusivity in
the liquid and solid are used as constant. More accurate parameters can be used by

linking the model to material property database.

Furthermore, as every computer modeller in materials science will agree, more
experiments should be done to determine better values for all the physical properties

used as inputs to the model and optimise the parameters used in the model.
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Appendix A. Phase-Field Modelling of

Solidification

The modelling method in this thesis focuses on front-tracking method for microstructure
evolution during alloy solidification. However in the early stages of the PhD study, the
phase field method was also investigated and a preliminary phase field code was written.
Therefore in this appendix chapter, the developed Phase-Field programme will be

described briefly.

In this chapter, a full introduction of investigation on modelling of microstructure
evolution of solidification with phase-field models will be given. Two models have
been developed for studying simulation of microstructure evolution during solidification:
phase-field model for simulation of pure substance solidification and phase-field model
for simulation of binary alloy solidification. Two programs based on above models have

been developed using Microsoft Visual C++* 6.0 in Microsoft Windows XP® system.

1 Simulation of Pure Metal Solidification
A phase-field model for simulation of solidification of pure metal has been developed.
And a program based on this model has been written with Microsoft Visual C++* 6.0 to

simulate the microstructure evolution during the solidification of pure metal.
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1.1 Phase-field Model

The phase-field model for simulation of pure metal solidification is based on free-
energy of system. For governing equation, we use Eq. 3.10 with solute concentration

C=0, which means pure metal.

Various choices of the free-energy density have been suggested. One of them can be

written as (Boettinger et al. 2002):
F@.1) = -(1= 0%} = (T = T,) (a.1)
a

in which a is a positive constant, and 7}, is the melting temperature of the material. The

solid and liquid phases are presented by D in neighbourhood -1 and +1 respectively.

Frome Eq. 3.13, we can obtain the following dimensionless governing equations for

phase-field, (D, and temperature, L, as Egs. a.2 and a.3. To include anisotropy, we

apply an anisotropy function &(y)=én(y)=¢&(1+ycosdy), in which }is the strength

of the surface tension anisotropy, ¢ is the mode number and ¥ =arctan((Dy/ q)x) 1S

the angle between the normal to the interface and the x-axis.

5—262 =d(1- CD)[QD ——+30gb§2u®(1 d))}
m Ot
(a.2)
=2 2 ' a;q) =2 i ! 82
& [77(‘//)77 (¥) & ]+ 3 > (77(!//)77 (¥) ax )
ou 1 2
E 5 ((b)—zV y (a.3)
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CAT

_r

L

where () is the dimensionless undercooling which can be defined as Q= (in

which C, is the specific heat and L is the latent heat per unit volume) and

p(D) =@’ (1 0-15D+ 6q)2)(an interpolating function). € , m and £ can be defined as:

2
b= ﬂ (a.4)
12¢co0T,,
m = ﬂZZM (a.5)
F= % (a.6)

where O is the interfacial energy, £/ is the mobility, O is an estimate of the S/L

interface thickness, & is the thermal diffusivity and W is the characteristic length

scale.

With the definitions of Eqs a.4, a.5 and a.6, these three model parameters are related to
the physical parameters which characterize the interface dynamics (i.e., interfacial
energy and mobility) and to an estimate of the interface thickness, which is a

consequence of the phase field approach.

Once the W has been chosen, according to the physical properties, one degree of

freedom & is then used to set the interface thickness. In order to model the physical
behaviour correctly, the interface thickness must be sufficiently small compared to the
interfacial macrostructures which we wish to model. But, from a viewpoint of
computation, it is better for the interface thickness to be as large as possible in order to

obtain accurate solution of the phase field equations for practical computational effort.
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Numerical procedures

To model the microstructure evolution of pure metal solidification in two dimensions,
the governing equation for phase-field, Egs. a.2, is solved numerically using explicit
finite difference scheme. For the temperature field equation, Eq. a.3, the Alternating
Direction Implicit method (ADI) is applied. As ADI is unconditional conservative, the
condition convergence of the system therefore only depends on the calculation of phase

field, which can be given as:
At <(Ax)’ /4D (a.7)

in which Ax is the size of the cell. Using a square grid with cells of size Ax by Ay, the
parameter in cell(i, j) at time step k is shown as CD;‘J .

For the phase-field variable, from Eq. a.2, we can obtain:

. m- At 1 -
O = f 4 = {cpf{ (- j)[cbf.j 5t 30s6Qud; (1 - D) j)}

167/[cos4¢9+700589][0x -CDy—ﬁyCDx] @8)
a.
+m - At —[Hx ONE 9y®y][87sin46’+47/2 sin80]

+[(I>xx + @yy}[l +ycos4d]’

with the definitions of:

_ (qu)xy — (qu)xx g = (qu)yy — (qu)xy
T+ T 0+
x y X y
f & k k
D = ch'+1,j _cDi,j O = (Di,j+1 B (Di,j
X Ax y Ay
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k k
® :(Dzl'(+l,j_q)5(+l,j—l_q) +(ch/ L ® _CD1+11_2(D P
o AxAy - A
O, —20; + D
0= arctar{CDy / (Dx) OB Ay2

And for the temperature field, using ADI, we can obtain from Eq a.3:

O e LR e eV AL IR RPN
+ﬁ[u’:l, Uit Uk, UL
i ANy A e T e Tleel]
i ﬁ[q’:‘j FURLURL 1 UR
Then, with the definitions of A;, B;, C;, D; and D; as
4=G=N, B =Ar
D,=-AU!, + (B +24)0},-cU!,, - Flof [li-of Flot - o ]
D, =-aUL,, + (B, + 24 - cul, - o[- ok Tlok? - o]
we can obtain
AUS +(B =24)Uf +CUEY, =D, (a.11)
AU +(B =24)U5 +CUSE =D, (a.12)

Material parameters used for calculation are as shown in Table A0.1 (Long et al. 2003).
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Table A0.1 Material properties

Material name Copper

Density p g/m’ 8.96e+6

Melting point 7, K 1356

Latent heat of fusion L J/g 205

Specific heat C, J/(K'g) 0.385

Thermal conductivity 4 W/(m-K) 401

System parameter & 0.005

Strength of surface tension anisotropy 102 < y< 3x107
Mode of surface tension anisotropy ¢ 4

Interface energy O J/m’ 0.37

1.2 Simulation Program

The program, based on phase-field model for solidification of pure metal is written in
Microsoft Visual C++ 6.0%. It contains three sections: initialization module, calculation
module and result outputting module. Both initial conditions and boundary conditions
are defined in the initialization module, including defining size of sample and cell,
initializing variables for temperature field and phase field and setting thermodynamic
and kinetic parameters. All the calculations for heat transfer, phase-field evolution and
some relevant parameters are made in the calculation module. During the calculation,
parameters which vary with the change of the temperature field and status of the system
are calculated firstly. Then with these new values, the new temperature field and phase-
field are calculated. Finally, with a preset time interval, the results are saved into hard

disk in text file in the outputting module.

The flow charts of the program are shown as followings:
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Figure A0.1 Flow chart of program for phase-field model for pure metal
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Figure A0.2 Flow chart of calculation loop
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1.3 Results and Discussion

With the developed program, the dendrite growth of pure copper during solidification is
calculated. Parameters used are as shown in Table a.1. The simulation results are saved
in text file on hard disk. With the software of Tecplot™ 9.0, the results can be transferred
to pictures. Some results are shown in Figure A0.3 for different stages of dendrite
evolution. In the pictures, the region with blue colour stands for liquid and region with
red colour stands for solid. The region between solid and liquid is the S/L interface. The

dendritic morphology agrees with Kobayashi’s (1993).

As the application of alloys is much wider than that of pure metals, more attention has
been paid on simulation of microstructure evolution of alloy solidification in the
following work. Both phase-field and front-tracking models for solidification of binary
alloys has been developed. In the following section, details of these two models are

presented.
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(©)

Figure A0.3 Simulated dendritic structure evolution for a pure metal

Under constant undercooling (2K) at simulation domain 1800x1800 at cell size =0. 4pum

(a) Growth time=5s (b) Growth time=10s (c) Growth time=15 s
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2 Phase-field for Simulation of Binary Alloy
Solidification

To construct a phase-field model for solidification of binary alloys, we start from an

expression for the total free energy of the system.
The phase-field equations considered are as shown in Egs. 3.10, 3.13 and 3.14.

In the total free energy of the system, Eq. 3.11, the free energy density can be given as

the bulk free energy density of a binary mixture of 4 and B atoms/molecules (Boettinger

et al. 2002).
RT, -, = . A
Fol@.C.D)=f@.1,)+ [ @AT+=2(CIC-C)+eC+ gD C (a1
0

where C is the solute concentration defined as the mole fraction of B. It is the sum of the
free energy of the pure material {®,Ty) and the contribution due to solute addition. The
latter is the sum of the standard entropy of mixing RTvy"'(C In C—C), where R is the

universal gas constant and vy is the molar volume assumed constant, and the change

£C of the energy density due to solute addition. ¢ can be given as:

&(D)

_rg@)  1-g@)

7 2 1 (a. 14)

which interpolates between the values ¢, and ,<g; in the solid and liquid, respectively.

é(q)) is a monotonously increasing function of @ with limits g(@) =11, with &= +1(D

=—1) corresponding to solid (liquid).respectively.

The free energy of pure metal has the standard form of a double-well potential with a

barrier height H, as:
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f(D,T,)=H(-D/2+D"/4) (a.15)

Moreover, this pure part has been expanded to first order in A7=7—T), by defining the

function f, (D) =of (®,T)/0T ‘ 71, » and RT/vo has been replaced by RTu/vo.

Numerical procedures

The equilibrium properties of the model follow from the following conditions, which
determine the spatially varying stationary profiles of ¢ and @ in the diffuse interface

region equations, as (Boettinger ef al. 2002):

OF
= - a.16
oc Hs ( )
oF
2 o a.l7
(a.17)

where uz is the spatially uniform equilibrium value of the chemical potential. Eq. a.17 is
equivalent to requiring that the chemical potential and the grand potential be equal in

the solid and liquid, or, respectively,

% (CT)
e

_g(cr)
'

e = Mg (a.18)

£1(C. 1) - u1,C = (G, T) - 1,C (a.19)

Applying the first equilibrium condition Eq. a.16, we can obtain

RT, - — _Ae
—MInC+e+ g(CD)7 =L, (a.20)

Yo
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With Eq a.20, we can then obtain the expressions for the equilibrium partition

coefficient and the stationary concentration profile as the following respectively:

0

- = exp(
]

C

Y
RT,

M

k= )

G(x)=C'exp [% {1+ g[®(x)] }j

Applying the second equilibrium condition Eq. a.17, we can obtain

2

& — A
o Mquﬁ®@;qumﬂwgw%}§%

dx2

where f(®) is chosen as:

For Eq. a.23, choosing
T=T,+mC

the right-hand side of vanishes.

(a.21)

(a.22)

(a.23)

(2.24)

(a.25)

As fr(+1)— fi(-1)=L/Ty , the right-hand side of Eq. a.24 is such that the Van’t Hoff

relation

 RT, (1-k)

L
1, Vym
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is recovered by subtracting Eq. a.24 evaluated at ®= +1 from the same equation
evaluated at @=—1. This relation is a special case of the Gibbs-Konovalov rule when

applied to dilute alloys.

In addition, to make Eq. 3.14 reduce to Fick’s law of diffusion in the liquid, we then

obtain

K =—2
‘" RT,

Dg(®)C (a.27)

where ¢(®) is a dimensionless function dictating how the solute diffusivity varies

through the diffuse interface.

Now, we obtain the governing equations for phase-field and solute diffusion, as

r%ngZV2®+CD—CD3+L;nkE(CD)
! . - Y (.28)
f— n p—
X{C—TMexp(T[Hg(CD)]H
oC < - 1—k— -
E:V(Dq(d))CV{lnC—T (<I>)}—jmj (a.29)

where T:1/(K®H), To rewrite the above equations in terms of the dimensionless

variable, we make

Ink

) _
u=R—£4(u—ﬂw) =In(C/ Cw)—T[g(CD)H] (2.30)

which measures the departure of the chemical potential from its value p, for a flat

interface at the equilibrium liquidus temperature. Accordingly, we make
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exp (ZE[1 + g(@)]) =25 - £ 5(@) (a.31)
which has the same limits §(+1) = +1.
Therefore, Egs. a.28 and a.29 become
2 =WV + D - @F — —RTMZ(i;;‘)C” §(®) x (exp(uw) = =24)  (a.32)
a_f -V (Dg(®)CVu-7,) (2.33)

where u = In (2(C/Cx)/[1 + k — (1 — k)g(P)]). To replace the function §(P) in this
last expression for u by another function /4(®) that has the same limits at ® = 1. The

simplest choice is 4(®)= @, which yields the new expression

U= ln( 2€/C, ] (a.34)

The phase-field model is now completely defined by Egs. a.32—a.34 and 3.9, together

with the additional choices

; Cw(l—k)WeXp(u)aq) VO @39)
a - = — 1= a.
22 ot ‘vq)‘

-
)= -0

(a.36)

Consider the solidification of a dilute binary alloy with equal thermal diffusivity (o) and
specific heat at constant pressure (C,) in solid and liquid, for solute and heat diffusion,

we define, respectively,
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C-C,
N @3)
T-1,,—mC,
=— M = (a.38)
L/C,

Then, we obtain the final governing equations of phase-field, solute diffusion and heat

transfer:
oD \
z’E—W VO 4+ -D° - Ag (D) I+ MC,U) (a.39)
ﬂa—U—V(D —P3u 4 [1+(1-k)U] aip vo ) (a.40)
2 o 2 f
92 _avig+ 122 (a.41)
2 Ot
where 7= K in which H is double well potential barrier height, and W is width of
[

the diffuse interface. To take into account the interface anisotropy, we choose W as:
W= WOA(ﬁ) =W,(1+&cos Byp) (a.42)

in which ¢ is the strength of anisotropy, B is the anisotropy mode and ¢ is the angle

between the interface normal and the x-axis, as ¢ = arctan(dy / 0x).

The explicit finite difference method is employed to solve phase field and solute
diffusion calculation. And for temperature calculation, the Alternating Direction

Implicit (ADI) method is applied. Because ADI is unconditional conservative, the
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condition of convergence only depends on the calculation of solute diffusion:

At<Ax*/4D.

From the phase-field governing equation, we obtain:

O —@F 2 2
r i,j Lj _ Wz(a ? oo
At ox

)+ D - D' — g (D) 9+ MC,U)

2 2 2
i AW 0P, ‘qu’) F D0~ Ag (@) 9+ MC,U)+ @,

T o’

For solute diffusion, the equation can be written as:

1+koU q)— oD VO

kU _gpl=® 1+(1-k)U it
> o ( \/—[ ( )] ‘(D‘)
1+k U =U, U U
B _( +
2 At ox’ 8y
(azq>+azc1>
O - | a9y
—=[1+(1-kU],]—L—
2\2 A=OUI=% Vol )

2 2
i _ 201 (D1—2c1>(a U o U}

= +
o1+ k ox* oy’
(achJrazq)
O —dF | ot ot
P ivq-pur )26 Pu N )y e
22 & At VD &

For temperature, applying ADI method, we can obtain

=9, I 29+, 329+, 1 O -

1,] 1,] :a( -1, i+1,j 1,j-1 1/+1)+_

At Ax’ Ay2 2

and furthermore, the final equations can be obtained as followings:
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2.1 Simulation Program

The program with phase-field model for solidification of binary alloys is written in

Microsoft Visual C++ 6.0%. It contains initialization module, calculation module and

result outputting module.

In initialization module, all variables needed for calculation are defined and initialized,
including defining the domain and cell size, initializing variables for temperature field,
solute diffusion and phase field and setting thermodynamic and kinetic parameters.
Boundary conditions are defined in the initialization model as well. All the calculations
for the three fields and some relevant parameters are made in the calculation module.
During each loop of the calculation, parameters which vary with the change of the
temperature field and mass concentration are calculated firstly. Then with these new
values, the new temperature field, mass concentration and phase-field are then
calculated. Finally, with a preset time interval, the results are saved into hard disk in

text file in the outputting module

The flow chart of the main program is as following.
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Figure A0.4 Flow chart of program for phase-field model for binary alloys
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Phase-field model for solidification of pure metal has been fully developed and
debugged. For the phase-field model for alloys solidification, development has been
accomplished and some debug work has been done, where some further debugging need

be carried out in the future.
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Appendix B. Basic Model Evaluation

According to the model definition, the crystal growth rate is mainly governed by
diffusion and curvature. The growth direction, shape and kinetics of dendrites are
influenced by the anisotropy of the chemical potential, which is linked to the anisotropy

of the interfacial energy.

In the model, the anisotropy of the interfacial energy is introduced by curvature

undercooling as the third part of the right hand of Eq. b.1.

*_ eq
e oL TK(9.0)

c, =C, (b.1)
m m,

f(9,0)=1=0 cos[A(p-0)] (b.2)

A ADIHAC .

K=t ©)

Where, I is the Gibbs-Thomson coefficient. K is the S/L interface curvature which is
determined using Eq. b.3; in Eq. b.3, @ is the cell size, fs is the solid fraction of the

cell, ﬂ(l) is the solid fraction of neighbouring cell and /N is the number of

neighbouring cells counted. Anisotropy of the surface tension f (¢, ) can be calculated

using Eq. b.2, where @ is the local growth angle between the local S/L interface
normal and x-axis; @ is the preferential crystallographic orientation; O is the degree of
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anisotropy; 4 controls the number of dendritic arms. For four-fold symmetry, A=4 and

0=0.04 (Warren & Boettinger 1995). The value of interface curvature calculated with
Eq. b.3 varies from a maximum of 1/a to zero for convex surfaces and from zero to a

minimum of —1/a for concave surfaces.

From Eq. b.1, it can be seen that the S/L interface curvature and anisotropy of
interfacial energy work with contribution to the solute concentration of liquid at the S/L
interface. To check to what extent the S/L interface curvature and anisotropy affect the

grain growth direction in the model, different values of parameters are investigated.

Basic parameters used for the simulation are as the following: mesh size dx=dy=1e-6 m

and time step dt=1e-6 s.

1 Parameters on Solving Anisotropy of Surface Tension

In the function f (¢, 6), the preferential growth direction @ is applied to control grain
growth direction. Usually, /=4 and 6=0.04 are used for four fold Al-Cu alloys. As in the
results shown in Chapter 3, the preferential growth direction doesn’t work at all during
grain growth. To check to what extent the preferential growth direction affect the grain
growth direction, different values of parameters are used in function f (¢, 6) , where the

effect of 8 can be enhanced.

Simulation results of solute fraction distribution with different values of ¢ and 4 are
shown in Table BO.1. Except these two parameters, all other parameters are used same
values in these results. In these results, the grain morphology doesn't change at all,
where the number of dendrite arms should be controlled by 4 and dendritic growth
direction should along angle 6.
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Table B0.1 Investigation of effect of interfacial energy parameters on grain

growth with undercooling of 3K

Case Parameters Applied Results

No. o e Simulation time=4 s Simulation time= 7 s
| ) - i . i
2 4 - H .
4 4 - .
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Besides, case of two seeds is also calculated. At the beginning of the calculation, two
grain seeds with same preferential growth direction are set in the domain. As shown in

Figure B0.1, the grains still can’t grow along the preset crystallographic orientation.

(a) (b)

Figure B0.1 Distribution of solid fraction

0=0.04, =4, 6=51/96, undercooling of 3K

(a) calculation time 4s (b) calculation time 7s
From the above results, it can be seen that the dendrite could not grow along the
preferential angle, where the effect of the angle is amplified by using bigger values of o.
Also, the dendrite keeps four arms with different values of A. Since even the arm
amount doesn’t change, the anisotropy of interfacial energy makes less or no
contribution during grain growth. As the undercooling associated with S/L curvature
and anisotropy of interfacial energy is very small, if the numerical noise due to
numerical treatment of capture rule is bigger, the effect of interface curvature and

anisotropy of interfacial energy can possibly neglected.

2 Parameters in Capture Rules

In definition of capture rule, L, is the length along local growth direction used to find

the interface position with the solid fraction of a growing cell. The interface position
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calculated varies with value of L,. Here, modification is done on capture rule with

calculation of L, and simulation is done with different parameters (for example,

L,=n Ax/max{cosw{,

sin(p() , Where n varies from 0.9 to 1.2 ). Results at simulation

time of 4 and 7 seconds with different parameters are shown in Table B0.2.

Table B0.2 Investigation of effect of parameters in capture rules on grain

growth
Case Parameters Applied Results
No. 0 e AT Simulation time=4 s Simulation time= 7 s
1 0.04 57/96 | 3K
2 0.04 5m/96 | 4K
3 0.04 57/96 | 3K

In results of cases 1 and 3 shown in Table B0.2, there is no change with different values

of 0 and 4. In Eq. b.1, curvature undercooling involves the S/L interface curvature and

anisotropy of interfacial energy.
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3 Parameters in Interfacial Curvature Calculation

The value of the curvatures calculated in Eq. b.3 varies from a maximum of 1/a to zero

for convex surfaces and from zero to a minimum of —1/a for concave surfaces. To
check the influence of interface curvature, calculation is done with a=dx/2, where the

value of interface curvature is amplified.

Table B0.3 Investigation of effect of interfacial curvature on grain growth

with undercooling of 3K

Case Parameters Applied Results

No. 0 A e Simulation time= 4 s Simulation time= 7 s
1 004 | 4 | 5196 L
2 0.4 6 | 5196 | ¢
3 10 4 | 5196 i
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.
4 10 51/96 i
!_
5 10 51196 i
.
6 20 51/96 i
R
7 20 51/96 i
.
8 20 51/96 i

Comparing results of case 1 in Table B0.2 and case 1 in Table B0.3, there are changes
in dendritic morphology with bigger difference in interface curvature. With amplified

difference in interface curvature, there are also changes in morphology of dendrite with
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different values of 4, as shown of cases 1 and 2 in Table B0.3. An interesting thing with
results of these two cases is that the centre of dendritic arm keeps liquid during the
growth of dendrite and twinned dendrite forms. In case 2, with 6=0.4 and 4=6, although
dendrite keeps grow in four directions, there are changes in morphology of dendrite and

the twinned dendrite disappears by one side of the arm over growth of the other one.

Cases 3, 4 and 5 show results with different values of 4, where same values are used for
other parameters. It can be found that dendrite arms become stronger with bigger values
of A, the arms become wider. In case 5, different from results in case 1, the centre of arm

is total liquid.

Results with =20 are shown in case 6, 7 and 8. In these results, there is less liquid
between dendritic arms (including second order arms), compared with results calculated
from smaller values of 6. However, the dendrite could not grow along preferential angle

and the amount of arms is not consistent with value of 1.

From the above results, it can be found that there are changes in morphology of dendrite
with different parameters values in calculation of S/L interface curvature and anisotropy
of the surface tension. However, the dendrite could not grow along the preferential
direction. According to literature (Jacot & Rappaz’s 2002), the growth direction, shape
and kinetics of dendrites are strongly influenced by the anisotropy of chemical potential,
which is linked to the anisotropy of the interfacial energy (and its second derivative).
But the anisotropy of the interfacial energy is very small (a few percents in most
common metals). Undercooling associated with diffusion (typically a few degrees) is
usually two orders of magnitude higher than that associated with curvature for primary
phase solidification. As a result, if the numerical noise of the system is bigger than the

anisotropy of the interfacial energy, the later one will take no or less effect on
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controlling grain shape and the growth direction. For example, when calculating the
interface position, the system always gives a very close value instead of the exact value.
Therefore, it requires high accuracy on solute diffusion calculation, especially in liquid

ahead of S/L interface.
4 Improvement on Solute Diffusion Calculation

In front-tracking model for solidification, it is assumed that the phase transformation is
mainly governed by diffusion and curvature (Gibbs-Thomson effect). Therefore, high
accuracy of solute diffusion calculation is required. Considering both accuracy and
efficiency of calculation, a technique combined with Finite Element and Finite

Difference is proposed.

v

Distance

Figure B0.2 Technique for calculation of solute diffusion

During solidification, equilibrium is assumed in a growing cell at the S/L interface and

solute partitioning occurs at the S/L interface, i.e. C§ =k- CZ, where C's and C*; are the

concentrations of the solid and liquid sides at S/L interface separately. As shown in

Figure B0.2, for liquid and solid cells, Finite Difference method is applied for
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calculation of solute diffusion, where the average solute concentration is used to
describe the whole cell. Differ from that, at the S/L interface, a growing cell is treated as
liquid part and solid part separately, where C; and Cs are the average solute
concentration of liquid part is solid part separately. C; and Cs can be calculated using
various methods. As the solute gradient at solid side of S/L interface is very small and
solute diffusivity in solid is about two orders of magnitude smaller than that in liquid
side, there is no significant difference on calculation of solute redistribution in solid side
with different methods on solving Cs. However, in liquid side, the amount of solute
diffused away from S/L interface to liquid, which changes with C;, may vary with C*;.
As a result, solute profile ahead of dendritic tips varies and finally can affect

morphology of dendrites.

With this improvement on calculation of solute diffusion, simulations have been done
using different parameters for S/L interface curvature and anisotropy of interfacial

energy.

As solute diffusion in solid is much smaller than that in liquid, which can be neglected,
a calculation is done with only solving solute diffusion in liquid. The results are shown
as case | in Table B0.4. The solute distribution at simulation time of 4s is shown in the
table. The solute profile across the grain centre along dendritic arm is also shown in the

table.
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Table B0.4 Investigation of effect of interfacial energy parameters on grain

growth

Case Parameters Applied Results

No. 5 A 6 | aT 45

| | |
1 0.04 4 51/96 3K nI |

: ! iy |
2 4 4 | 5196 | 4K | - ] |
? |

! ' | |
3 20 | 4 |5w9 | 3K ni | |
i | |

Simulation results with different values of parameters are shown as cases 2 and 3.
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5 Gibbs-Thomson Coefficient

To amplify curvature undercooling, calculation is done by using thirty times of Gibbs-
Thomson coefficient. The solute distribution is shown in Figure b.3. In this condition,
the dendritic arms could not form and the grain grows at almost same speed to all

directions.

(a) (b)
Figure B0.3 Solute distribution
0=0.04, =4, 6=51/96, undercooling of 3K

(a) calculation time 2s (b) calculation time 4s

6 Numerical Treatment-Control Parameter for Growth
Direction

As front-tracking is a probabilistic model, a technique based on statistics is proposed to
help controlling grain growth direction. The idea of this technique is that cells located

less off crystallographic direction have more chances to be captured as new interface

cell. A parameter is introduced to store information of cells position relative to
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crystallographic angle. This technique will ensure that cells located along

crystallographic direction have most chances to grow.

For four-fold symmetry, as shown in Figure B0.4, the crystallographic directions are
shown as black lines, where the preferential angle is 6. For cell (x,y), A parameter nf (0-

1) is given as Eq. b.4, where /a is the angle between pink line and x-axis.

v

Figure B0.4 Scheme of direction control

By the definition, nf has biggest value (1) when cell is located on the red lines, and has

smallest value (0) when cell is located on black lines.

la=4

nf’ =2 (b.4)
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During calculation of new interface cell capture, firstly, the normal capture rule is
applied. When a cell satisfies the conditions of being captured as a new interface cell,
the angle /a is then calculated, from which the parameter can be solved out. Secondly, a
random number, rannf varies from O to 1, is generated. If nf>rannf, then the cell is

change to new interface cell.

For comparison purpose, calculation is firstly done without applying the direction
control parameter. To check more details about how dendritic arm forms during grain
growth, more results of early stages are plotted, as shown in Figure B.5. It can be seen
that at simulation time of 0.85s, as shown in Figure B0.5(b), the grain grows nearly at
same speed at all directions. After that, the dendritic arms formation occurs, as shown in
Figure B0.5(c). As at the dendritic tips, the solute rejected from solid is diffused into
liquid faster than in other areas, the solute composition in liquid ahead of dendritic tips
keeps smaller than that of other areas, which leads to bigger constitutional undercooling
in liquid ahead of dendritic tips. With bigger undercooling, dendrite tips have bigger

growth speed and finally the dendritic arms form.
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Figure B0.5 Solute distribution without nf
0=0.04, =4, 6=51/96, undercooling of 3K
calculation time (a) 0.15s (b) 0.85s (¢) 1.55s (d) 2.2s (e) 3s (f) 4s
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Table B0.5 Investigation of effect of parameters nf on grain growth

Case Parameters Applied Results
No. B A nf 155 45
1 0.04 4 nf<rannf
2 0.04 4 nf<rannf/2
3 4 4 nf<rannf
4 20 4 nf<rannf
5 0.04 n/a nf<rannf

In Table B0.5, case 1 shows simulation results with introduction of direction control

parameter nf, where the criterion nf<rannf'is applied. With the contribution of direction
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control parameter, more dendritic arms form. It can be seen that the direction control
parameter affects the grain growth to some extent, but still could not eliminate the effect
cause by bigger growth speed at n/4 direction. To enlarge the effect of direction control
parameter, calculation is done with criterion of nf<rannf/2, where random control effect
is enlarged when capturing new interface cells. The simulation results are shown as case
2. With this criterion, it becomes harder to capture new interface cells and the grain

stops growing.

Calculations with different values of 6 and 4 are also done together with the direction
control parameter. Case 3 shows simulation results with 0=4, 2=4 and nf<rannf, where
effect of angle difference in anisotropy of surface tension is amplified. It can be found
that the effect of direction control parameter is enhanced. However, if continue to
increase o, simulation results as shown as case 4, the direction control parameter keeps
taking effect and arms along m/4 direction still form, but in other areas, there is no

clearly growth orientation.

From the above results, it can be seen the effect of angle difference in anisotropy of
surface tension on grain growth direction. Here, two cases of calculations with

particular conditions are done.

The first calculation is done without effect of angle difference in anisotropy of surface
tension by applying 6=¢ in Eq. b.2, where the curvature undercooling is still taken into
account. The simulation results are shown as case 5. All though direction control
parameter takes effect, the whole grain growth still has priority at n/4 direction. As the
seed size could be a factor influencing the grain growth direction, especially at the
beginning of grain growth, the second calculation is to investigate the results with a

bigger seed. Figure B0.6 (a) and (b) show simulation results without direction control
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parameter and Figure B0.6 (c¢) and (d) show simulation results with nf<rannf. The effect

of direction control parameter is about same as in small seed situation.

=m
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=
=
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m
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o
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(a) (b)

(c) (d)
Figure B0.6 Solute distribution with a bigger seed
0=0.04, =4, 6=51/96, undercooling of 5K
(a) and (b) without nf, (c) and (d) with nf<rannf
calculation time (a) and (¢) 2s, (b) and (d) 4s

In the above results, the dendrite could not grow along the preferential orientation.
There are some changes in morphology of dendrite when using different values of some
parameters. However, the main growth direction keeps at n/4 angle. In the model, the

grain growth is a complicated evolution process involved many factors, which may
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affect the solute diffusion and therefore affect local growth speed or directly affect new
interface cells capturing. As there are so many aspects making contribution to grain
growth, to investigate the reason that grain has priority in growth at n/4 direction, it is

necessary to simplify the model and only keep essential calculation.

7 Simplified Model

To simplify the model, only solute field is calculated and 300%300 domain size is used.
Instead of calculation of temperature field, unified temperature is used for the entire
domain. Calculations are done with simplified model. Some typical results from these

calculations plotting solid fraction are shown in Figure B0.7.

In these results, dendritic arms finally form along m/4 direction. As there is no
temperature calculation involved, the shape of dendrite is mainly controlled by solute
undercooling and curvature undercooling, where anisotropy of interface tension is taken
into account. According to Jacot & Rappaz’s (2002) work, the growth direction, shape
and kinetics of dendrites are strongly influenced by the anisotropy of chemical potential,
which is linked to the anisotropy of the interfacial energy (and its second derivative).
The undercooling associated with diffusion (typically a few degrees) is usually two
orders of magnitude higher than that associated with curvature for primary phase
solidification. In most common metals, the anisotropy of the interfacial energy is very
small (a few percents). Therefore, the effect of interfacial curvature and anisotropy of
surface tension on grain growth is investigated firstly. Following that, details of capture
rules are investigated, as grain growth can also be controlled by some aspects in capture

rules.
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(c) (d)
Figure B0.7 Distribution of solid fraction
0=0.04, =4, 6=51/96, undercooling of 4K
Simulation time (a) 2s, (b) 4s, (¢) 6s, (d) 8s

In the model, the anisotropy of surface tension, in which the preferential orientation is
involved, is introduced by curvature undercooling. If the curvature undercooling is not
taken into account, the grain growth is then controlled by solute undercooling, where,
theoretically, the grain should grow as a circle. Calculations are done without
calculating curvature undercooling. To check when and how the dendritic arms form,
simulation results are plotted step by step. Typical results from these calculations are

shown in Figure B0.8.
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(c) (d)
Figure B0.8 Distribution of solid fraction

0=0.04, =4, 6=51/96, undercooling of 4K
Calculation step (a) 0, (b) 1, (¢) 2, (d) 3

In the above results, Figure B0.8(a) is the initial status where is circle seed is set in the
domain. After calculation of two steps, in Figure B0.8(b) and (c), it can be found new
interface cells are captured at about n/4 direction. The grain could not grow as a circle.
Although the small size of seed, which makes the S/L interface contain less cells and
not smooth enough, may prevent the grain growing as a circle, it seems that at m/4

direction, cells have priority to be captured as new interface cell.
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In the capture rules, as shown in Figure 3.1(a), L, has biggest value V2Ax at p=mn/4 and

has smallest value Axat p=r/2 or p=0. Suppose at one time step the S/L interface is a
circle as the black line shown in Figure B0.9. As the interface is a circle, the solutal
gradient is same at all directions and therefore all S/L interface cells have same value of
solid fraction. Then for next time step, theoretically, the new S/L interface should
located as the blue dash line as the grain has same growth speed at all directions. But
when applying the capture rules, the new S/L interface should be as the red line. This
means that at w/4 angle, there are additional areas covered by solid. After many time
steps calculation, these excess areas could be accumulated and finally the S/L interface
protrudes in m/4 direction, as pink line shown in Figure B0.9. L, is introduced to
eliminate artificial anisotropy due to square grid. It seems that the definition of L,

possibly gives priority for cells along n/4 direction being caught as new interface cells.
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Figure B0.9 Position of S/L interface
As the definition of L, may be an aspect that causes grain grow faster along mn/4
direction. Calculations are tried with fixing value of L,. To make the grain grow from a
circle and more smooth S/L interface, bigger seed with radius of fifty cells is set in the
domain when initialize the system. Anisotropy of surface tension is not taken into
account in simulation results as shown as case 1 in Table B0.6. At the very early stages,
S/L interface protrudes in some directions. Once the S/L interface could not keep
smooth, grain starts to grow faster at tips of sharp interface. Due to the artificial
anisotropy caused by square grid, cells can hardly be captured as new S/L interface cells

along n/4 direction and therefore grain could not grow in the direction.

Even with taking into account of anisotropy of surface tension, as results shown as case
2, grain still could not grain along n/4 direction. The possible reason could be that the
artificial anisotropy due to square grid is much stronger than anisotropy of surface

tension.

-192 -



Appendix B. Basic Model Evaluation

Table B0.6 Investigation of grain growth with fixed L,

Case Parameters Applied Results

No. 0 A anisotropy Step 10 Step 30

1 0.04 4 without

1

.

For cases of smaller seed with fixing L, , simulations have also been done. Figure B0.10
shows simulation results of grain growth during first three steps calculation, with taking
into account of anisotropy of surface tension, where (a),(c) and (e) in solid fraction
distribution, and (b),(d) and (f) in distribution of solutal concentration. Results of later

stages of this calculation are plotted in solid fraction distribution as shown as case 1 in

Table B0.7.
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Table B0.7 Investigation of grain growth with fixed L,

Case Parameters Applied Results

No. 0 A anisotropy Step 20 Step 80

| - | B . ‘ .q

| | | - . | E q
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Figure B0.10 Early stages of grain growth

Fixing L,, with anisotropy of surface tension

Calculation step (a) and (b) 1, (¢) and (d) 2, (e) and (f) 3
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Case 2 in Table B0.7 shows simulation results of grain growth during first three steps
calculation, without taking into account of anisotropy of surface tension, where
distribution of solutal concentration is plotted. Compared simulation results with and
without anisotropy of surface tension, the morphology of dendrite is very close. This
means that the artificial anisotropy due to square grid is so strong with fixing L,, and

anisotropy of surface tension, which is much smaller, can hardly affect the grain grow.

In summary of the above results, the anisotropy of surface tension has no significant
effect on grain growth. The crystal could not grow along the preferential
crystallographic orientation even with one order magnitude bigger of anisotropy. As in
the model, the grain growth is mainly controlled by the solute field. The contribution of
anisotropy of surface tension to the solute distribution is introduced via curvature
undercooling. In the next section, investigation and analysis on the model will start from
the solution of solute redistribution. Detailed investigations of effect of curvature
undercooling on grain growth are carried out. Simulations are done with enhanced

curvature undercooling, where different parameters are applied.
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Appendix C. Materials and Process Data

Management Program

We were asked by Rolls-Royce to develop a management program, which would be
able to keep records of experimental data, to share information among different groups
within Rolls-Royce, and to predict materials properties and performance based on the
available data. Following the discussion with Rolls-Royce, we developed a small
program which has the capacity to do so. Here, a brief introduction on developed

program is given.

According to functions, the program primarily contains two parts: 1) interface program,
which is used to operate the data, such as adding records into the database, searching
existing records and modifying existing records; 2) background database, where to store
records. The interface program is developed in Microsoft Visual Basic 6.0®

environment and the background database is built in Microsoft Access 2000.

1. Interface Program

The interface program reads data from the background database file and at the same
time new data information in the interface program is updated into the background file.
It contains four parts: Main Interface, Add Data, Modify Data and Search Data

interfaces.
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Materials Property

Database Package

Modifv Data

Bz Reteriat |

,,,,,,,,,,

............

d.

Figure C0.1 Program interfaces

1) Add Data

This interface is used to input new data records into the database file. When the Add
Data interface program starts, as shown in Figure C0.1 (b), only “Material Name” field,
which is the keyword, and “Exit” button are enabled. We cannot operate others which

are locked. With such a lock system, we can avoid missing some parameters of the

inputting record.

To input new data record, we need firstly to input the “Material Name”. And once we
press Enter Key, the program will search the background database file with this material
name to find out whether record with this material name has already existed or not. If

the record has already existed, a new window will popup to inform you and then the
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program will transfer to the Modify Data interface program to allow us to modify the
record which exists. If the record does not exist, the following field will be unlocked in
turn when we finished the one before each. For each parameter, the program also
validates its value, such as type and range, to avoid wrong information. All parameters
will be input in turn. For those parameters, which are functions of other parameters, a
new window, with both material name and the parameter name displayed, will pop up,

as shown in Figure C0.2. The above lock system is also applied in this window.

s BEIES)
Add Data
Comonent (%)
Material Name [55454 ’— ’— ’— ’— ’— ,— ,— ,— ,—
Others
Base Naterial
Liguichus Temperaturs(TUT) [ Solidus Temperature(Ts/T) [ Solidifisation Range(ATHC) [
Thernal Froparty
e EREET ) o i (G =13
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Condn
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Kp
[Wn!
T G4
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Wechanical Property
[ CTap
Fiish
Processing Fropert:
[ {Tenp.|  Yield] [ <Tenp.|  Crack [ <Tenp.| Forosity] [ < Tenp | Wot Tear| [{Terp.]| _ Filling|
Remarks

Figure C0.2 Interface for inputting changeable parameters

2) Modify Data and Search Data

Firstly, we give the material name of the record we want to modify. The program will
then search the background database file with this given material name. If the record is

found, the data of it will be displayed in the interface, as shown in Figure C0.3. Then,
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we can change all of the value of the record. When we press Save Button or Exit Button,
all of the value will be updated into the background database file. The Search Data

interface is similar with that of Modify Data.
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. 6757 c B Co Ct Fe Hf 2
Naterial Name [B57 o I " I 6.6

Nb Mg Ni Ti Mo

Al
m [ [ N A B
Lipidos TemperareeTVC) 50 Solidus TenperstoneT/0) [og00 SolidfonionRenge0T/T) [q9

Thernal Froperty

W
BT

Base Material | Ru
’r

- 7

P
o

‘hernal Conduetivity Xp [W/n/C Enthalpy | [ Specific Heat Cp [Tkl Thernal Expansion I
Material | Tenp. ) Waterial | Teng. | Enthalpy Waterial | Tenp. o Waterial | Tenp. | Thernal
¥ |57 RE] 33| ) [5rsT 235 86| [ [ETST 554 4| [y 5757 223 q
757 =] W 6757 ES E 6757 8 5 6757 678 55
#] *] #] #]
o | vilel | vilal | »
Wechanizal Froperty
[ Young s Modulus £ (Upa] | [ Yield Strength o= [Mpa] | Poizszen Ratie W Strenth Rupture
Waterial | Tenp TS Material | Tenp [ Waterial | Tenp.| Tield| | [Waterial | Temp | Poisson Waterial | Tenp Stre
G I BIEE 356 NG 123 | [ JeTsT 522 2| [y [eTst 899
757 &7 &7 757 789 3 5757 8 % 6757 & 4 6757 ki
*] #] *] #] #]
< | pllal | vllel | vilal | »
Processing Property
Tield Crack Porosity Hot Tear Filling Defect
Waterial | Tenp | Tield [Wateriel | Temp.| Crackl | [Waterial | Tenp. | Forosity| | |Waterial | Temp | Hot Tear| | [Material | Temp. |  Filli
» [6757 68 BIE3 I I * [ I * | I I *] I [
757 566 B
*]
< | pllal | vllel | vilal | »
Remarks

| Material Nape 6757 Search | Save | Exit

Figure C0.3 Modify data interface

2. Background database

The background database file contains one main table and several subtables. Parameters
which have only one value are stored in the main table. Each of the subtables stores one

of these which are function of other parameters. The structure is shown in Figure c0.4.
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Main Table

Table 1

Table 2

Table n

Figure C0.4 Database structure
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