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ABSTRACT 
 

Exo1 is a member of the Rad2 protein family and possesses both 5!-3! exonuclease 
and 5! flap endonuclease activities.  In addition to performing a variety of functions 
during mitotic growth, Exo1 is also important for the production of crossovers 
during meiosis.  However, its precise molecular role has remained ambiguous and 
several models have been proposed to account for the crossover deficit observed in 
its absence.  Here, physical evidence that the nuclease activity of Exo1 is essential for 
normal 5!-3! resection at the Spo11-dependent HIS4 hotspot in otherwise wild-type 
cells is presented.  This same activity was also required for normal levels of gene 
conversion at the locus.  Nevertheless, gene conversions were frequently observed at 
a distance beyond that at which resection was readily detectable arguing that it is not 
the extent of the initial DNA end resection that limits heteroduplex formation.  In 
addition to these nuclease-dependent functions, nuclease-deficient exo1 mutants were 
found to be capable of maintaining crossing-over at wild-type levels in a number of 
genetic intervals, suggesting that Exo1 also plays a nuclease-independent role in 
crossover promotion.  Furthermore, the results of both physical and genetic analyses 
imply that Sgs1 does not contribute significantly to resection during meiosis in exo1! 
cells, indicating that the mitotic and meiotic resection machinery differs.  In light of 
these new insights, a model describing the formation of heteroduplex DNA and 
crossovers during meiosis is proposed. 
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CHAPTER 1                

 INTRODUCTION 

 

1.1 Meiosis: an overview 

Meiosis is an essential process in all sexually reproducing eukaryotes.  It results in a 

halving of the chromosome complement of the cell: reducing the genome from 

diploid (containing two copies of each chromosome) to haploid (containing a single 

copy of each chromosome).  Thus, at fertilisation, nuclear fusion of two haploid 

meiotic products restores the diploid chromosome number.  In order to accomplish 

this halving, meiosis proceeds via a single round of DNA replication followed by two 

successive nuclear divisions termed meiosis I and meiosis II (MI/MII).  The first 

meiotic division, in contrast to nuclear divisions that take place during mitotic 

growth, separates homologous chromosome pairs to opposite poles and hence is 

referred to as reductional.  Subsequently, sister chromatids separate during MII in an 

equational division similar to that observed during mitosis (see Figure 1.1). 

 

Prior to the first division, programmed DNA double-strand breaks (DSBs) are 

produced (Sun et al., 1989).  The repair of these DSBs is carried out during prophase 

of meiosis I in a tightly-coordinated process which links DNA repair, alterations in 

chromosome structure and the polymerisation of the proteinaceous synaptonemal 

complex between paired homologues (Alani et al., 1990; Padmore et al., 1991).  A 

unique feature of meiosis is the bias towards using the DNA of a non-sister 

chromatid as a template for repair rather than a sister chromatid.  In the majority of 

organisms, the resulting inter-homologue interactions promote homologue pairing 

and crossover production (the reciprocal exchange of DNA between homologues).  

In addition to promoting genetic diversity within populations, crossovers (visualised 

cytologically as chiasmata) are essential for ensuring homologue disjunction at MI by 

promoting the successful bi-orientation of homologues on the meiotic spindle.  A 

crossover deficit can thus lead to non-disjunction and the production of aneuploid 

gametes (see Figure 1.2).  Although a small degree of aneuploidy can be tolerated in 

some organisms, non-disjunction is a major contributor to infertility.  In humans for 

example, very few cases of aneuploidy produce viable foetuses, and 
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Figure 1.1: Meiosis proceeds via two sequential divisions.   

Following DNA replication, homologous chromosomes pair and undergo recombination.  The presence of chiasmata at sites of inter-

homologue crossing-over acts to mediate the bipolar attachment of bivalent chromosomes on the meiotic spindle and ensures their segregation 

to opposite poles at MI.  Sister chromatids then separate during MII following the removal of centromeric sister chromatid cohesin complexes, 

resulting in four non-identical haploid products from each diploid cell.  In yeast, these four products are contained within an ascus and are 

called tetrads. 
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Figure 1.2: Spore viability patterns indicative of chromosome segregation defects. 

Two pairs of homologous chromosomes are shown (red and blue).  Chromosomes of the same colour and pattern represent sister 

chromatids, while chromosomes of the same colour but different pattern (filled and dotted) represent homologues (redrawn from Chaix, 

2007).  (A) Normal segregation: both homologous pairs undergo crossing-over, ensuring their accurate disjunction at meiosis I.  This results 

in 4 spores, each containing one copy of each chromosome.  (B) Meiosis I non-disjunction: when one homologous pair fails to recombine, 

non-disjunction at the first meiotic division can occur, resulting in two disomic spores containing both chromosomes originating from the 

same parent and two inviable nullisomic spores. If it is chromosome III that non-disjoins, the disomic spores will also be unable to mate as 

they will express both a and ! mating types. Centromeric markers can demonstrate that spores containing the disomes are sisters.  (C) Meiosis 

II non-disjunction: the failure of sister chromatids to segregate at meiosis II results in one homozygous disomic spore and one inviable 

nullisomic spore. The two remaining spores will be sisters.  (D) Precocious separation of sister chromatids (PSSC): if sister chromatids 

separate from each other before meiosis I, an inviable, nullisomic spore and a heterozygous disomic spore will be produced.  If the disomic 

spore results from the precocious separation of chromosome III sister chromatids, it will be non-mating.  The two remaining spores will be 

non-sisters. 
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those that do are associated with congenital birth defects and developmental 

abnormalities.  The most common viable aneuploidy is trisomy of chromosome 21, 

which results in Down Syndrome (Hassold and Hunt, 2001). 

 

Much of our current understanding of the recombination process has been gained 

through the study of yeast and other fungi in which the products of meiosis are 

contained within an ascus (reviewed by Orr-Weaver and Szostak, 1985).  As these 

species are capable of proliferation as haploid eukaryotes, the four meiotic products 

originating from each diploid cell can be recovered and analysed using a variety of 

methods.  Spore viability patterns alone can be informative; for instance, meiosis I 

non-disjunction of a single homologue pair results in two disomic spores and two 

nullisomic spores (Figure 1.2).  In the budding yeast Saccharomyces cerevisiae, the 

disomic spores are usually viable and can be identified as containing sister 

chromatids by analysis of centromeric markers.  Non-disjunction of more than one 

homologue can lead to the death of all four spores and therefore, in strains defective 

in crossover formation, decreased viability is characteristically associated with the 

production of asci (known as tetrads in yeast) containing either four, two or zero 

viable spores.  Meiosis II non-disjunction and spore death resulting from the 

precocious separation of sister chromatids (PSSC) can be similarly inferred (Figure 

1.2).  Moreover, a great deal of insight into the molecular mechanisms involved in 

meiotic recombination has been gained from the genetic analysis of marker 

segregation following tetrad dissection (for examples see Gilbertson and Stahl, 1996; 

Merker et al., 2003; Hoffmann and Borts, 2005; Hoffmann et al., 2005; Jessop et al., 

2005). 

 

In addition to genetic analyses, physical studies in Saccharomyces cerevisisae are also 

possible (examples include Borts et al., 1986; Schwacha and Kleckner, 1995; Hunter 

and Kleckner, 2001).  These commonly employ the SK1 strain background (Kane 

and Roth, 1974) in which cells progress through meiosis relatively rapidly and 

synchronously, thereby enabling detectable levels of transient intermediates to be 

achieved.  In combination, genetic and physical analyses can be powerful tools in 

unravelling the molecular basis of the recombination process (for an example, see de 

los Santos et al., 2003).  Whilst differences between species have emerged, studies in 

higher eukaryotes such as mice have provided support for a number of features 
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originally revealed in yeast (discussed in Svetlanov and Cohen, 2004).  Therefore, 

Saccharomyces cerevisiae provides an excellent model organism in which to study the 

molecular components and processes involved in recombination.  The remainder of 

this dissertation will focus mainly upon research carried out in this organism. 

 

1.2 Initiating recombination 

1.2.1 Distributing double-strand breaks 

The initiating event of meiotic recombination is the formation of DNA double-

strand breaks.  This takes place following DNA replication (Borde et al., 2000; 

Murakami et al., 2003).  DSBs are not distributed at random but occur at higher 

frequencies in certain regions of the genome, which are referred to as recombination 

hotspots (Baudat and Nicolas, 1997; Gerton et al., 2000; Mieczkowski et al., 2006; 

Blitzblau et al., 2007; Buhler et al., 2007).  While hotspots have been classified into 

various subtypes, they are characteristically found in regions associated with an open 

chromatin conformation and hence exhibit DNase-I and MNase hypersensitivity 

(Ohta et al., 1994; Wu and Lichten, 1994).  These are generally intergenic regions of 

DNA and are rich in guanidine and cytosine bases (Gerton et al., 2000).  The 

significance of chromatin status in determining break sites has been further 

highlighted by evidence demonstrating that histone modifications can dramatically 

affect the frequency of DSB formation (reviewed in Borde et al., 2009; Kniewel and 

Keeney, 2009).    

 

Activity at !-hotspots is dependent upon the action of transcription factors, the 

binding of which is likely to increase the accessibility of the DNA to the 

recombination machinery.  However, the requirement for transcription factor 

binding at these sites does not extend to a requirement for transcription per se as 

deletion of a TATAA sequence at HIS4 was shown to drastically reduce transcription 

without decreasing DSB formation (White et al., 1992).  An alternative explanation 

proposed for the requisite binding is that transcription factors act to tether or recruit 

the recombination-initiating proteins to the DSB site (Fan and Petes, 1996).  

Conversely, "-hotspots achieve an open chromatin conformation by harbouring 

particular DNA sequences that result in the exclusion of nucleosomes from that 

region (Kirkpatrick et al., 1999). 
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Break formation can be further modulated by various environmental influences 

including nutritional status (Abdullah and Borts, 2001), temperature (Fan et al., 1995; 

Cotton et al., 2009) and sporulation medium composition (Cotton, 2007).  Although 

these factors have been best studied at the HIS4 hotspot, they are likely to impact 

upon other hotspots also, making a sizeable contribution to recombination that is 

often not fully considered.  For example, the transcription factor Gcn4 affects the 

transcription of over 500 genes (Natarajan et al., 2001) and is known to influence 

recombination frequencies in a locus-specific manner, presumably by its action at !-

hotspots (Abdullah and Borts, 2001).  Importantly, cellular levels of Gcn4 are 

controlled in response to a wide range of signals including amino acid starvation and 

stress (Hinnebusch and Natarajan, 2002), demonstrating one potential mechanism 

whereby cellular and environmental factors could have significant effects upon break 

frequency and meiotic recombination. 

 

1.2.2 Catalysing break formation 

The enzyme responsible for meiotic DSB catalysis was initially discovered as a 

protein-DNA complex present at the 5# termini of DSB sites in mutants prevented 

from undergoing repair (Keeney and Kleckner, 1995; Liu et al., 1995).  Subsequently, 

this factor was identified as Spo11, a topoisomerase II-like protein that is thought to 

function as a homo-dimer to catalyse break formation via a transesterification 

reaction (Keeney et al., 1997).   In addition, at least nine accessory proteins have been 

identified which are absolutely required for DSB formation (see Hunter, 2006; 

Keeney and Neale, 2006 for reviews).  Of particular note are Mre11, Rad50 and 

Xrs2, which together form the highly conserved MRX complex (Johzuka and 

Ogawa, 1995; Trujillo et al., 2003).  In addition to playing a central role during 

meiosis, the MRX complex (and its mammalian homologue MRN [for Mre11, Rad50 

and Nbs1]) also performs a wide range of cellular functions during vegetative growth 

and is a critical component in several DNA damage response pathways (reviewed in 

Borde and Cobb, 2009).   

 

Once DSB formation has been achieved, Spo11 must be removed from the DNA 

ends in order for repair to commence.  Removal takes place via endonucleolytic 

cleavage of the DNA to release Spo11-oligonucleotide complexes in a process 

thought to require the nuclease activity of Mre11 (Neale et al., 2005).  This 
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dependence upon Mre11 is supported by the demonstration that separation-of-

function alleles of MRX components (such as the rad50S point mutation) and 

nuclease-deficient alleles of Mre11 allow break formation to take place but prevent 

further processing, leaving Spo11 covalently attached to the DNA (Alani et al., 1990; 

Nairz and Klein, 1997; Furuse et al., 1998; Tsubouchi and Ogawa, 1998; Moreau et al., 

1999).  An additional accessory protein required at this stage is Sae2 and sae2! 

mutants exhibit the same phenotype as the above-described MRX alleles (McKee 

and Kleckner, 1997; Prinz et al., 1997).  Sae2 does not possess any recognisable 

functional motifs but Sae2-like enzymes have been identified in a number of 

organisms ranging from humans to worms (Penkner et al., 2007; Sartori et al., 2007; 

Uanschou et al., 2007).  Although no direct protein-protein interactions takes place in 

the absence of a DNA substrate, Sae2 appears able to stimulate the nuclease activity 

of MRX (Lengsfeld et al., 2007; Kim et al., 2008).  Indeed, evidence suggests that the 

rad50S phenotype results from an inability of MRX and Sae2 to interact (Clerici et al., 

2005).  However, Sae2 itself has also been shown to possess endonuclease activity 

independent of MRX in vitro and the nuclease activities of both MRX and Sae2 are 

thought likely to cooperate in the cleavage of DNA hairpin structures (Lengsfeld et 

al., 2007).  It is unclear therefore whether Sae2 merely stimulates MRX or plays a 

direct catalytic role itself in the removal of Spo11. 

 

1.2.3 DNA end resection 

1.2.3.1 The process of resection 

The 5# to 3# resection of the DNA ends following DSB formation is a step common 

to all models of double-strand break repair.  Resection rapidly follows the release of 

Spo11-oligonucleotide complexes from the break site and results in 3# overhanging 

strands that are initially bound by the high-affinity single-strand binding replication 

protein A (RPA).  With the aid of mediator factors, Rad51 and Dmc1 then displace 

RPA to form the recombinogenic nucleoprotein filaments required to catalyse 

strand-invasion (Gasior et al., 2001).  Initial evidence for the presence of this single-

stranded DNA (ssDNA) came from experiments demonstrating that the ends of 

DNA fragments formed by meiotic breaks at the ARG4 hotspot were sensitive to 

digestion by the ssDNA-specific S1 nuclease (Sun et al., 1989).  Further investigation 

employing non-denaturing Southern blotting and strand-specific RNA probes 

revealed the polarity of resection.  Finally, using a loss-of-restriction-site approach 
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(see Section 3.1 for further information), Sun et al. (1991) were able to estimate that 

these ssDNA tails extended up to 800 bp in length.  

 

The identity of the protein or proteins responsible for this resection remains 

uncertain but likely candidates include Mre11 and Exo1.  Mre11 possesses both 

exonuclease and endonuclease activities and (as mentioned previously) is likely to 

play an active role in the removal of Spo11 from break sites, in concert with Sae2.  

The nuclease functions of Mre11 have been shown to be highly structure-specific in 

vitro (Paull and Gellert, 1998; Trujillo and Sung, 2001).  As an exonuclease, Mre11 

acts upon double-stranded DNA (dsDNA) ends in a 3# to 5# direction.  Although 

this is the reverse of the polarity required to catalyse the formation of 3# single-

stranded tails, it has been proposed that Mre11 could be involved via its 

endonuclease activity that preferentially cleaves at DNA hairpin-ends and ssDNA to 

dsDNA transitions.  This model requires that Mre11 acts in conjunction with a 

helicase to first unwind the DNA, allowing subsequent cleavage to take place at 

transiently formed secondary structures (reviewed in Hoffmann and Borts, 2004; 

Krogh and Symington, 2004).  However, due to the requirement for Mre11 in Spo11 

removal (without which no resection can occur), it is difficult to provide 

experimental evidence supporting a later resection role for the nuclease at Spo11-

dependent DSBs. 

  

A protein possessing a double-stranded exonuclease function with the expected 5# to 

3# polarity is Exo1 (Exonuclease I) (Fiorentini et al., 1997), which was originally 

isolated in Schizosaccharomyces pombe as a transcript whose expression was up-regulated 

during meiosis (Szankasi and Smith, 1995).  The Saccharomyces cerevisiae Exo1 

homologue is similarly up-regulated (Chu et al., 1998; Tsubouchi and Ogawa, 2000) 

and EXO1 deletion has been shown to result in increased levels of MI non-

disjunction due to reduced crossing-over (Khazanehdari and Borts, 2000; Kirkpatrick 

et al., 2000; Tsubouchi and Ogawa, 2000).  Furthermore, exo1! mutants have been 

implicated in reducing the amount of heteroduplex DNA (hDNA) formed during 

meiosis at certain loci (Khazanehdari and Borts, 2000) although a significant 

reduction is not observed at all loci or in all studies (discussed further in Section 1.5).   

Additionally, the ability of exo1! diploids to produce spores and the relatively high 

viability of those spores suggests that whilst Exo1 appears to be the strongest 
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candidate identified to date, it cannot be the sole factor contributing to resection of 

meiotic DSBs (Khazanehdari and Borts, 2000; Kirkpatrick et al., 2000; Tsubouchi 

and Ogawa, 2000). 

 

The lack of physical evidence supporting a requirement for Exo1 in meiotic resection 

is a further impediment to reliably assigning a role in resection.  To date, attempts to 

provide this evidence have relied upon use of the dmc1! mutation to ensure 

visualisation of the resection intermediates.  In the absence of Dmc1, recombination 

is blocked at the strand invasion stage resulting in cell-cycle arrest and the production 

of extra-long resection tracts (Bishop et al., 1992).  In the first such experiment, 

Tsubouchi et al. (2000) studied DSB formation at the artificial HIS4LEU2 hotspot.  

In this investigation, DSBs were shown to appear as normal in exo1! but their 

disappearance was delayed by 1-2 hours compared to wild-type.  Passage through MI 

was similarly delayed.  A comparison between dmc1! (in which the hyper-resection is 

visible as highly smeared DSB bands following Southern blotting) and dmc1! exo1! 

showed that whilst resection was still occurring in the double mutant, the bands 

appeared more discrete.  More recently, Manfrini et al. (2010), confirmed the 

requirement for Exo1 in the production of hyper-resected intermediates during 

meiosis using a denaturing Southern blot approach and furthermore identified a role 

for both Sgs1 and Dna2 in catalysing the majority of the remaining resection.  This is 

reminiscent of the dual resection pathways in operation during the repair of 

accidental DSBs formed during mitotic growth (see below).  However, it remains 

unclear as to what extent dmc1! hyper-resection is reflective of wild-type resection 

and it has been argued that Exo1 may be playing a later role in the meiotic 

recombination process distinct from the initial resection taking place at break sites 

(discussed at greater length in Section 1.5).  Thus, the factors mediating the resection 

of Spo11-catalysed DSBs in the presence of Dmc1 have not been unequivocally 

demonstrated. 

 

The recent discovery that Sgs1 and Dna2 are involved in the resection of DSBs 

inflicted during vegetative growth (Mimitou and Symington, 2008; Zhu et al., 2008) 

represents a significant advance in our understanding of the DNA repair process.  

While Sgs1 is a member of the highly-conserved RecQ family of helicases (named 

after the Escherichia coli recQ+ gene), members of which play many crucial roles in 
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maintaining genome stability (Chu and Hickson, 2009), Dna2 is an essential enzyme 

involved in DNA replication and possesses ATPase, DNA helicase and 5# to 3# 

single-stranded endonuclease activities (Bae and Seo, 2000).  Using the conditional 

expression of site-specific endonucleases to generate breaks at either the MAT locus 

or between directly repeated regions of homology, Zhu et al., (2008) and Mimitou 

and Symington (2008) were able to estimate the extent and rate of resection either 

directly (by physical analysis: probing the single-stranded regions uncovered) or 

indirectly (by measuring the amount of product formed by single-strand annealing 

[SSA] when resection reached far enough to uncover the homologous flanking 

regions) in a series of yeast mutants.  This demonstrated the existence of two 

independent pathways by which resection can proceed.  The first of these pathways 

is dependent upon the action of Exo1 alone while the second ‘two-step’ pathway 

relies upon the helicase activity of Sgs1 to unwind the DNA helix, thereby providing 

a substrate upon which the single-stranded endonuclease Dna2 can act.  Similar ‘two-

step’ strategies have been observed in human cells (Gravel et al., 2008), Xenopus laevis 

(Liao et al., 2008) and archaea (Hopkins and Paull, 2008).  This work revealed that the 

role of MRX is largely confined to an Sae2-dependent initial processing step, 

producing approximately 100 bp of ssDNA.  Subsequent to this, processive resection 

is rapidly carried out by one or both of the pathways described above.  In sgs1! 

exo1! double mutants, the intermediates of the initial cleavage step accumulate and 

are then subject to slow, limited resection mediated by MRX/Sae2.  

 

Although the above-described studies go a long way towards accounting for the 

previously unexplained redundancy displayed by mutants defective in the resection of 

mitotic DSBs, it is not known how the various factors are coordinated.  In addition, 

it is questionable as to what extent the resection observed is representative of normal 

resection as the assays were mostly carried out in cells prevented from undergoing 

strand invasion.  This meant that breaks were required to undergo extensive 

resection before repair was possible.  For example, the SSA assays required around 7 

kb (Mimitou and Symington, 2008) or 25 kb (Zhu et al., 2008) of resection in order to 

uncover repeat sequences, both of which are considerably longer than required for 

strand invasion and furthermore, are far in excess of the lengths estimated to occur 

during meiotic repair (approximately 500-800 bp; Sun et al., 1991; Bishop et al., 1992).  

Significantly, when gene conversion was assessed in an sgs1! exo1! mutant proficient 
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for homologous recombination (HR), an appreciable amount of conversion was 

detected at the MAT locus, albeit at less than wild-type levels (Mimitou and 

Symington, 2008; Zhu et al., 2008).  This supports previous experiments 

demonstrating that extensive tracts of homology are not necessary to generate 

substrates proficient for strand invasion (Jinks-Robertson et al., 1993; Ira and Haber, 

2002). 

 

Prior to these publications, the tRNA methyltransferase Trm2 was considered to be 

an alternative nuclease candidate.  Trm2 catalyses the methylation of the uridine 

molecule present in tRNAs at position 54, a modification that is found in most 

bacterial and eukaryotic elongator tRNAs (Nordlund et al., 2000).  However, the 

function of this modification is not clear as no apparent phenotypic changes result 

from its absence.  In addition to a methyltransferase role, Trm2 has also been shown 

to possess a nuclease activity that acts to promote HR in vegetative cells (Asefa et al., 

1998; Choudhury et al., 2007a; Choudhury et al., 2007b).  Notably, a synergistic 

relationship between Trm2 and Exo1 was observed, resulting in dramatically 

increased sensitivity to both MMS and prolonged expression of the HO-

endonuclease in the trm2! exo1! double mutant compared to either single mutant 

(Choudhury et al., 2007a).  If a similar synergism were active during meiotic repair, 

this could go some way towards explaining the seemingly mild exo1! phenotype.  In 

contrast, experiments from a separate research group failed to detect any nuclease 

activity associated with Trm2 during mitotic growth and consequently reported wild-

type spore viability in a trm2! homozygous diploid (Nordlund et al., 2000).  The 

effect of deleting both Trm2 and Exo1 during meiosis is unknown.  

 

1.2.3.2 The regulation of resection  

In addition to regulating the commitment to resection, the cell must also control the 

extent of resection in order to prevent the production of excessive lengths of ssDNA 

that may otherwise lead to genomic instability. This regulation almost certainly 

involves Tel1 and Mec1, the Saccharomyces cerevisiae homologues of the highly 

conserved PI3K-family protein kinases known as ATM (ataxia telangiectasia 

mutated) and ATR (ataxia telangiectasia and RAD3-related) in vertebrates.  These 

checkpoint kinases are crucial mediators involved in the sensing and response to a 

wide range of DNA damage including DSBs (for a review see Harrison and Haber, 
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2006).  While Tel1 is activated following the sensing of DSBs by MRX, Mec1 is 

activated by the presence of RPA-coated ssDNA (Zou and Elledge, 2003).  One 

function of Mec1-dependent signalling may thus be to down-regulate nuclease 

function, restricting ssDNA production in a negative feedback loop.  The 

mechanisms by which this takes place are not clear; however, phosphorylation of 

Exo1 in yeast has been demonstrated to occur in response to a variety of DNA 

damage and this modification may indeed act to limit the accumulation of ssDNA 

(Smolka et al., 2007; Morin et al., 2008).  Similarly, in humans, hExo1 is 

phosphorylated in response to DSB formation and following the stalling of 

replication forks in an ATR-dependent fashion (El-Shemerly et al., 2005; El-Shemerly 

et al., 2008; Bolderson et al., 2009).  This suggests that the down-regulation of Exo1 

may represent one of the processes important in controlling the length of resected 

intermediates produced in response to accidental DSBs.   

 

In meiosis, processing by MRX/Sae2 is obligatory to detach Spo11 following break 

formation and in mutants defective in Spo11 removal, the unprocessed DSBs 

activate a Tel1-dependent checkpoint (Usui et al., 2001).  In addition, full nucleolytic 

processing of meiotic breaks requires the phosphorylation of Sae2 in a Tel1 and 

Mec1-dependent fashion (Cartagena-Lirola et al., 2006; Terasawa et al., 2008; Manfrini 

et al., 2010).  In this manner, an initial requirement for MRX/Sae2 may be analogous 

to the situation observed at endonuclease-induced mitotic breaks.  Beyond this stage 

however, it is not clear how further ssDNA tracts are generated and it remains 

possible that distinct regulatory controls govern the resection of Spo11-dependent 

breaks.  The cellular responses to programmed Spo11-dependent DSBs and 

accidental meiotic DSBs are significantly different (Cartagena-Lirola et al., 2008) and 

this differential response is likely to be critical in establishing the altered repair 

outcome required at Spo11-catalysed breaks.  A primary aim of meiotic repair is to 

promote crossing-over in order to ensure homologue non-disjunction at the first 

meiotic division.  In contrast, when DSBs are formed during other stages of the cell 

cycle, crossing-over is largely repressed (Ira et al., 2003), most likely to counteract the 

potentially deleterious consequences associated with un-regulated crossing-over such 

as loss of heterozygosity, chromosomal rearrangements and chromosome 

missegregation (Richardson et al., 2004).  What is more, mitotic HR preferentially 

utilises a sister chromatid template for repair, while a barrier to this is imposed 
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during meiosis by meiosis-specific mediators, leading to a strong inter-homologue 

bias (Carballo et al., 2008).  

  

In conclusion, it is clear that our understanding of resection (and in particular the 

resection of programmed Spo11-dependent DSBs in meiosis) is lacking in several key 

areas.  Consequently, a current challenge facing the field involves the delineation of 

the control pathways that mediate resection of both meiotic and mitotic DSBs.  The 

unambiguous identification of the proteins involved and the development of 

methods for accurately measuring resection are likely to be crucial steps in this 

process.  

 

1.3 Pathways to repair 

1.3.1 The double-strand break repair model 

In 1983, Szostak et al. described a model to account for the recombinant products 

detected in segregation analysis based upon the hypothesis that recombination is 

initiated by DSBs.  This double-strand break repair (DSBR) model posits that breaks 

are subsequently processed to 3# overhanging strands, one of which invades the 

homologue to form a small D-loop.  DNA synthesis is then primed from this 3# end, 

extending the D-loop until the other 3# end is able to anneal to complementary DNA 

sequence.  Synthesis also proceeds from this second 3# end, with branch migration 

leading to the formation of a double Holliday junction.  Finally, cleavage of this 

double Holliday Junction in alternative orientations was suggested to result in either 

crossover or non-crossover products (see Figure 1.3; Szostak et al., 1983). 

 

However, subsequent genetic experiments cast doubt on certain aspects of this 

model and indeed whether a single pathway could be responsible for creating both 

crossovers and non-crossovers.  For example, the Szostak model predicts that non-

crossovers should exhibit heteroduplex DNA (hDNA) on both DNA molecules on 

opposite sides of the DSB (see Figure 1.3F).  This is contradicted by numerous 

genetic studies, which demonstrate that the formation of hDNA in non-crossovers 

occurs primarily on one side of the DSB, consistent with hDNA being produced 

only on the broken DNA strand (Porter et al., 1993; Gilbertson and Stahl, 1996; 

Merker et al., 2003; Hoffmann and Borts, 2005; Hoffmann et al., 2005; Jessop et al., 

2005). Such analyses also revealed the existence of a particular class of recombinant 
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Figure 1.3: The double-strand break repair model 

Following double-strand break formation (A), the DNA is resected in a 5# to 3# 

direction (B) leaving 3# overhanging strands that invade a homologous chromosome 

(C).  DNA synthesis then extends from the 3# terminus of the invading strand (D).  

Second end capture and DNA synthesis results in the formation of a double Holliday 

junction (E), which is then cleaved in either the same orientation (eg: both pairs of 

green triangles or both orange triangles) or alternate orientations at each junction to 

yield either a non-crossover (F) or a crossover (G), respectively.  Adapted from 

Szostak et al., (1983). 
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tetrads featuring hDNA in a ‘trans’ configuration (for details see Porter et al., 1993), 

yet the DSBR model is inconsistent with this type of event. Furthermore, physical 

studies have yielded evidence to suggest that more than one pathway is responsible 

for generating hDNA during the recombination process (Schwacha and Kleckner, 

1995; Allers and Lichten, 2001) and mutations that block the formation of the major 

class of crossovers also block the formation of single-end invasion (SEI) and double 

Holliday junction (dHJ) intermediates while allowing non-crossovers to form as 

normal (see below; Borner et al., 2004).  Therefore, separate pathways generate 

crossovers and non-crossovers during meiosis with single-end invasion and double 

Holliday junction intermediates belonging to the pathway that generates crossover 

products exclusively.  

 

1.3.2 The crossover pathway  

The stabilisation of a nascent D-loop to form a SEI is the first molecularly distinct 

event in the major crossover pathway (Figure 1.4).  These intermediates can be 

physically detected by two-dimensional gel electrophoresis at hotspot sites modified 

by the addition of restriction site polymorphisms that allow the parental origin of the 

each DNA duplex to be determined (Hunter and Kleckner, 2001).  These SEIs form 

within patches of developing synaptonemal complex (SC) and rely upon the ‘ZMM’ 

group of meiosis-specific proteins consisting of Zip1, Zip2, Zip3, Zip4, Msh4, Msh5, 

Mer3 and the more recently identified Spo16 (Borner et al., 2004; Shinohara et al., 

2008).  Although slight differences between individual mutants are apparent, deletion 

of any ZMM confers a similar phenotype that can be dramatically affected by 

changes in sporulation temperature (Borner et al., 2004).  In the SK1 strain 

background at 33°C, the zmm crossover pathway is defective at the DSB to SEI 

transition, leading to a drastic reduction in crossovers and the arrest of sporulation 

prior to the first meiotic division.  However, non-crossovers form as normal, 

providing further support for the theory that crossover control is imposed at (or 

prior to) the point of strand invasion.  Contrastingly, at 23°C, a significant amount of 

spore formation takes place and DSBs fated to become crossovers seemingly lose 

this designation, progressing randomly to both crossovers and non-crossovers.  The 

checkpoint monitoring crossover-specific intermediates thus appears to be more 

robust at higher temperature.  At both temperatures, aberrant SC formation is 
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Figure 1.4: Model for recombinant molecule production in meiosis.   

Following DSB formation (A) and removal of Spo11p (Spo11 is represented by 

green circles), DNA end resection occurs to produce 3# overhangs that can invade a 

homologous chromosome (B).  The distinguishing event of the crossover pathway is 

the formation of a stable single-end invasion (SEI) intermediate (C).  Following 

extension (D), second-end capture and double Holliday junction (dHJ) formation 

take place (E), cleavage of which (F; represented by green triangles) yields a 

crossover (G).  If following synthesis (H) the initial invasion is displaced (I), 

synthesis-dependent strand annealing (J) may result in a non-crossover (K). 
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observed and there is a loss of genetically detectable crossover interference (see 

Section 1.4; reviewed in Lynn et al., 2007). 

 

Despite the collaborative nature of this group of proteins in crossover promotion, 

each ZMM (with the exception of the Msh4p/Msh5p heterodimer) plays a unique 

role in the process.  The Zip proteins are essential components of the SC (Egydio de 

Carvalho and Colaiacovo, 2006), while Msh4, Msh5 and Mer3 are involved in DNA 

processing.  The Msh4/Msh5 heterodimer is thought to encircle the D-loop 

produced by strand invasions, forming a sliding clamp that may stabilise the 

interaction (Snowden et al., 2004), while Mer3 is a helicase that stimulates the 

extension of heteroduplex DNA during strand exchange in a 3# to 5# direction, an 

action that is again likely to increase the stability of the strand invasion intermediate 

(Nakagawa and Ogawa, 1999; Nakagawa and Kolodner, 2002; Mazina et al., 2004).  

Although the biochemical function of Spo16 has not been determined, it has been 

implicated in extension of the SC (Shinohara et al., 2008).  In addition to the meiosis-

specific ZMM group of proteins, several constitutively expressed enzymes are also 

required for normal crossover levels.  These include Mlh1, Mlh3 and Exo1 

(discussed in Section 1.5.2), and the Mus81/Mms4 complex (discussed in Section 

1.3.4).    

 

Following stabilisation of the invading strand to form a SEI, interaction with the 

second DNA end, recombination-associated DNA synthesis and ligation lead to the 

formation of a dHJ intermediate, cleavage of which yields a crossover (Figure 1.4).  

The identity of the nuclease responsible for this crucial final step has long remained 

elusive.  Recently, using a screening-based approach to identify proteins capable of 

Holliday junction cleavage, Ip et al., (2008) discovered that Yen1 (a member of the 

XPG family of endonucleases) possesses such activity.  In parallel, hGen1 (the 

human orthologue of Yen1) was independently identified following biochemical 

analysis of nuclear fractions prepared from HeLa cells, suggesting that this enzyme 

may constitute the canonical resolvase in mitotic cells (Ip et al., 2008).  However, 

genetic evidence confirming these in vitro studies has not been produced and may be 

difficult to provide given the existence of other proteins that are potentially capable 

of resolving intact or nicked Holliday junctions.  These alternative candidates include 

Sgs1 (Wu and Hickson, 2003), the Mus81/Mms4 complex (Hollingsworth and Brill, 
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2004; see Section 1.3.4), the Mlh1/Mlh3 heterodimer (Nishant et al., 2008; discussed 

further in Section 1.5.2) and the Slx1/4 complex (Fricke and Brill, 2003).  At present 

therefore, the identity of the meiotic Holliday junction resolvase(s) remains 

unknown. 

 

1.3.3 Synthesis-dependent strand annealing 

Not all DSBs are repaired to yield a crossover event.  Whilst a lack of physically 

detectable intermediates render the molecular events occurring in the non-crossover 

pathway uncertain, it is thought likely to proceed via synthesis-dependent strand 

annealing (Paques and Haber, 1999).  The initiating events in this pathway are similar 

to those in the crossover pathway; however, a stable SEI intermediate is not 

produced.  Instead, the invading strand is displaced and anneals to the 

complementary sequence uncovered by resection on the opposite side of the break.  

DNA synthesis then acts to fill in the remaining gaps, followed by ligation of the 

DNA ends (see Figure 1.4).  The results of a genetic assay designed to allow for the 

detection of recombinant molecules that can be specifically accounted for by 

synthesis-dependent strand annealing support a key role for this process in 

generating non-crossover products during meiosis (McMahill et al., 2007). 

 

1.3.4 An alternative crossover pathway 

As studies of zmm mutants have demonstrated, the impairment of the ZMM pathway 

does not eliminate all crossovers.  A large proportion of these remaining crossovers 

have been attributed to the action of the Mus81/Mms4 complex (Figure 1.5).  Mus81 

is a member of the XPG family of structure-specific endonucleases and functions in 

concert with the non-catalytic Mms4 (Eme1 in Schizosaccharomyces pombe and humans).  

Although the in vivo substrate of this complex remains somewhat controversial, it is 

capable of cleaving a variety of nicked joint molecule structures in vitro (reviewed in 

Hollingsworth and Brill, 2004).  In S. cerevisiae, crossing-over decreases by 

approximately 25% in the absence of Mus81/Mms4, while sporulation and spore 

viability are reduced further still (de los Santos et al., 2001).  However, in contrast to 

those formed by the ZMM pathway, the crossovers produced by Mus81/Mms4 do 

not appear to exhibit interference (Section 1.4; de los Santos et al., 2003; Argueso et 

al., 2004).   
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Figure 1.5: Model for the molecular function of Mus81/Mms4 in crossover 

production 

The Mus81/Mms4 complex (represented by the yellow triangles) is proposed to act 

via sequential D-loop nicking to generate crossover products.  Following cleavage of 

the four-way junction produced upon strand invasion (A, B), subsequent second-end 

capture and DNA synthesis lead to the formation of a nicked HJ structure.  Cleavage 

of this intermediate (C), followed by flap removal and ligation (D), results in a 

crossover product (E).  Adapted from Osman et al., (2003). 
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It has recently been suggested that the primary function of Mus81/Mms4 is to 

resolve inappropriately formed joint molecules in partnership with the RecQ helicase 

Sgs1 (Jessop and Lichten, 2008; Oh et al., 2008).  In sgs1 mus81/mms4 double mutants, 

unresolved joint molecules accumulate, preventing DNA segregation.  However, 

single mutant studies suggest that this is the result of two distinct defects, leading the 

authors to propose a model whereby Sgs1 acts at an early stage to prevent the 

formation of aberrant joint molecules that would otherwise rely upon Mus81/Mms4 

for their resolution.  Mus81/Mms4 may thus act as a back-up system to the potent 

anti-recombinogenic activity of Sgs1.  This supports earlier experiments showing that 

deletion of SGS1 restores crossovers to zmm mutants (Jessop et al., 2006; Oh et al., 

2007) and further demonstrates the complex interplay between pro- and anti-

recombinogenic factors necessary to ensure that recombination proceeds correctly.  

The small number of aberrant joint molecules observable during wild-type meiosis 

may explain the requirement for Mus81/Mms4 in non-mutant cells (Jessop and 

Lichten, 2008; Oh et al., 2008).   

 

In summary, there are at least two pathways by which meiotic crossovers can be 

formed in S. cerevisiae: the major ZMM pathway that processes crossover-designated 

breaks, and the Mus81/Mms4 pathway that helps to resolve inappropriate/otherwise 

unresolvable recombination events.  However, the extent to which these two 

pathways contribute differs between species.  In the fission yeast Schizosaccharomyces 

pombe, crossovers appear to be entirely dependent upon Mus81/Eme1 and do not 

exhibit interference (Boddy et al., 2001; see below for description of interference).  

Contrastingly, in the nematode worm Caenorhabditis elegans, all crossovers rely upon a 

ZMM-mediated pathway (Zalevsky et al., 1999).  Evidence from mice suggests that 

Mus81 is required to generate a subset of Mlh1/Mlh3-independent crossovers 

(Holloway et al., 2008), implying that the situation in higher eukaryotes is similar to 

that in S. cerevisiae.  

 

1.4 Crossover control: obligation, interference and homeostasis 

Although crossovers do not occur at the same place in the genome in each meiosis, 

those processed via the ZMM pathway are not distributed at random.  Instead, they 

exhibit a phenomenon termed crossover interference, which describes the 

observation that the presence of a crossover at one position along a chromosome 
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reduces the chance of another occurring nearby, leading to an evenly spaced 

crossover distribution.  This trend has been confirmed in a wide-range of organisms 

and imparts several characteristics that may be of benefit to the cell (reviewed in 

Hillers, 2004).  A further facet of crossover control is the maintenance of crossovers 

when DSBs are reduced.  This was initially suggested when a series of Spo11 alleles 

of decreasing catalytic activity did not result in a corresponding linear decrease in 

Zip3 complexes (thought to mark the sites of future interfering crossovers) 

(Henderson and Keeney, 2004).  Specifically, the defect in DSB formation was much 

more severe than the decrease in Zip3 foci.  Martini et al., (2006) then assessed 

recombination using the same Spo11 hypomorphs and found that crossover levels 

are indeed maintained at near wild-type levels at the expense of non-crossovers 

despite decreasing levels of DSBs.  This so-called crossover homeostasis was 

accompanied by the maintenance of crossover interference.  Furthermore, Chen et 

al., (2008) observed a reduction in CO homeostasis in zip2! and zip4! strains in 

which interference is also reduced.  Whilst this supports the supposition that 

interference and homeostasis are manifestations of the same mechanism, the 

reduction in homeostasis observed was less severe than the reduction in interference, 

indicating that there are additional complexities to these processes than are currently 

understood.  

 

How the cell controls which breaks are resolved as crossovers and which become 

non-crossovers is the subject of current debate and several models have been put 

forward to account for the distribution pattern seen.  Originally, it was suspected that 

the synaptonemal complex (SC) was involved in communicating an inhibitory signal 

along the chromosome from designated crossover sites (Egel, 1978).  This proposal 

was made more convincing by evidence that the fission yeast Schizosaccharomyces pombe 

and the fungus Aspergillus nidulans lack both interference and synaptonemal complex 

(Olson, 1978; Snow, 1979; Egel-Mitani, 1982).  Additionally, in non-null alleles of 

ZIP1, the amount of interference was shown to increase coordinately with the extent 

of synapsis (Tung and Roeder, 1998).  Despite the convenience of this model 

however, observations argue that it cannot account for all aspects of interference.  

For example, although all zmm mutants lack interference when assessed genetically, 

cytological studies imply that interference remains intact.  Synapsis initiation 

complexes (SICs; which include the proteins Zip2 and Zip3) are thought to 
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correspond to the sites of future interfering crossovers in wild-type cells.  Staining of 

SIC foci demonstrated that their distribution displays interference in both wild-type, 

msh4! and zip1! backgrounds (Fung et al., 2004).  Thus it seems that the underlying 

mechanism controlling the distribution of crossovers is functional in these mutants 

but the pathway is defective at a later point.  Additionally, in zmm mutants at high 

temperature, synapsis is defective but the crossover/non-crossover decision is still 

made successfully (Borner et al., 2004).  These results argue that the synaptonemal 

complex does not mediate the transmission of interference.  

 

An alternative proposal is the “counting model” which puts forward the idea that 

crossovers are separated from each other by a fixed number of non-crossovers (Foss 

et al., 1993).  Whilst mathematical modelling of linkage data from Drosophila 

melanogaster and Neurospora crassa provided support for this concept (Foss et al., 1993), 

studies in Saccharomyces cerevisiae were unable to satisfy fundamental predictions of the 

model (Foss and Stahl, 1995).  Additionally, the demonstration that yeast cells are 

able to vary crossover/non-crossover ratios in response to DSB levels appears to be 

a direct contradiction of this theory (Martini et al., 2006).  A second model, the 

“mechanical stress model”, portrays crossovers to be the consequence of a build-up 

of stress within the chromatin fibre.  This stress is said to result from the constriction 

of chromatin expansion within the cell, causing a conformational change (such as 

buckling or twisting) and consequent crossover designation at certain sites.  This 

designation would then lead to a local relief of stress along the chromosome axis, 

reducing the chance of another crossover forming nearby (Kleckner et al., 2004). In 

addition to predicting the existence of crossover homeostasis, this model may also 

offer an explanation as to why temperature influences the ability of certain mutants 

to form crossovers, as temperature could affect the physical state of the chromatin 

(Borner et al., 2004).  If this is an accurate interpretation of the basis of crossover 

control, it suggests that mutations in proteins involved in constraining chromatin 

such as histone modifiers or remodelling factors would act to reduce or eliminate 

interference, yet with the potential exceptions of Ndj1 and Csm4 (proteins required 

for the clustering of homologues into an arrangement known as the bouquet during 

meiosis), without which a partial disruption in interference is observed (Chua and 

Roeder, 1997; Wanat et al., 2008), no components fitting this description have been 

discovered.    
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1.5 Mismatch repair in meiosis 

1.5.1 The mismatch repair process 

The mismatch repair (MMR) machinery is essential for maintaining genomic stability 

and acts to correct DNA mismatches formed during replication and recombination. 

The initial characterisation of MMR was carried out in the prokaryote Escherichia coli.  

In this organism, repair is initiated by the binding of a MutS ATPase homodimer to a 

mismatch such as a base-base mismatch or a small insertion or deletion.  A second 

ATPase homodimeric protein, MutL, is then recruited and functions to coordinate 

mismatch recognition and repair.  Interaction between MutS and MutL serves to 

activate the latent endonuclease activity of MutH, which nicks the newly synthesised 

(and transiently unmethylated) DNA strand at the nearest d(GATC) hemi-

methylated site.  This allows for the loading of UrvD (DNA helicase II), leading to 

the unwinding of the DNA and the creation of a length of ssDNA that is bound by 

single-stand binding protein.  Removal of this ssDNA (including the mismatch) is 

then performed by one of four redundant exonucleases: the 3# to 5# ExoI and ExoX 

and the 5# to 3# ExoVII and RecJ.  In this way, the ssDNA can be degraded 

regardless of the position of the initiating nick relative to the mismatch.  Finally, the 

high-fidelity DNA polymerase III acts to resynthesise the missing DNA and the 

remaining nick is sealed by DNA ligase (reviewed in Kunkel and Erie, 2005; Jiricny, 

2006). 

 

In eukaryotes, the basic mechanics of the prokaryotic system are maintained but 

made more complex by an increased specialisation for different types of mismatch.  

This specialisation is possible due to the increased number of MMR components 

expressed.  For example, eukaryotic MMR requires three MutS homologues: Msh2, 

Msh3 and Msh6.  Three further MutS homologues also exist but do not function in 

mismatch repair: Msh4 and Msh5 are expressed during meiosis exclusively (see 

section 1.3.2) while Msh1 is involved in the repair of mitochondrial DNA (Reenan 

and Kolodner, 1992).  Although Msh2 is required for the recognition of all types of 

mismatch, it forms a heterodimer with either Msh6 (to form MutS!) or Msh3 (to 

form MutS") depending upon the type of mismatch present (Marsischky et al., 1996).  

Similarly, yeast expresses four MutL homologues: Mlh1, Mlh2, Mlh3 and Pms1 

(Pms2 in humans).  Although Mlh1 forms distinct heterodimers with all three 

remaining MutL homologues, the Mlh1/Pms1 (MutL!) heterodimer appears to be 
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the most important in terms of MMR (Habraken et al., 1997), with the Mlh1/Mlh2 

(MutL") and Mlh1/Mlh3 (MutL$) complexes playing lesser, more specialised roles 

(Flores-Rozas and Kolodner, 1998; Wang et al., 1999; Harfe et al., 2000).  In addition 

to the MutS and MutL heterodimers, MMR requires several factors involved in DNA 

replication (proliferating cell nuclear antigen [PCNA], replication factor C [RFC] and 

DNA polymerase %), the single-strand binding replication protein A (RPA) and the 5# 

to 3# exonuclease, Exo1 (Constantin et al., 2005).   

 

In the absence of a MutH homologue, the mechanisms underlying eukaryotic strand 

discrimination and mismatch excision are less well understood than the equivalent 

systems in E. coli.  It is possible that existing nicks such as the 3# terminus of the 

leading strand or the gaps between Okazaki fragments on the lagging strand direct 

the post-replicative MMR machinery to the discontinuous strand (Jiricny, 2006).  In 

vitro assays have demonstrated that Exo1 is required for efficient repair of 

mismatches located both 5# and 3# to DNA nicks, despite the fact that Exo1 is only 

able to function in a 5# to 3# direction (Dzantiev et al., 2004; Constantin et al., 2005).   

An explanation for this surprising finding came with the discovery that the MutL! 

heterodimer possesses a latent endonuclease activity capable of introducing single-

strand breaks in the vicinity of a mismatch (Kadyrov et al., 2006; Kadyrov et al., 

2007).  This incision is strongly biased towards the strand featuring a pre-existing 

nick and requires a DQHA(X)2E(X)4E metal-binding motif found in the Pms1 

subunit.  In this manner, MutL-mediated incision on the distal side of a mismatch 

located 3# to a DNA nick can provide an entry point for Exo1 to catalyse mismatch 

excision.  Nevertheless, the MMR defect seen in exo1! cells is considerably less 

severe than that observed in the absence of Msh2, suggesting that some MMR may 

occur in an Exo1-independent fashion (Tishkoff et al., 1997).  This residual activity is 

also seen in in vitro assays carried out in Exo1-/- mouse embryonic fibroblasts (Wei et 

al., 2003) and can be reconstituted in cell-free preparations that lack Exo1 but 

contain purified recombinant human proteins of other MMR components (Kadyrov 

et al., 2009).  In these systems, a gapped excision intermediate is not detected, leading 

to the suggestion that the mismatch is instead removed by synthesis-driven strand 

displacement of the DNA spanning the region (Kadyrov et al., 2009). 
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1.5.2 The role of mismatch repair during meiosis 

In meiosis, in addition to replication errors, the mismatches produced in hDNA 

during recombination provide substrates for the MMR machinery.  Indeed, 

recognition of these mismatches is important for the prevention of inappropriate 

recombination between diverged sequences (Chambers et al., 1996).  In situations 

where sequences are sufficiently similar to allow recombination to proceed, the 

resolution of meiotic mismatches may result in a gene conversion: the non-reciprocal 

transfer of genetic information between DNA homologues.  These events can be 

identified in S. cerevisiae by non-Mendelian segregation of the two alleles in a tetrad.  

For example, if two alleles A and a are present at a given locus and a DSB on an A 

chromatid is repaired by strand invasion of an a chromatid, an A/a mismatch may be 

formed.  This would be detected as a conversion if the A allele were excised and the 

a used as a template for DNA synthesis.  Alternately, if the mismatch were repaired 

to the genotype of the A allele, Mendelian segregation would be restored.  These two 

outcomes are known as conversion-type and restoration-type repair respectively.  If 

mismatches remain unrepaired, the alleles will segregate from each other during the 

first mitotic division following spore germination, resulting in a sectored colony.  

This is termed post-meiotic segregation (PMS).  Both gene conversions and PMS 

events result in non-Mendelian segregation (NMS) patterns in tetrad analysis.  These 

events are referred to using nomenclature derived from fungi that undergo a mitotic 

division following meiosis to give eight haploid products (Figure 1.6).    

 
 
1.5.2.1. Gene conversion gradients 

Linear variations in the gene conversion frequency at different positions along the 

gene have been observed at several yeast loci including ARG4 (Nicolas et al., 1989), 

HIS4 (Detloff et al., 1992), HIS2 (Malone et al., 1992) and CYS3 (Vedel and Nicolas, 

1999).  This phenomenon has been termed a polarity gradient.  Typically, the polarity 

is determined by the location of the initiating DSB hotspot, consistent with gene 

conversions resulting from the repair of mismatches formed in the hDNA that 

extends outwards from the break site during the repair process.  However, several 

findings suggest that the extent of gene conversion observed for a given allele cannot 

be solely accounted for by the frequency with which it is incorporated into hDNA 

and argue that the action of the MMR complex upon the mismatch formed is also 

important in gradient formation.  It is known that the MMR machinery does not 
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function equally well on all types of mismatch.  Certain alleles such as C/C 

mismatches (Detloff et al., 1991) and palindromes (Nag et al., 1989) yield high 

numbers of PMS events, suggesting that they are poorly recognised and/or repaired.  

Therefore, one approach to investigate the role of MMR in gradient formation has 

been to analyse the segregation of these poorly repairable mismatches (PRMs).  In 

such a study at the HIS4 locus in the AS4/13 strain background, Detloff et al. (1992) 

observed that unlike well-repairable mismatches (WRMs), the conversion rates of 

PRMs situated at differing distances from the HIS4 hotspot did not exhibit a steep 

gradient.  This led to the suggestion that polarity gradients are (at least partially) a by-

product of the action of the MMR machinery, a conclusion that is also supported by 

studies of MMR deficient mutants.  For example, upon deletion of MSH2, polarity 

gradients at HIS4 and ARG4 are almost abolished (Reenan and Kolodner, 1992; 

Alani et al., 1994). 

 

To account for these observations, two models have been proposed.  The first of 

these, the heteroduplex rejection model, posits that polarity gradients result from the 

recognition of mismatches in nascent hDNA by the MMR machinery and the 

subsequent disruption of hDNA extension prior to inclusion of the mismatch. 

Therefore, the extent and slope of the gradient is dependent upon both the number 

of mismatches present and the frequency with which they are detected (Reenan and 

Kolodner, 1992; Alani et al., 1994).  To test this hypothesis, Hillers and Stahl (1999) 

assessed the frequency of NMS exhibited by a PRM at the 3# (low) end of the HIS4 

gene in the presence and absence of an additional mismatch sited closer to the 

hotspot break site.  This demonstrated that the downstream PRM was less likely to 

be incorporated into hDNA when the additional mismatch was present, supporting 

the heteroduplex rejection model.  

 

Alternatively, the conversion/restoration model proposes that the gradient arises as a 

consequence of how the mismatches are repaired.  Specifically, it suggests that alleles 

close to the break site are preferentially repaired to yield conversions whereas more 

distal mismatches are converted or restored at random (Detloff and Petes, 1992). 

Support for this hypothesis was provided by co-conversion studies in which a PRM 

placed at the 3# (low) end of the HIS4 gradient was used in conjunction with a WRM
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Figure 1.6: Non-Mendelian segregation in yeast  

(A) In the absence of recombination, two alleles may be expected to segregate with a 

4:4 distribution.  However, if mismatches are produced between homologues during 

recombination, mismatch repair can lead to 6:2 or 2:6 tetrads being produced.  In the 

absence of mismatch repair, these mismatches will segregate away from each other at 

the first mitotic event following germination, leading to 5:3 and 3:5 events.  (B) More 

complex events(s) involving all four chromatids can result in the aberrant (Ab) 

segregation patterns shown above.  
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situated closer to the hDNA initiation site (Kirkpatrick et al., 1998).  Two WRMs 

were studied in separate crosses.  These were situated at either +2 bp or +688 bp 

with respect to the HIS4 ORF and resulted in the same single-base mismatch at both 

locations.  When tetrads exhibiting PMS of the 3# allele (in which hDNA is thought 

to have extended the full length of HIS4 and hence included the WRMs) were 

examined, a greater conversion frequency was observed for the +2 bp allele than for 

the +688 bp allele (50% and 28% aberrant segregation respectively).  This argues that 

alleles closer to the hDNA initiation site are more likely to undergo conversion-type 

repair than more distant alleles as predicted by the conversion/restoration model. 

 

While the conversion/restoration model suggests that hDNA extends the full length 

of a conversion gradient, a constant hDNA length cannot account for a greater than 

two-fold gradient (when 100% of alleles at the high end of the gradient are converted 

compared to 50% of alleles at the low end).   While this fits with data from the HIS4 

hotspot in the AS4/13 strain background, experiments in other strain backgrounds 

(such as Y55 and SK1) reveal the existence of considerably steeper gradients (for 

examples see Reenan and Kolodner, 1992; Khazanehdari and Borts, 2000).  

Moreover, it has been demonstrated that a gradient still exists (albeit reduced) in 

mismatch defective mlh1! and msh2! strains in the same strain backgrounds (Reenan 

and Kolodner, 1992; Hunter and Borts, 1997; Hoffmann et al., 2005).  Therefore, 

regardless of the effect of the mismatch repair system and central to the ability of 

both models to account for polarity gradient formation is a requirement for variable 

heteroduplex tract lengths.  Processes that may be expected to influence the length 

of hDNA include both strand resection and DNA synthesis.  In particular, it has 

been suggested that the resection of meiotic breaks is one mechanism by which 

conversion gradients are initiated.  If the lengths of the ssDNA tails produced 

following DSB formation are variable, a large number of molecules may undergo 

resection close to the DSB site, but fewer molecules would be resected as far as more 

distally located markers.  This could thus lead to varying amounts of hDNA being 

formed either upon strand invasion or during recombination-associated DNA 

synthesis, contributing to the establishment of a polarity gradient (Figure 1.7; Borts et 

al., 2000; Hoffmann and Borts, 2004).  Such heterogeneity in resection length is 

supported by the fuzzy appearance of DSB bands on Southern blots (Bishop et al., 

1992), and Sun et al. (1991) and Vedel and Nicolas (1999) reported that the 
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distributions in the lengths of resected molecules produced at ARG4 and CYS3 

parallel the conversion gradients observed at the same loci.   

 

If the contribution of resection to gradient formation were significant, mutations that 

reduce resection tract lengths would be expected to reduce the frequency of NMS.   

When the most likely candidate for this role, Exo1, is considered, contradictory 

results regarding the effect of EXO1 deletion have been produced.  For example, no 

decrease in NMS was detected by monitoring prototroph formation between 

heteroalleles at both HIS4LEU2 and ARG4 in the SK1 strain background 

(Tsubouchi and Ogawa, 2000), while in the AS4/13 background, tetrad analysis 

demonstrated a significant decrease in the conversion frequency of markers at ARG4 

but not at HIS4 (Kirkpatrick et al., 2000).  Khazanehdari & Borts (2000) on the other 

hand, observed a consistent decrease in conversion rate at all loci in exo1! Y55 

strains, but this decrease was only statistically significant at HIS4.  In this latter study, 

conversion frequencies at all points along the HIS4 conversion gradient were 

reduced in exo1! by approximately half, leading to the suggestion that Exo1 is 

responsible either for the resection of approximately half of all breaks at HIS4 or 

that in the absence of Exo1, all breaks are resected half as far as normal.  However, 

these two scenarios could not be distinguished between further using the genetic 

data.  Given these findings, two alternate but not mutually exclusive possibilities are 

suggested to account for the seemingly conflicting data produced by studies of exo1! 

mutants: firstly, the extent to which Exo1 is required for resection may vary 

depending upon the locus of interest and secondly, the contribution resection makes 

to conversion gradient formation may vary depending upon the locus studied.  

Locus-dependent contributions of the various mechanisms involved in gradient 

formation have also been suggested to account for apparently contradictory results 

concerning the role of MMR in the process (for further information, see Nicolas and 

Petes, 1994; Borts et al., 2000). 

 

The identification of a novel allele of POL3 in which the last four amino acids of the 

protein are missing provided an interesting insight into the influence of 

recombination-related DNA synthesis on gene conversion (Maloisel et al., 2004). The 

POL3 gene encodes the catalytic subunit of DNA polymerase % and whereas POL3 

deletion mutants are inviable, the pol3-ct allele appears to be specifically
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Figure 1.7: Models for the role of resection in heteroduplex tract formation and crossover formation 

(A) Resection could influence the extent of hDNA formed by influencing the amount of DNA incorporated upon strand invasion. (B) 

Alternatively, if strand invasion is short, resection could act to determine the amount of DNA synthesis that occurs. In these examples, the 

short vertical lines represent potential mismatches situated at varying distances from the DSB.  If synthesis and resection are not coordinated 

(C), DNA flaps may form.  These flaps could potentially be either 5! or 3! flaps.  
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defective in various aspects of meiotic recombination but does not exhibit any 

defects in cell growth or the response to DNA damage (Maloisel et al., 2004).  

Crucially, in the AS4/13 background, the pol3-ct mutant exhibited a distance-

dependent effect on the gene conversion gradient at HIS4 whereby alleles placed 

close to the initiating DSB (+2 bp into HIS4) showed wild-type conversion levels, 

yet conversion of alleles further away was significantly reduced.  The fold decrease in 

non-Mendelian segregation observed in pol3-ct when compared to wild-type rose in a 

linear fashion with increasing distance from the DSB site, resulting in a steeper 

polarity gradient in the mutant than in wild-type.  Alleles at ARG4 and TYR7 also 

exhibited significantly decreased NMS frequencies (Maloisel et al., 2004).  This 

phenotype led the authors to suggest that the processivity of recombination-related 

DNA synthesis was inhibited in pol3-ct strains and argues that while DNA synthesis is 

important in determining the extent to which hDNA is extended during 

recombination, it is not involved in the initiation of hDNA.   The effect of the pol3-ct 

allele upon gene conversion in other strain backgrounds was not assessed. 

 

1.5.2.2 Mismatch repair proteins in crossover promotion 

Several MMR proteins have been demonstrated to play an additional mismatch-

independent role in promoting crossing-over during meiosis (reviewed in Hoffmann 

and Borts, 2004).  For example, deletion of MLH1 reduces crossovers to a similar 

extent as deletion of MSH4 or MSH5.  Furthermore, analysis of an mlh1! msh4! 

double mutant suggests that the two genes operate in the same recombination 

pathway (Hunter and Borts, 1997).  Mlh1 appears to function in concert with Mlh3 

to perform this role and mlh3! mutants display a meiotic phenotype similar to that 

resulting from inactivation of MLH1 (Wang et al., 1999).  The requirement for the 

Mlh1/Mlh3 heterodimer in crossover formation is highly conserved among higher 

eukaryotes and both Mlh1-/- and Mlh3-/- mice are infertile (Edelmann et al., 1996; 

Lipkin et al., 2002).  However, synapsis occurs as normal in these mutants and 

temporal analysis of Mlh1 and Mlh3 in wild-type cells has shown that foci formation 

reaches a peak in early pachytene, arguing that the MutL heterodimer functions 

downstream of Msh4/Msh5 (Baker et al., 1996).  This later role is consistent with 

genetic studies in yeast (Hunter and Borts, 1997). 
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Despite the fundamental nature of these proteins in recombination, the precise 

molecular function of Mlh1/Mlh3 remains uncertain.  Wild-type levels of crossing-

over requires ATP binding by Mlh1 and Mlh3, suggesting that the conformational 

change resulting from such binding is crucial (Hoffmann et al., 2003; Sacho et al., 

2008; Cotton et al., 2010).  Given that the Mlh1/Mlh3 complex is required around 

the time of dHJ resolution, it has been proposed that this conformational change 

may activate and/or direct a Holliday junction resolvase (Hoffmann and Borts, 

2004).  More recently, point mutations in the DQHA(X)2E(X)4E motif required for 

the ATPase-dependent endonuclease activity of Mlh3 have been shown to reduce 

crossing-over to the same extent as mlh3!, raising the possibility that Mlh1/Mlh3 

may participate in dHJ resolution directly (Nishant et al., 2008).   

 

In contrast to mlh1! mutants, exo1! strains do not exhibit any increase in PMS 

events at small, well repairable mismatches (Khazanehdari and Borts, 2000) and only 

a slight increase when larger palindromic insertions were studied (Kirkpatrick et al., 

2000) demonstrating that Exo1 does not play a major role in meiotic MMR.  

However, crossing-over in the absence of Exo1 is reduced to a similar extent as in 

msh4! strains (Khazanehdari and Borts, 2000; Kirkpatrick et al., 2000; Tsubouchi and 

Ogawa, 2000).  As discussed in Section 1.2.3.1, Exo1 has been implicated in the 

resection of meiotic DSBs.  However, the exact role of Exo1 during meiosis remains 

controversial and several models have been proposed to account for the exo1! 

crossover deficit (Hoffmann and Borts, 2004).  As described above, measurements 

of gene conversion have shown that deletion of EXO1 may reduce the amount of 

hDNA formed at HIS4 (Khazanehdari and Borts, 2000) and ARG4 (Kirkpatrick et 

al., 2000).  There is convincing evidence to suggest that crossovers are associated 

with longer tracts of heteroduplex DNA than those resulting in non-crossovers 

(Terasawa et al., 2007; Chen et al., 2008; Mancera et al., 2008) and it is possible 

therefore that the decreased crossing-over observed in exo1! is a simply a 

consequence of the reduction in hDNA length. 

 

As crossover control is imposed at or prior to the formation of any stable strand 

invasion intermediate (Bishop and Zickler, 2004), one theory is that shorter resection 

tracts following DSB formation may decrease the stability of strand invasion events, 

resulting in molecular interactions less likely to form a stable SEI and subsequently 
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be resolved as a crossover.  In support of this, exo1! msh4! and exo1! msh5! strains 

do not exhibit a further reduction in crossing-over compared to either single mutant, 

suggesting that all three proteins operate in the same pathway (Khazanehdari and 

Borts, 2000; Kirkpatrick et al., 2000; Tsubouchi and Ogawa, 2000).  It may therefore 

be the case that Exo1 acts at an early stage to resect those breaks that will be targeted 

towards the ZMM crossover pathway.  Consistent with this, the change in the HIS4 

gene conversion gradient in exo1! could be interpreted as being caused by a 

proportion of breaks being resected less (Khazanehdari and Borts, 2000).  What is 

more, spore viability is significantly decreased in the exo1! msh4! double mutant 

compared to msh4! alone (Khazanehdari and Borts, 2000; Tsubouchi and Ogawa, 

2000), arguing that there is some level of functional redundancy in operation 

between the two enzymes.  Perhaps in the absence of Exo1, Msh4 is still able to 

stabilise some invasions sufficiently to enable repair.  Similarly, without Msh4, Exo1 

could further resect the DNA to make the intermediate more stable.  In the absence 

of both proteins, a greater proportion of breaks may remain unrepaired, hence the 

reduction in spore viability.  If Exo1-mediated resection does indeed target DSBs for 

the ZMM crossover pathway, it follows that exo1! strains may exhibit defects in 

crossover interference.  However, while the numbers of exo1! tetrads studied in 

publications to date are not sufficient to assess whether or not this is the case, spore 

viability was shown to be significantly higher in exo1! than msh4! despite a similar 

reduction in crossing-over.  To reconcile this disparity it was suggested that whereas 

the remaining crossovers in msh4! are distributed at random (later demonstrated in 

Novak et al., 2001), crossovers in exo1! retain interference and are thus better 

positioned to promote homologue disjunction (Khazanehdari and Borts, 2000; 

Tsubouchi and Ogawa, 2000).   

 

A variation on the above theme is the suggestion that Exo1 (rather than being 

required for resection prior to strand invasion) acts to carry out continuous resection 

as recombination-related DNA synthesis proceeds (Figure 1.7; Hoffmann and Borts, 

2004).  If this resection is prevented, two consequences can be envisaged that could 

reduce crossing-over.  In the first instance, DNA synthesis may be curtailed, leading 

to displacement of the invading strand.  This would prevent the formation of a dHJ 

and subsequently a crossover, causing the repair process to resemble that of SDSA.  

Alternatively, synthesis could proceed unimpeded, which in the absence of 
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continuous resection could lead to the formation of DNA flaps that may hinder dHJ 

formation.  Both of these scenarios necessitate that the processes of DNA resection 

and synthesis are normally coupled, implying that in situations where synthesis is 

reduced, resection would be similarly decreased and thus synthesis-defective mutants 

and resection-deficient mutants should display similar phenotypes.  As described 

above, the pol3-ct allele is thought to exhibit reduced processivity during 

recombination-related DNA synthesis, leading to decreased hDNA production and 

fewer crossovers (Maloisel et al., 2004).  Although no assessment of resection was 

made in these strains, they do not appear to be deficient in ZMM-mediated 

crossovers, as crossover interference remains intact.  In fact, interference is slightly 

strengthened when compared to the wild-type, arguing that the missing crossovers 

may represent those dependent on Mus81/Mms4.  While this appears to be at odds 

with the exo1! msh4! phenotype, which suggests that exo1! mutants lack ZMM-

mediated crossovers, it may be that interference remains intact in pol3-ct because the 

synthesis defect occurs after crossover designation has occurred.  Therefore, without 

direct measurements of resection, the coordination of synthesis and resection is 

difficult to assess. 

 

Finally, it has been suggested that replication and resection are not generally 

coordinated, potentially leading to the production of 5! or 3! flaps following second-

end capture (Figure 1.7).  A 3! flap would provide a substrate for the Mus81/Mms4 

complex as shown in Figure 1.7, while 5! flaps could be removed by Exo1 using 

either the exonuclease or endonuclease activities of Exo1 (Abdullah et al., 2004; 

Hoffmann and Borts, 2004; Hunter, 2006).  Exo1 may thus play a later ‘trimming’ 

role to facilitate the formation of ligatable DNA ends in order to create a dHJ 

structure.  A role for Mus81/Mms4 in resolving the flaps produced by replication 

beyond the end of resection is in good agreement with the suggestion that pol3-ct 

strains are deficient in this class of crossover (Maloisel et al., 2004).  A later role is 

also consistent with the effect of the Exo1-/- mutation in mice, which renders both 

males and females infertile (Wei et al., 2003).  In a study of meiotic progression in 

mice Exo1-/- oocytes, reduced localisation of Mlh1 and Mlh3 was observed followed 

by a severe reduction in chiasmata (albeit less severe than in Mlh1-/- and Mlh3-/-) 

immediately prior to the first meiotic division, leading to the suggestion that Exo1 

acts to promote crossover formation via stabilisation of the Mlh1/Mlh3 heterodimer 
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(Kan et al., 2008).  It is difficult however to reconcile this stabilising role with the 

reduction in heteroduplex tract length seen in yeast.  Therefore, no single model 

proposed to date is able to reconcile all aspects of the exo1! phenotype satisfactorily 

and the molecular role of Exo1 in the recombination process remains unclear. 

 

1.6 Aims and objectives 

The 5! to 3! resection of DNA ends following meiotic DSB formation is a common 

feature of all homologous recombination models and the stretches of ssDNA 

produced are key substrates required for the initiation of DNA repair.  However, 

despite the importance of this process, many of the underlying molecular aspects 

governing both the formation and function of this ssDNA remain unclear.  A key 

potential nuclease that may be involved is Exo1, without which crossing-over is 

significantly reduced, leading to errors in chromosome segregation.  At several alleles, 

non-Mendelian segregation is also reduced in exo1! cells, raising the possibility that 

resection tracts can influence the length of hDNA produced during DNA repair.  As 

crossovers are associated with longer tracts of hDNA than non-crossovers, it has 

been hypothesised that the shorter tracts observed in exo1! could also be responsible 

for the crossover defect observed.   

 

In this work, we aimed to test this hypothesis by assessing the extent to which 

resection influences recombination and by examining the role of Exo1 in this 

process.  In order to do this we sought to employ both genetic and physical methods 

of analysis, focussing upon the well-characterised Spo11-dependent HIS4 hotspot 

where Exo1 has been implicated in break processing (Khazanehdari and Borts, 

2000).  Specifically, we aimed to devise an assay that would allow us to accurately 

measure the amount of ssDNA produced varying distances downstream of the HIS4 

break site.  It was envisaged that this would permit us to demonstrate which proteins 

are involved in the resection process and to investigate both the influence of 

resection on non-Mendelian segregation and the extent to which resection and DNA 

synthesis are coordinated.  We further aimed to study defined point mutations in 

EXO1 known to differentially affect the exonuclease and endonuclease functions of 

the protein (Tran et al., 2002) in order to determine the various catalytic and/or 

structural contributions made by Exo1 towards promoting inter-homologue 
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crossing-over.  Other proteins implicated in mitotic DNA end resection were also 

assessed in an attempt to explore the degree of functional redundancy in operation. 

 

It was hoped that this research would be beneficial in furthering our understanding 

of the factors that act to promote the accurate segregation of chromosomes during 

meiosis, a crucial eukaryotic process in which defects can have serious consequences 

including miscarriage, infertility and genetic abnormalities. 
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CHAPTER 2 

MATERIALS AND METHODS 

 

2.1 Materials  

2.1.1 Yeast strains 

All strains are derivatives of the Saccharomyces cerevisiae SK1 isolate (Kane and Roth, 

1974) unless otherwise stated.  Genotypes of the strains used are listed in Table 2.1.  

Only the strains used in experimental analyses are described rather than the 

numerous strains produced during strain construction.  Details of the methods by 

which particular alleles were introduced are given in the relevant chapters. 

 

2.1.2 Plasmids  

A brief description of the plasmids used is given in Table 2.2. 

 

2.1.3 Oligonucleotides 

Oligonucleotides were designed with the aid of the Primer3 web interface (Rozen 

and Skaletsky, 2000) to have a melting temperature between 58°C and 60°C and a 

GC content of 40 to 60%.  All were purchased from Invitrogen.  The DNA 

sequences of the oligonucleotides used are given in Tables 2.3 and 2.4. 

 

2.1.4 Media 

Saccharomyces cerevisiae cells were routinely grown in YEPD (Yeast Extract, Peptone, 

Dextrose) medium containing 1% (w/v) Bacto yeast extract, 2% (w/v) dextrose, 2% 

(w/v) Bacto peptone and 0.05% (w/v) adenine hemisulphate in 0.05 M hydrochloric 

acid.  To select against petite mutations, cells were tested for their ability to grow on 

YEPEG (Yeast Extract, Peptone, Ethanol, Glycerol) medium containing 1% (w/v) 

succinic acid, 1% (w/v) Bacto yeast extract, 2% (w/v) Bacto peptone, 2% (v/v) 

glycerol and 0.5% (w/v) adenine hemisulphate in 0.05M hydrochloric acid. The pH 

was adjusted to 5.5.  After autoclaving, 3% (v/v) 100% ethanol was added.  Minimal 

medium consisted of 0.68% (w/v) Difco yeast nitrogen base without amino acids 

and 2% (w/v) dextrose.  Synthetic complete medium was as minimal medium but 
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Table 2.1: Strain genotypes 

Strain2 Genotype1 

RK358 his4-XhoI MAT! ade1-1 lys5-P cyh2-Z CEN8:URA3 arg4-Nsp 

RK359 his4-XhoI MAT! ade1-1 lys5-P cyh2-Z CEN8:URA3 arg4-Nsp exo1"::KanMX4 

RK366 his4-XhoI MAT! ade1-1 lys5-P cyh2-Z CEN8:URA3 arg4-Nsp exo1"::KanMX4 sgs1-mn: KanMX4 

RK368 his4-XhoI MAT! ade1-1 lys5-P cyh2-Z CEN8:URA3 arg4-Nsp sgs1-mn: KanMX4 

RK377 his4-XhoI MAT! ade1-1 lys5-P cyh2-Z CEN8:URA3 arg4-Nsp exo1"::KanMX4 trm2"::KanMX4 

RK379 his4-XhoI MAT! ade1-1 lys5-P cyh2-Z CEN8:URA3 arg4-Nsp trm2"::KanMX4 

RK385 his4-BglII MAT! ade1-1 lys5-p cyh2-z CEN8:URA3 arg4-Nsp 

RK387 his4-BglII MAT! ade1-1 lys5-p cyh2-z CEN8:URA3 arg4-Nsp exo1"::KanMX4 

RK392 leu2-R MATa ade1-1 met13-B trp5-S 

RK394 leu2-R MATa ade1-1 met13-B trp5-S exo1"::KanMX4 

RK399 his4-XhoI MAT! ade1-1 lys5-P cyh2-Z CEN8:URA3 arg4-Nsp exo1-D173A 

RK404 leu2-R MATa ade1-1 met13-B trp5-S trm2"::KanMX4 

RK406 leu2-R MATa ade1-1 met13-B trp5-S sgs1-mn: KanMX4 

RK409 his4-XhoI MAT! ade1-1 lys5-P cyh2-Z CEN8:URA3 arg4-Nsp exo1-E150D 

RK410 leu2-R MATa ade1-1 met13-B trp5-S exo1"::KanMX4 trm2"::KanMX4 

RK417 leu2-R MATa ade1-1 met13-B trp5-S exo1"::KanMX4 sgs1-mn: KanMX4 

RK418 leu2-R MATa ade1-1 met13-B trp5-S exo1-E150D 

RK425 leu2-R MATa ade1-1 met13-B trp5-S exo1-D173A 
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Table 2.1 (continued) 
 

Strain2 Genotype1 

RKD51 his4-XhoI LEU2 MAT!       ade1-1      lys5-P  MET13  cyh2-z   TRP5      CEN8:URA3  arg4-Nsp     

HIS4      leu2-R   MATa       ade1-1      LYS5 met13-B  CYH2   trp5-S       CEN8           ARG4  
RKD52 his4-XhoI LEU2 MAT!       ade1-1      lys5-P  MET13  cyh2-z   TRP5      CEN8:URA3  arg4-Nsp    exo1"::KanMX4 

HIS4      leu2-R   MATa       ade1-1      LYS5 met13-B  CYH2   trp5-S       CEN8           ARG4        exo1"::KanMX4    

RKD55 his4-XhoI LEU2 MAT!       ade1-1      lys5-P  MET13  cyh2-z   TRP5      CEN8:URA3  arg4-Nsp    exo1-D173A 

HIS4      leu2-R   MATa       ade1-1      LYS5 met13-B  CYH2   trp5-S       CEN8           ARG4        exo1-D173A    
RKD71, 72, 
73 

his4-XhoI LEU2 MAT!       ade1-1      lys5-P  MET13  cyh2-z   TRP5       arg4-        rad50S::URA3 

HIS4      leu2-R   MATa       ade1-1      LYS5 met13-B  CYH2   trp5-      ARG4       rad50S::URA3 
RKD72, 73, 
74 

his4-XhoI LEU2 MAT!       ade1-1      lys5-P  MET13  cyh2-z   TRP5       arg4-        rad50S::URA3    exo1"::KanMX4 

HIS4      leu2-R   MATa       ade1-1      LYS5 met13-B  CYH2   trp5-      ARG4       rad50S::URA3     exo1"::KanMX4 

RKD75, 76, 
77 

his4-XhoI LEU2 MAT!       ade1-1      lys5-P  MET13  cyh2-z   TRP5       arg4-        rad50S::URA3    exo1-D173A 

HIS4      leu2-R   MATa       ade1-1      LYS5 met13-B  CYH2   trp5-      ARG4       rad50S::URA3     exo1-D173A 
RKD62, 63, 
64 

RRP7                 his4-XhoI         FUS1              MAT!     ade1-1    CAN1    cyh2-z 

RRP7-NatMX4  his4-ClaI     FUS1-HphMX4   MATa      ade1-1      can1      CYH2 
RKD65, 66, 
67 

RRP7                 his4-XhoI         FUS1              MAT!     ade1-1    CAN1    cyh2-z      exo1"::KanMX4 

RRP7-NatMX4  his4-ClaI     FUS1-HphMX4   MATa      ade1-1      can1      CYH2     exo1"::KanMX4 

RKD68, 69, 
70 

RRP7                 his4-XhoI         FUS1              MAT!     ade1-1    CAN1    cyh2-z      exo1-D173A 

RRP7-NatMX4  his4-ClaI     FUS1-HphMX4   MATa      ade1-1      can1      CYH2     exo1-D173A 
RKD78, 79, 
80 

RRP7                 his4-BglII         FUS1              MAT!     ade1-1    CAN1    cyh2-z 

RRP7-NatMX4  his4-ClaI    FUS1-HphMX4    MATa      ade1-1      can1      CYH2 
RKD81, 82, 
83 

RRP7                 his4-BglII         FUS1              MAT!     ade1-1    CAN1    cyh2-z      exo1"::KanMX4 

RRP7-NatMX4  his4-ClaI    FUS1-HphMX4    MATa      ade1-1      ade1-1      can1      CYH2     exo1"::KanMX4 

RKD84, 85, 
86 

RRP7                 his4-BglII         FUS1              MAT!     ade1-1    CAN1    cyh2-z      exo1-D173A 

RRP7-NatMX4  his4-ClaI    FUS1-HphMX4    MATa      ade1-1      ade1-1      can1      CYH2     exo1-D173A 
  

1 All strains are also ho"::LYS2 lys2 ura3. 
2  When multiple strain numbers refer to the same genotype, each originated from an independently isolated single colony. 
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Table 2.2: Plasmids 

Plasmid Description Reference 

   
pWJ716 KlURA3 Erdeniz et al. (1997) 
pVC4 HIS4 3! probe V. E. Cotton, unpublished 

pEAM71 exo1-D173A Sokolsky and Alani (2000) 
pJM3 exo1-E150D J. Meadows, unpublished 

pFA6-KanMX4 KanMX4 Wach et al. (1994) 
pAG25 NatMX4 Goldstein and McCusker (1999) 

pAG32 HphMX4 Goldstein and McCusker (1999) 

pFA6a-PCLB2-
3xHA-KanMX6 

PCLB2-3xHA-KanMX6 Lee and Amon (2003) 

pRED322 his4-BglII Khazanehdari and Borts (2000) 
pRHB12 his4-ClaI Borts and Haber (1989) 
pNH229 trp5-S Martini et al. (2006) 
pNH217 met13-B Martini et al. (2006) 
pNH223 lys5-P Martini et al. (2006) 

   

 

 

Table 2.3: Oligonucleotide sequences used in quantitative PCR analysis 

Approximate position Sequence (5!  to 3!) 

5! in rDNA ATCAGCTTGCGTTGATTACG 

 3! in rDNA GTTGCCCCCTTCTCTAAGC 

5! of AclI site (200bp from DSB) TTCGATATAGAAGGTAAGAAAAGGAT 

3! of AclI site (200bp from DSB) CAGCGCAGTTGTGCTATGAT 

5! of NheI site (500bp from DSB) ATTGGTGGCTTTGTCCTTGC 

3! of NheI site (500bp from DSB) CAAGTGTTCGGCTGTTTTAGC 

5! of ClaI site (800bp from DSB) GAGCGTTGTCTAGGGTTGGT 

3! of ClaI site (800bp from DSB) TCACCCTTGATCCAGATTTCA 

5! of AatII site (1250bp from DSB) GGCTGCCGATTTGTTCTACT 

3! of AatII site (1250bp from DSB) TGGCTTAGCATCACCTTTCC 

5! of BglII site (2000bp from DSB) CGCTTCCAAGATTGTTCTAGC 

3! of BglII site (2000bp from DSB) ACATACATTTTGGCGGCAGT 
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Table 2.4: Oligonucleotide sequences used in strain construction 

Name Sequence (5!  to 3!) Purpose 

ADE1 A1 TCTCGACTTGAACACGTCCA Verification of ade1-1 allele 
ADE1 A4 ACACCGTCCCTGAGTATTAC Verification of ade1-1 allele 
ADE1 ADAPT A AATTCCAGCTGACCACCATGATGTCAATTACGAAGACTGAACTG Introduction of ade1-1 allele 
ADE1 ADAPT B GATCCCCGGGAATTGCCATGTGAGGAGTTACACTGGCGACT Introduction of ade1-1 allele 
CEN8 A1 AGGGTGTATCACCACCTCTCT Introduction of CEN8:URA3 allele 
CEN8 A4 CTTGAGACTCCCCGACCA Introduction of CEN8:URA3 allele 
CEN8 A0 TTTTCAGCCCACACATTTT Verification of CEN8:URA3 allele 
CEN8 A5 AAATTCGGAGCATAAGCTGTT Verification of CEN8:URA3 allele 
CLB2 SEQ F1 TAAGGTGCCTTAGGGGGACT Sequencing of CLB2 promoter  
CLB2 SEQ F2 CCTCTTTGGGGAAAAGAGAA Sequencing of CLB2 promoter  
EXO1 A1 CAGGTATATCTATATGCTCTC Verification of EXO1 mutations 
EXO1 A4 GCACATGCCCAGCGCGCTCG Verification of EXO1 mutations 
EXO1 ADAPT A AATTCCAGCTGACCACCATGCTGCAGTTTTTCATAAAAAGATTTAGT Introduction of EXO1 point 

mutations 
EXO1 ADAPT B GATCCCCGGGAATTGCCATGAATTTCATTGCGGTAATCAGG Introduction of EXO1 point 

mutations 
EXO1MX F ATTAAAATAAAAGGAGCTCGAAAAAACTGAAAGGCGTAGAAAGGACGTA

CGCTGCAGGTCGACGG 
Replacement of EXO1 ORF with 

MX4 cassette 
EXO1MX R ATTTGAAAAATATACCTCCGATATGAAACGTGCAGTACTTAACTTGATCG

ATGAATTCGAGCTCGT 
Replacement of EXO1 ORF with 

MX4 cassette 
FUS1 A1 CGAAGTGACTAAGGCTATAG Insertion of HphMX4 cassette 

adjacent to FUS1 
FUS1 A4 CATTGCCGCTTACTCCAAAC Insertion of HphMX4 cassette 

adjacent to FUS1 
HIS4 -333 F TGCGATACGATGGGTCATAA Verification of his4 alleles 
HIS4 +2541 R CCCACTCTTGCTACTACCTCTCTT Verification of his4 alleles 
HIS4 +523 F GCAAAGGCCATCGATTTGGGTCG Amplification of HIS4 probe sequence 
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Table 2.4 (continued) 

 

Name Sequence (5!  to 3!) Purpose 

HIS4 +1524 R GGTGGAGATGCAAACACAATCTCC Amplification of HIS4 probe sequence 
K2 TTCAGAAACAACTCTGGCGCA Verification of KanMX4 insertion 
K3 CATCCTATGGAACTGCCTCGG Verification of KanMX4 insertion 
KLACTIS INT 3! GAGCAATGAACCCAATAACGAAATC Construction of strains using method 

of Erdeniz et al., 1997 
KLACTIS INT 5! CTTGACGTTCGTTCGACTGATGAGC Construction of strains using method 

of Erdeniz et al., 1997 
LYS5 A1 CCTTCCAACTTGCTTTTTGC Verification of lys5-P mutation 
LYS5 A4 AGGGAGAACAAGTTCGCTGA Verification of lys5-P mutation 
MET13 A1 GGCCGTCGTTTAGTCATTCT Verification of met13-B mutation 
MET13 A4 TGAAGGAAGAGGGTGTTGAA Verification of met13-B mutation 
N2 GATTCGTCGTCCGATTCGTC Verification of NatMX4 insertion 
N3 AGGTCACCAACGTCAACGCA Verification of NatMX4 insertion 
PCLB2-SGS1 F GGAAAAAATACAGATTATTGTTGTATATATTTAAAAAATCATACACGTACA

CACAAGGCG 
Insertion of CLB2 promoter at SGS1 

PCLB2-SGS1 R GTAAAGTCGCCGTTTCCTTTAACCATTTGTGCTCCCTTCTTAAGTTATGTG
ACGGCTTCG 

Insertion of CLB2 promoter at SGS1 

POL3CT A1 AATGTTGGTGATCGTGTGGA Verification of the pol3-ct allele 
POL3CT A4 TCTTATGTAGCGCCCGAAGT Verification of the pol3-ct allele 
POL3CT INS F TGACATTTTTTATATGCGGGTTAAGGTTAAAAAAGAGCTGCAGGAGAAA

GTAGAACAATAACAGCTGAAGCTTCGTACGC 
Introduction of pol3-ct allele 

POL3CT INS R ATGCAAAAAGTTGTTAGCCTTTCTTAATCCTAATATGATGTGCCACCCTAT
CGTTTTTTACATAGGCCACTAGTGGATCTG 

Introduction of pol3-ct allele 

RRP7 A1 GTGGATGAGGATGGATTCAC Verification of NatMX4 insertion at 
RRP7 
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Table 2.4 (continued) 
 

Name Sequence (5!  to 3!) Purpose 

RRP7MX INS F TCCTATTCGTGTAAGTTTAGTATGATGATGTGCATGACAACGTACGCTGC
AGGTCGAC 

Introduction of NatMX4 cassette 
adjacent to RRP7 

RRP7MX INS R GATGAACGGAAGTGACAATGTCACCCCCGGTGGAAGACTCTATCGATGA
ATTCGAGCTCG 

Introduction of NatMX4 cassette 
adjacent to RRP7 

SGS1 INT R TTGAAGGCGGATCACCTCTA Verification of CLB2 promoter 
insertion at SGS1 

TRM2 A1 GCTCCCAGAGAGCCTACACA Verification of TRM2 mutation 
TRM2 A4 TGGTGGTGGTGAGTGATGAT Verification of TRM2 mutation 
TRM2MX F TGACATAAAAGTACAAATCTGTCATTTTATTTTAGAGGAATAGTTTAGGA

CAAAGTCATTCAGCTGAAGCTTCGTACGC 
Replacement of TRM2 ORF with 

MX4 cassette 
TRM2MX R GTACAGGAAGACATTTACTCTAGAAAGATATACATAGTGATAGATATTTT

ATATGTGCAACATAGGCCACTAGTGGATCTG 
Replacement of TRM2 ORF with 

MX4 cassette 
TRP5 F GACCGTGGAAGAATGACTAA Verification of trp5-S mutation 
TRP5 R AAATGTGGCTGTTCTGACCG Verification of trp5-S mutation 
U2 ACTGGTATATGATTTTGTGGAC Verification of K.lactis URA3 insertion 
U3 GAAGCGTACCAAAAGAGAATC Verification of K.lactis URA3 insertion 
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with the addition of 875 mg/l nutrient mixture (Table 2.5), 6.3 ml/l 1% (w/v) 

leucine solution and 3 ml/l 1% (w/v) lysine solution.   For synthetic complete media 

lacking a defined nutrient, the nutrient was omitted from the mixture described in 

Table 2.5. 

 

For cyclohexamide, geneticin, hygromycin B, methyl methanesulphonate and 

nourseothricin containing media, the appropriate amount of the respective drug 

(Table 2.6) was added to YEPD medium following autoclaving.  In the same manner, 

canavanine was added to synthetic complete medium lacking arginine and 5!-

fluoroorotic acid was added to synthetic complete medium lacking uracil but 

supplemented with 50 µg/ml uracil. 

 

Pre-sporulation (SPS) medium consisted of 0.5% (w/v) Bacto yeast extract, 1% 

(w/v) Bacto peptone, 0.17% (w/v) Difco yeast nitrogen base lacking amino acids 

and ammonium sulphate, 1% (w/v) potassium acetate, 0.5% (w/v) ammonium 

sulphate and 0.05 M potassium biphthalate, pH adjusted to 5.5.  SPS was 

supplemented with 6.4 ml/l of 0.5% (w/v) adenine hemisulphate in 0.05% 

hydrochloric acid.  Sporulation medium for time course and recombination analysis 

consisted of 2% (w/v) potassium acetate, pH 7.0.  Diploids produced during strain 

construction were sporulated on synthetic complete potassium acetate medium 

containing 2% (w/v) potassium acetate, 0.22% (w/v) Bacto yeast extract, 0.05% 

(w/v) dextrose, 875 mg/l complete amino acid mix (Table 2.3) and 2.5% (w/v) 

Bacto agar.  The medium was adjusted to pH 7.0. 

 

Escherichia coli cultures were grown in Luria-Bertani (LB) medium containing 0.5% 

(w/v) Bacto yeast extract, 1% (w/v) Bacto tryptone and 0.5% (w/v) sodium 

chloride.  To maintain plasmids during propagation, LB was supplemented with 

ampicillin to a final concentration of 100 µg/ml.  Escherichia coli strains were routinely 

grown at 37°C.   Liquid cultures were shaken during incubation.  

 

All media were made using deionised water and pH adjusted to 6.0-6.5 with either 1 

M hydrochloric acid or 1 M sodium hydroxide as appropriate unless otherwise stated.  

To make agar plates, 2.5% (w/v) Bacto agar was added.  Stocks of yeast and bacterial 

strains were stored in 15% glycerol (v/v) at -80°C. 
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Table 2.5: Nutrient mixture composition 

Nutrient1 Amount (mg) 

  
Adenine hemisulphate salt 800 

L-arginine 800 
L-aspartic acid 4000 

L-histidine 800 
L-leucine 800 

L-lysine monohydrochloride 1200 
L-methionine 800 

L-phenylalanine 2000 
L-threonine 8000 

L-tryptophan 800 
L-tyrosine 1200 

Uracil 800 
  

1 All nutrients were purchased from Sigma. 

 

 

Table 2.6: Drugs 

Drug Concentration  Supplier 

   
Ampicillin 100 µg/ml Melford Laboratories 
Canavanine 60 µg/ml Sigma 

Cyclohexamide 10 µg/ml Sigma 
5!-Fluoroorotic acid (FOA) 1 mg/ml Apollo Scientific 

Geneticin (G418) 200/4001 µg/ml Invitrogen 
Hygromycin B 300 µg/ml Invitrogen 

Methyl methanesulphonate (MMS) 0.015% (v/v) Fluka Chemicals 
Nourseothricin 100 µg/ml Werner Bioagents 

   
1 For the initial selection of G418 resistant colonies, a 400 µg/ml concentration was 
used.  For subsequent selection steps, a 200 µg/ml concentration was sufficient.
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2.1.5 DNA molecular weight markers 

Bacteriophage " DNA digested with either BstEII or HindIII (New England Biolabs) 

was used as a molecular weight standard during agarose gel electrophoresis.  

Routinely, 250 ng of marker DNA was loaded per gel apart from electrophoresis 

prior to Southern blotting when 125 ng BstEII digested DNA or 37.5 ng HindIII 

digested DNA was loaded. 

 

2.2 Methods  

2.2.1 Agarose gel electrophoresis  

Prior to loading, DNA samples were mixed with 0.25x their volume of 5x loading 

dye containing 10% (w/v) Ficoll type 400, 0.1 M EDTA, 0.2% (v/v) bromophenol 

blue and 0.5% (w/v) SDS.  DNA molecules were separated using the appropriate 

percentage agarose for the size discrimination required.  Agarose was melted in 1x 

TBE buffer (90 mM Tris base, 90 mM boric acid, 2 mM EDTA pH 8.0), which was 

also used as the running buffer.  With the exception of gels run for Southern analysis 

(see Section 2.2.14), supplementation with ethidium bromide (0.5 µg/ml) was carried 

out prior to agarose polymerisation.  Appropriate DNA markers from those listed in 

section 2.1.5 were used to allow determination of the size of the DNA fragments.  

Following electrophoresis, DNA was visualised and photographed under ultraviolet 

(UV) light using a Syngene Gene Genius Bioimaging System and GeneSnap from 

Syngene software. 

 

2.2.2 Preparation of yeast genomic DNA 

2.2.2.1 Genomic DNA extraction by phenol/chloroform 

When high-quality genomic DNA from vegetative cells was required (such as for 

analysis by sequencing), a modified version of the phenol/chloroform method 

described in Borts et al., (1986) was used. A 5 ml YEPD cell culture was grown 

overnight at 30°C.  Cell cultures were pelleted by centrifugation in a benchtop 

centrifuge at 1500 xg for 3 min before being resuspended in 0.5 ml solution A (1.2 M 

sorbitol, 0.2 M Tris-HCl pH 8.5, 0.02 M EDTA, 1% (v/v) #-mercaptoethanol) and 

transferred to a 1.5 ml tube.  50 µl of 10 mg/ml zymolyase 20T (Seikagaku 

Corporation) was added and the samples incubated at 37°C until spheroplasted 

(approximately 25 min).  Spheroplasts were pelleted by centrifugation in a 

microcentrifuge at 13,000 rpm for 1 min and resuspended in 50 µl 1 M sorbitol and 
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0.5 ml solution B (50 mM Tris-HCl pH 7.5, 100 mM NaCl, 100 mM EDTA pH 8.0, 

0.5% SDS) by flicking.  50 µl solution C was then added (1 mg/ml RNAse, 4 mg/ml 

proteinase K) and samples were incubated at 65°C for at least 2 hours (usually 

overnight) with occasional flicking of the tubes to encourage resuspension.  

Following incubation, the tubes were briefly chilled on ice and 0.5 ml 

phenol:chloroform:isoamyl alcohol (25:24:1) added before centrifugation at 13,000 

rpm for 10 min in a microcentrifuge.  The upper aqueous layer was then transferred 

to a new 1.5 ml tube and the phenol:chloroform:isoamyl alcohol extraction repeated.  

Following the addition of 1 ml 100% ice-cold ethanol, DNA was spooled by 

inversion and the resulting pellet was washed in 70% ethanol before allowing it to 

air-dry briefly.  The DNA was resuspended in 200 µl 1x TE (10 mM Tris-HCl pH 

8.0, 1 mM EDTA pH 8.0) and incubated at 65°C for 30 min to encourage 

resuspension.  DNA was stored at -20°C. 

 

2.2.2.2 Genomic DNA extraction by CTAB 

DNA from cell samples taken during meiotic time-courses for analysis by Southern 

blotting or qPCR was extracted using a modified version of the CTAB method 

(Allers and Lichten, 2000) to preserve single-stranded intermediates.  Following 

thawing of the cell samples on ice, cells were washed in 1 ml cold spheroplasting 

buffer (1 M sorbitol, 50 mM KPO4 pH 7.5, 10 mM EDTA) and transferred to a 1.5 

ml microcentrifuge tube.  Cells were pelleted at 13,000 rpm for 1 min in a 

microcentrifuge before pouring off the supernatant.  Cell pellets were then 

resuspended completely in 100 µl spheroplasting buffer, 12.5 mg/ml zymolyase 20T 

and 5% (v/v) #-mercaptoethanol and incubated at 37°C for 6 min (inverting to mix 

after 3 min).  Following this spheroplasting step, 200 µl extraction buffer (consisting 

of the following components filter sterilised and mixed in the following order: 50 ml 

of buffer solution [4 M NaCl, 0.2 M Tris-HCl pH 7.5, 50 mM EDTA], 20 ml 10% 

(w/v) polyvinyl pyrrolidone 40 and 30 ml 10% (w/v) hexadecyltrimethylammonium 

bromide [CTAB]; stored at 37°C to prevent precipitation) was added and the cells 

gently mixed using a pipette tip.  5 µl of proteinase K (20 mg/ml) was added and the 

tube inverted gently to mix.    Tubes were incubated at 37°C for 15 min, inverting 

every 5 min.  Following incubation, 100 µl chloroform:isoamyl alcohol (24:1) was 

added and solutions mixed by gentle shaking until a ‘milky’ solution was obtained.  

Samples were incubated at room temperature for 2 min before shaking again and 
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centrifuging at 13,000 rpm for 5 min.  The upper phase was immediately transferred 

into a clean 1.5 ml microcentrifuge tube, 3 µl of RNase (10 mg/ml) added and the 

sample incubated at 37°C for 10 min.  900 µl of dilution buffer (1% (w/v) CTAB, 50 

mM Tris-HCl pH 7.5, 10 mM EDTA pH 8.0) was then layered on top and the tube 

inverted gently 5 times to mix before being left to stand at room temperature for 10 

min.  The tubes were then inverted a further 20 times to obtain a precipitate.  The 

supernatant was removed and the precipitate washed twice in ice-cold 1 ml 0.4 M 

NaCl, 1x TE (10 mM Tris-HCl pH 8.0, 1 mM EDTA pH 8.0).  Following washing, 

the precipitate was completely resuspended in 300 µl 1.42 M NaCl, 1x TE by gentle 

shaking.  To precipitate the DNA, 600 µl 100% ethanol and was added and the tube 

incubated at room temperature for 10 min with gentle mixing.  DNA was spooled by 

gentle inversion and then pelleted by centrifugation at 13,000 rpm for 1 min.  The 

DNA was washed twice with 70% ethanol before all traces of ethanol were removed 

and the pellet left to air-dry briefly.  To resuspend, 100-150 µl (depending upon the 

size of the pellet) of 1x TE was added and the samples placed at 4°C overnight.  The 

resuspended DNA was then aliquoted into 0.5 ml microcentrifuge tubes and stored 

at -80°C. 

 

2.2.3 Plasmid DNA preparation 

Plasmid DNA was prepared from 5 ml overnight ampicillin-containing LB cultures 

of Escherichia coli using the E.Z.N.A.$ Plasmid Mini Kit I (Omega Bio-tek) according 

to the manufacturer’s instructions. 

 

2.2.4 Restriction digestion 

Restriction enzymes and appropriate buffers were purchased from New England 

Biolabs and used according to the manufacturer’s instructions. 

 

2.2.5 Quantification of DNA 

DNA was quantified using 1.5 µl of each sample on a NanoDrop$ ND-1000 

spectrophotometer according to the manufacturer’s instructions. 
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2.2.6 End-point polymerase chain reaction  

2.2.6.1 PCR using Taq polymerase 

Taq polymerase (Kapa Biosystems) was used for standard DNA amplification.  A 

typical reaction contained template DNA (0.1 – 0.5 ug), 4.5 µl 11.1x PCR buffer (45 

mM Tris-HCl pH 8.8, 11 mM ammonium sulphate, 4.5 mM magnesium chloride, 6.7 

mM 2-mercaptoethanol, 4.4 M EDTA pH 8.8, dNTPs (1 mM each), 113 µg/ml 

DNAse free BSA, 0.2 µM primers and 5U Taq polymerase.  Typical cycling 

conditions were an initial 95°C denaturation for 1 min; 35 cycles of denaturation at 

95°C for 30 s, annealing at a primer-dependent temperature for 30 s, extension at 

72°C for 1 min/kb; final extension at 72°C for 10 min.  Annealing temperatures were 

optimised for individual primer pairs as required.  PCR was carried out using a PTC-

225 Peltier Thermal Cycler (MJ Research). 

 

2.2.6.2 Proofreading PCR 

When proofreading activity was required, the Phusion high-fidelity polymerase and 

high-fidelity buffer (Finnzymes) were used according to the manufacturer’s 

instructions. 

 

2.2.6.3 Colony PCR 

Colony PCR was performed to check for correct integrations after transformation 

without the need to first prepare DNA.  A small (approximately 0.2 mm2) colony was 

transferred to a 1.5 ml tube containing 20 µl 0.02 M sodium hydroxide using a sterile 

pipette tip and resuspended by vortexing.  The resulting suspension was heated to 

95°C for 10 min then placed on ice for 5 min.  Cells were pelleted in a 

microcentrifuge at 13,000 rpm for 1 min and 2 µl of the supernatant used in a 25 µl 

PCR reaction composed as in Section 2.2.6.1.  PCR cycling conditions were as in 

Section 2.2.6.1 except that the initial denaturation at 95°C was extended to 3 min. 

 

2.2.7 Quantitative PCR 

Quantitative PCR (qPCR) reactions were carried out in a total volume of 10 µl using 

1x SensiMix% SYBR (Bioline), 400 nM forward and reverse oligonucleotides, 

deionised water and approximately 6 ng of template DNA.  Thermocycling was 

carried out using a LightCycler& 480 Real-Time PCR System (Roche).  PCR 

reactions were initiated by heat activation of the Taq polymerase at 95°C for 10 mins, 
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followed by 40 cycles of 95°C for 15 s and 60°C for 1 min.  All reactions were 

performed in triplicate and no-template controls for each oligonucleotide pair used 

were included in every run.  Amplicons were between 100 and 150 base pairs in 

length and primer specificity was validated by melt-curve analysis.  Standard curves 

were constructed from a five-point 1 in 10 serial dilution of template DNA.  

Crossing-point (Cp) values were calculated using the automated Cp-calling algorithm 

provided by the LightCycler& Analysis Software (based on the second derivative 

maximum method).  For the majority of reactions, the mean Cp value of the three 

replicates was used for subsequent analysis.  However, if a single reaction differed 

from its duplicates by more than one Cp value it was disregarded and the mean Cp 

of the remaining two reactions was used.  Full details of the experiments performed 

and the methods used are provided in Chapter 3. 

 

2.2.8 Ethanol precipitation 

To concentrate DNA, ethanol precipitation was carried out.  0.1x the starting volume 

of 3 M sodium acetate (pH 5.2) was added to the DNA solution followed by 2x 

volume 100% ethanol.  For precipitation of small amounts of DNA, 1 µl glycogen 

(20 mg/ml) was added prior to addition of the ethanol in order to maximise DNA 

recovery.  Samples were placed at -80°C for 10 min before centrifugation in a 

microcentrifuge at 13,000 rpm for 30 min at 4°C.  The supernatant was removed and 

pellets washed in 1 ml 70% ethanol before a further centrifugation at 13,000 rpm for 

5 min.  The supernatant was removed and pellets left to air-dry before being 

resuspended in the required amount of 1x TE (10 mM Tris-HCl pH 8.0, 1 mM 

EDTA pH 8.0).  DNA that did not resuspend easily was incubated at 4°C overnight. 

 

2.2.9 DNA purification 

When purification of DNA from an agarose gel was required, the band of interest 

was visualised under blue light to minimise nicking of the DNA, excised using a 

clean scalpel and the DNA extracted using the QIAGEN' MinElute Gel Extraction 

Kit according to the manufacturer’s instructions, eluting in 10 µl.  When purification 

of DNA following a PCR reaction was necessary (e.g. prior to sequencing analysis), 

the ChargeSwitch' PCR cleanup kit (Invitrogen) was used according to the 

manufacturer’s instructions, eluting in 50 µl. 
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2.2.10 Mutagenesis methods 

2.2.10.1 PCR-based gene disruption 

For analysis of deletion mutants, the open reading frame of the gene of interest was 

replaced with a drug resistance cassette using the PCR-based method of Wach et al. 

(1994).  The primer sequences used are listed in Table 2.4. 

 

2.2.10.2 PCR-based allele replacement 

Point mutations were introduced using the method of Erdeniz et al. (1997).  

Amplification of DNA fragments was performed using a proof-reading polymerase 

(see Section 2.2.6.2) and the desired band purified by gel extraction after each 

amplification step (see Section 2.2.9).  The primer sequences used are listed in Table 

2.4. 

 

2.2.10.3 Two-step gene replacement 

When a marker was already present on an integrating plasmid with a URA3 marker 

and there was no concern about the transfer of additional DNA sequence, the two-

step replacement method used was used (based on the method of Scherer and Davis, 

1979).  This consisted of transforming a ura3 strain with a linearised plasmid 

containing both the allele of interest and a URA3 marker and selecting for “pop-in” 

transformants in which integration of the plasmid has taken place on synthetic 

complete medium lacking uracil.  This was followed by selection for subsequent 

“pop-out” events in which the URA3 gene and the plasmid backbone had looped-

out of the genome following recombination on 5!-FOA.  The resulting colonies were 

then screened for those in which the wild-type version of the gene had been replaced 

by the mutant allele by an appropriate method. 

 

2.2.11 DNA sequencing 

DNA was sequenced using the BigDye' V3.1 system (Applied Biosystems).  

Sequencing reactions were performed in a total volume of 12 µl comprising 

approximately 200 ng template DNA, 1 µl BigDye&, 3 µl sequencing buffer and 3.2 

pmol of the relevant primer.  Sequencing reactions consisted of an initial 

denaturation at 96°C for 1 min followed by 25 cycles of 10 s at 96°C, 5 s at 50°C and 

4 mins at 60°C.  Excess dye was removed using Performa DTR gel filtration 

columns (Edge Biosystems) according to the manufacturer’s instructions.  Samples 
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were analysed using an Applied Biosystems 3730 sequencer at the Protein Nucleic 

Acid Chemistry Laboratory, University of Leicester. 

 

2.2.12 Yeast transformation 

Yeast was transformed using a modified version of the LiAc/ssDNA/PEG method 

(Gietz and Schiestl, 2007).  For a single transformation reaction, a 5 ml overnight 

YEPD culture of the cells to be transformed was grown at 30°C.  The following 

morning, 400 µl of the overnight culture was used to inoculate 5 ml of fresh YEPD 

and the cells were grown for 2 growth cycles (approximately 3-4 hours).  Cells were 

pelleted in a benchtop centrifuge at 1500 xg for 3 mins before resuspension in 1 ml 

sterile water and transfer to a 1.5 ml tube.  Pellets were washed once more with 1 ml 

water before being resuspended in 1 ml 100 mM lithium acetate. 0.5 ml of the 

resulting suspension was then transferred to a separate 1.5 ml tube to be used as a no 

DNA control.  Both tubes were subsequently processed in parallel.  Cells were 

pelleted in a microcentrifuge at 13,000 rpm for 1 min and the supernatant removed.  

The following solutions were then added: 240 µl 50% (w/v) polyethylene glycol, 

MW 3350, 36 µl 1 M lithium acetate, 50 µl 2 mg/ml single-stranded salmon sperm 

DNA (denatured at 95°C for 5 mins, then snap chilled on ice) and 34 µl of 

transformant DNA or 34 µl water for the no DNA control.  Once all components 

had been added, tubes were vortexed thoroughly to mix and heat shocked in a water 

bath at 42°C for 30 mins.  After heat shock, cells were gently washed in sterile water 

twice, centrifuging at 5,000 rpm each time.  When selecting for drug resistance, 

transformed cells were incubated in YEPD for 3 hours at 30°C prior to plating.  

Cells were then plated onto selective medium and incubated at 30°C for 3-4 days. 

 

2.2.13 Synchronous liquid sporulation 

Diploid strains were patched from frozen glycerol stocks to YEPEG plates and 

grown overnight at 30°C.  Cells from the resulting growth haze were streaked for 

singles colonies on YEPD plates and incubated at 30°C for two days.  A single 

colony was then selected and used to inoculate 5 ml liquid YEPD, which was grown 

overnight at 30°C with shaking.   The following day, 150 ml SPS was inoculated with 

the required amount of the overnight YEPD culture.  Typically, a 1 in 400 dilution 

grew to the desired cell density in 18 hours.  When the SPS culture reached an 

OD"600 of 2.1, the cells were pelleted at 1500 xg for 2 min, washed in an equal 
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volume of 2% (w/v) KAc pre-warmed to the desired sporulation temperature, 

pelleted as described above and resuspended again in 225 ml of pre-warmed 2% 

(w/v) KAc.  Cultures were transferred to a 2.8 L baffled flask, the t=0 time point 

taken and the culture incubated with vigorous aeration at the desired temperature. 

 

2.2.13.1 Monitoring meiotic progression by fluorescence microscopy. 

To monitor meiotic progression by DAPI (4!, 6!-diamidino-2-phenylindoline) 

staining, 100 µl of sporulating culture was removed at the desired time points, fixed 

by the addition of 100 µl 100% ethanol and stored at 4°C until required.  To visualise 

nuclei, 4 µl of ethanol-fixed cells were mixed with 4 µl of DAPI (10 µg/ml) on a 

microscope slide and imaged using a Zeiss Axioskop 2 fluorescence microscope with 

a 100x objective.  Cells were scored as being mono-, bi-, or tetranucleate and at least 

200 cells were counted for each time point. 

 

2.2.13.2 Monitoring meiotic progression by DNA analysis 

To monitor changes in DNA throughout meiosis (either by Southern analysis 

[Section 2.2.14] or qPCR [Section 2.2.7]), 15 ml of sporulating culture (25 ml for the 

0 hour time point) was removed at the desired time point, placed on ice and fixed by 

the addition of 150 µl 10% (w/v) NaN3 (250µl for the 0 hour time point).  Cells 

were pelleted at 1500 xg for 2 min, the supernatant removed and cell pellets snap-

frozen in a dry ice/ethanol slurry before storing at -80°C.  When required, the DNA 

was extracted using the CTAB method (Section 2.2.2.2). 

 

2.2.14 Southern blotting 

2.2.14.1 Preparation of DNA and electrophoresis 

DNA for Southern analysis of meiotic DSBs was prepared using the modified CTAB 

method detailed in Section 2.2.2.2, quantified using the method described in Section 

2.2.5 and approximately 3 µg of DNA from each time-point digested for 3.5 hours 

with 25 units of restriction enzyme in a total reaction volume of 80 µl.  The digested 

DNA was ethanol precipitated (Section 2.2.8) and resuspended in 15 µl 1x TE.  5 µl 

of 5x loading buffer was added and the samples loaded into a 0.7% (w/v) agarose gel 

along with MW markers as described in 2.1.5.  Electrophoresis was carried out at 50 

volts overnight.  The gel was then stained in water supplemented with ethidium 
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bromide (0.5 µg/ml final concentration) and incubated with gentle shaking for 30 

min before visualisation as described in Section 2.2.1. 

 

2.2.14.2 Southern transfer and cross-linking 

Following visualisation, the gel was incubated at room temperature with gentle 

agitation in denaturation solution (0.5 M NaOH, 1 M NaCl) for 30 min, followed by 

30 min in neutralising solution (0.5 M Tris-HCl pH 7.5, 3 M NaCl) and 10 min in 

20x SSC buffer (3 M NaCl, 0.3 M sodium citrate).  The Southern apparatus was set 

up as follows:  the gel was placed upside-down onto a piece of Whatman 3MM paper 

which acted as a wick on top of a tank filled with 20x SSC.  A piece of MAGNA 

Nylon membrane (GE Water & Process Technologies) cut to the size of the gel was 

placed on top and rolled flat with a glass pipette to remove air-bubbles.  Two pieces 

of Whatman paper of the same size were placed on top of that, followed by a stack 

of paper towels and a weight.  DNA was left to transfer onto the membrane 

overnight by capillary action.  After transfer, DNA was UV cross-linked to the 

membrane at 120 mJ/cm2, followed by baking at 80°C for 20 min.  Membranes were 

stored at room temperature if not used immediately. 

 

2.2.14.3 Radioactive labelling of probes 

Radio-labelled probes were prepared by the incorporation of (-32P-dCTP by random 

prime labelling.  50 ng of template DNA (in a total volume of 16 µl) was denatured 

at 95°C for 10 min, then snap-chilled on ice.  (For visualisation of molecular weight 

markers, only 10 ng of template DNA was labelled.)  5 µl of oligo-labelling buffer 

(see below), 1µl 10 mg/ml BSA, 1 µl Klenow (both from New England Biolabs) and 

2.5 µl (-32P-dCTP were then added and the reaction incubated at 37°C for 1 hour. 

The probe was then fractionated to remove unincorporated radio-labelled 

nucleotides using Illustra% NICK% columns (GE Healthcare) according to the 

manufacturer’s instructions.  Before adding the probe to the hybridisation solution, it 

was first denatured by heating at 95°C for 10 min, then snap-chilled on ice.  The 

oligo-labelling buffer consisted of solutions A, B and C in the ratio 2:3:3. 

Solution A: 100 µl solution O (1.25 M Tris-HCl pH 8.0, 125 mM magnesium 

chloride), 18 µl 2-mercaptoethanol, 5 µl dATP, 5 µl dTTP and 5 µl dGTP. 

Solution B: 2 M HEPES pH 6.6 

Solution C: random hexadeoxynucleotides (90 OD units/ml) 
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2.2.14.4 Hybridisation and stringency washes 

Membranes were pre-hybridised in 50 ml pre-hybridisation solution (2x SSPE [20x 

stock solution composed of 3 M NaCl, 0.2 M NaH2PO4, 0.02 M EDTA pH 7.4] 1% 

(w/v) SDS, 5x Denhardt’s [50x stock solution composed of 10 mg/ml Ficoll 400, 10 

mg/ml PVP 360, 10 mg/ml BSA fraction V], 0.2 mg/ml denatured salmon sperm 

DNA) for at least 4 hours at 65°C in roller bottles.   The prehybridisation solution 

was then poured off and 40 ml pre-heated hybridisation solution (2x SSPE, 1% 

(w/v) SDS, 50 mg/ml dextran sulphate, 0.15 mg/ml denatured salmon sperm DNA) 

quickly added.  The fractionated probe was added directly to the hybridisation 

solution and the hybridisation reaction allowed to proceed overnight at 65°C with 

constant rotation.  Following hybridisation, the membrane was washed in a large 

plastic tray with agitation in the following solutions:  

  500ml 2x SSPE, 0.5% (w/v) SDS for 5 mins at room temperature 

  500ml 2x SSPE, 0.5% (w/v) SDS for 20 mins at room temperature 

  500ml 0.2x SSPE, 0.5% (w/v) SDS for 30 mins at room temperature 

  500ml 0.2x SSPE, 0.5% (w/v) SDS for 30 mins at 65°C 

  500ml 0.2x SSPE for 5 mins at room temperature 

Membranes were monitored using a Geiger counter: if the edges of the blot gave a 

signal greater than approximately 2x background signal, the membrane was washed 

again in 0.2x SSPE, 0.5% (w/v) SDS. 

 

2.2.14.5 Detection and quantification 

Membranes were blotted on Whatman 3MM paper to remove excess liquid and 

wrapped in cling-film to prevent drying out.  They were then exposed to a storage 

phosphor screen (GE Healthcare) for 6 hours to overnight depending upon the 

exposure time required to give sufficient signal.  The phosphor screen was 

subsequently scanned using a Typhoon Phosphorimager (GE Healthcare) and 

CellQuant software was used to quantify the amount of DNA present in the bands 

of interest.  To do this, bands were defined by upper and lower boundaries and the 

area under each peak was used to calculate the amount of DNA contained within. 
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2.2.15 Genetic procedures 

2.2.15.1 Mating and sporulation 

When crossing to obtain segregants (i.e. not performing recombination analysis), 

haploid strains of opposite mating types were mixed on a YEPD plate and incubated 

at 30°C for at least 4 hours.  Following mating, cells were replica plated to 

sporulation medium and incubated at either 23°C or 33°C as required for 24-48 

hours.  Yeast cells were examined for sporulation using a Zeiss Axiostar phase 

contrast microscope. 

 

2.2.15.2 Diploid selection 

To select for diploid cells (e.g. for liquid sporulation), haploid strains were mated as 

described in Section 2.2.15.1 and cells from the mating mix then streaked for single 

colonies on minimal media supplemented with any nutrients that both haploid strains 

were auxotrophic for.  Cells were incubated for 2 days at 30°C and single colonies 

picked.  If selection by complementation was not possible, the mating mix was 

streaked for single colonies on YEPD medium, and after incubation at 30°C for 2 

days, large, smooth-looking single colonies (indicative of diploids in the SK1 

background) were patched on to YEPD and a the cells were determined to be either 

diploid or haploid using phase contrast microscopy (diploid cells appear considerably 

larger and a lot less clumpy than haploids).  

 

2.2.15.3 Sporulation protocol for recombination analysis 

In order to measure recombination under the same liquid sporulation conditions 

necessary to achieve the synchronous sporulation required for physical analyses 

(whilst seeking to avoid potential problems associated with assessing recombination 

from a single diploid colony) the following strategy was designed: the haploid strains 

to be crossed were patched onto a YEPEG plate from -80°C stocks and grown for 

24-48 hours at 30°C.   The two strains were then mixed on a YEPD plate and mating 

allowed to proceed for 5 hours at 30°C.  To enrich for diploids, the cells were then 

replicated to a minimal medium plate supplemented with 250 µl 0.5% (w/v) adenine 

hemisulphate and grown overnight at 30°C.  A single-colony-sized amount of 

primarily diploid cells was then used to inoculate a 5 ml YPD culture and the 

sporulation procedure completed as described for liquid sporulation (Section 2.2.13), 

incubating at 23°C.   
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2.2.15.4 Tetrad dissection 

Prior to dissection, asci were incubated in 100 µl dissection buffer (1 M sorbitol, 10 

mM EDTA, 10 mM NaPO4 pH 7.2) supplemented with 5µl 5 mg/ml 20T zymolyase 

for 30 min at 37°C in order to enzymatically remove the ascal wall.  Following 

digestion, a further 400 µl dissecting buffer was gently added and the cell 

preparations stored at 4°C for up to one week.  Tetrad dissection was carried out on 

YEPD medium using a Zeiss Axioscope microscope and micromanipulator.  

Dissecting needles were obtained from Singer Instruments.  Spores were allowed to 

germinate and proliferate on YEPD for 2-3 days at 30°C prior to recombination 

analysis (Section 2.2.15.7). 

 

2.2.15.5 Mating type testing 

To determine the mating type of a particular strain(s), cells were mated on YEPD 

medium to MATa and MAT( tester strains for at least 4 hours before replica plating 

to minimal medium and incubation overnight at 30°C.  The mating tester strains 

contain auxotrophies (ura2, tyr1) not present in the strains used for analysis.  

Therefore, following replication to minimal medium, only cells that have mated and 

henceforth undergone complementation of auxotrophies will be able to grow. 

 

2.2.15.6 Spore viability analysis 

Spore viability was assessed by counting the numbers of spores visible to the naked 

eye.  Tetrads were classified as containing 0, 1, 2, 3 or 4 viable spores.  To calculate 

overall viability the following equation was used: 

 

((n 4-spore tetrads x 4) + (n 3-spore tetrads x 3) + (n 2-spore tetrads x 2) + n 1-spore 

tetrads))/(n 4-spore tetrads x 4) x100 

 

2.2.15.7 Recombination analysis by tetrad dissection  

To determine the recombination events occurring during meiosis in each tetrad, 

haploid strains were constructed that upon mating form diploids heterozygous for a 

number of marker mutations at loci on chromosomes III, VII and VIII (see Figure 

4.2).  Each marker results either in yeast being unable to grow on media lacking 

specific nutrients or confers the ability to grow on certain drug-containing media.  

Following replica plating to these selective media, the spore genotypes were scored 
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andcompared to the parental genotypes using MacTetrad 6.9 software (Greene, 

1994).  This calculates the numbers of parental ditypes (PD), tetratypes (TT) or non-

parental ditypes (NPD) and identifies aberrant segregation patterns.  The software 

also calculates a cM value for each genetic interval using the formula of Perkins 

(1949): 

cM = !(TT + 6NPD)/(TT + NPD + PD) 

 

Meiosis I non-disjunction was assessed using the two viable spore tetrad class.  The 

insertion of URA3 at the centromere of chromosome VIII enabled sister and non-

sister spores to be identified.  Non-maters indicative of chromosome III non-

disjunction were identified by mating type test as described in Section 2.2.15.5. 

 

2.2.15.8 Random Spore Analysis 

Diploid strains containing heteroallelic versions of his4 (see Figure 4.2 for schematic 

diagram) and heterozygous for the recessive mutations can1 and cyh2-z (conferring 

resistance to canavanine and cyclohexamide respectively) were sporulated in 50 ml 

volumes as described in Section 2.2.12.  After 24 hours, 200 µl of culture was 

removed and transferred to a 1.5 ml microcentrifuge tube.  Single spores were 

generated using a modified version of the protocol described in Jessop et al. (2005).  

Following centrifugation at 13,000 rpm for 1 min, the supernatant was removed and 

the pellet washed twice with sterile deionised water.  After the second wash, the 

pellet was resuspended in 500 µl 1 M sorbitol, 10 mM EDTA, 50 mM KPO4 buffer 

(pH 7.5), 1% #-mercaptoethanol and 4 mg/ml zymolyase 20T and incubated at 37°C 

for 15 min.  Cells were pelleted at 13,000 rpm for 1 min, the supernatant removed 

and the pellet resuspended in 1 ml 0.1% Tween 80 (Sigma).  Spores were separated 

by sonication on ice for 15 seconds at a time (followed by 2 min on ice to prevent 

overheating) until >90% cells were single spores as monitored by phase contrast 

microscopy.  Five 1 in 10 serial dilutions were then made using sterile deionised 

water and 100µl of the 10-2 to 10-5 dilutions were plated onto complete medium 

lacking arginine but supplemented with canavanine and cyclohexamide. Selecting for 

cells resistant to both canavanine and cyclohexamide ensures that only recombinant 

haploids are scored.  100µl suspensions from the neat solution and the 10-1 and 10-2 

dilutions were plated onto two plates of complete medium lacking histidine and 

arginine but containing canavanine and cyclohexamide to select for His+ spores.   
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After incubation at 30°C for 3 days, 100 colonies from the non-prototroph selecting 

medium and 200 colonies from the prototroph-selecting medium from each 

experiment were picked and patched out onto YEPD plates.  After growth 

overnight, the patches were replicated to media containing either nourseothricin or 

hygromycin B.  Following incubation overnight at 30°C, each patch was scored for 

growth or lack of growth on the medium containing nourseothricin or hygromycin B 

in order to assess the amount of recombination taking place.  For each strain tested, 

three independent experiments were performed, each from an independently isolated 

diploid colony. 

 

2.2.16 Statistical analysis 

A variety of statistical tests were performed to investigate the significance of the 

results obtained.  These included the G-test of homogeneity, the Pearson’s chi-

square ()2) test and the Student’s t-test (Sokal and Rohlf, 1969).  Generally, a P-value 

of less than 0.05 was considered significant.  When multiple comparisons were made, 

the Dunn-Sidak correction factor was applied to prevent false rejection of the null 

hypothesis that any deviation observed was due to chance.  The relevant P-value 

used for assessing significance is stated for each test performed where appropriate. 
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CHAPTER 3 

ANALYSING RESECTION AND GENE 

CONVERSION AT THE HIS4 HOTSPOT 

 

3.1 Introduction 

Following meiotic DSB formation, the broken DNA ends undergo resection and 

repair.  Due to the transient nature of the single-stranded DNA (ssDNA) produced 

during this process, accurate measurements of resection intermediates have been 

difficult to provide, meaning that no assessment of the factors contributing to 

resection has been made in otherwise wild-type cells.  Previous attempts to quantify 

resection tracts have been largely reliant upon the use of Southern blotting.  For 

example, estimation of the amount of smearing visible around the DSB using strand-

specific probes is a method that has been employed by several investigators (Bishop 

et al., 1992; Vedel and Nicolas, 1999).  An alternative approach is the use of loss-of-

restriction-site assays that take advantage of the fact that many restriction enzymes 

only cleave dsDNA templates.  This means that any DNA present at the restriction 

site in single-stranded form is protected from cleavage and can thus be separated 

from the digested dsDNA by gel electrophoresis.  Subsequently, Southern blotting 

(probing for DNA sequence adjacent to the DSB) is used to reveal the fragments of 

interest (Sun et al., 1991; Manfrini et al., 2010). 

 

In addition to being time-consuming and requiring relatively large amounts of DNA, 

Southern blotting is also somewhat limited in its ability to distinguish small amounts 

of target DNA above background meaning that low level resection products may go 

undetected.  Various approaches have been taken to circumvent this inherent 

limitation including the use of artificially ‘hot’ Spo11-dependent break sites (Bishop et 

al., 1992) (such as HIS4LEU2 which undergoes approximately 1 DSB per cell (Cao et 

al., 1990; Storlazzi et al., 1995)), non-Spo11-dependent break sites such as that 

catalysed by the VMA1-derived endonuclease (Neale et al., 2002; Johnson et al., 

2007) and the employment of the dmc1! mutation (Tsubouchi and Ogawa, 2000; 
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Manfrini et al., 2010) in which strand invasion is prevented and hyper-resected DSBs 

accumulate (Bishop et al., 1992).  However, all of these methods affect either the 

formation or processing of the DSBs meaning that the results obtained may not be 

representative of normal resection. 

 

Recently, Alastair Goldman and colleagues (University of Sheffield, UK) have 

developed an alternative approach that combines the loss-of-restriction-site 

methodology with the use of real-time PCR for DNA quantification, affording 

greater accuracy and sensitivity.  In this technique, PCR primers are designed to flank 

a suitably placed restriction site.  The DNA extracted from cells undergoing meiosis 

is then subjected to restriction digestion prior to PCR being carried out.  If the DNA 

is double-stranded at the site of interest, enzyme cleavage will act to destroy the PCR 

template, meaning that amplification from the flanking primers cannot occur.  

However, if the DNA is single-stranded at the target site, it will not be cut by the 

restriction enzyme, leaving a template that can be amplified in the subsequent PCR 

step.  A second pair of PCR primers targeted to the rDNA locus (to amplify a region 

which does not contain target sites for any of the restriction enzymes used) provide 

an internal control with which to assess the total amount of DNA added to the PCR 

reaction.  The dsDNA-binding dye SYBR! Green I fluoresces much more strongly 

when it is bound to dsDNA than when free in solution.  Therefore, if this dye is 

included within the reaction, the fluorescent signal generated will increase as 

amplification of the target region occurs.  During real-time PCR, fluorescence is 

monitored each cycle and the number of cycles required to increase the fluorescence 

signal significantly above the background fluorescence (the crossing-point) thereby 

provides a measure of the amount of template DNA present at the start of the 

reaction.  Comparison between the crossing-points of the enzyme target PCR and 

the loading control PCR thus allows the calculation of the proportion of DNA 

single-stranded at the site of interest (see Section 3.2.3 for details). 

 

We hypothesised that this technique could provide the sensitivity required to detect 

and quantify small variations in the amounts of ssDNA formed at natural 

recombination hotpots.  In this chapter we sought to test this possibility using the 

HIS4 hotspot and if successful, to apply this methodology to assess the contribution 
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made by Exo1 to meiotic resection and the influence of resection upon hDNA 

formation during recombination. 

 

3.2 Materials and methods 

3.2.1 Strain construction 

Strains were designed to provide a number of genetic intervals across three 

chromosomes in which recombination could be assessed (Figure 4.2).  All strains 

were constructed by transformation or by crossing to SK1 strains provided by 

Michael Lichten (National Cancer Institute, Betheseda, USA).  The his4-XhoI and 

his4-BglII alleles represent the cutting and filling-in of the XhoI and BglII restriction 

sites situated 96 bp and 1,688 bp downstream of the HIS4 start codon, respectively.  

Both mutations result in 4 bp insertions.  The his4-XhoI allele was obtained by 

crossing to an existing strain, while his4-BglII was inserted using the two-step gene 

replacement method (Section 2.2.10.3) following linearisation of pRED322 with 

XbaI.  The trp5-S, met13-B and lys5-P alleles have been described previously (de los 

Santos et al., 2003; Martini et al., 2006) and were inserted using the same two-step 

gene replacement method.  The plasmids used were provided by Neil Hunter 

(University of California, Davis, USA).  For insertion of trp5-S, plasmid pNH229 was 

linearised with BglII, while the met13-B allele was derived from a BsrGI digest of 

pNH217.  No suitably placed single-cutting enzyme could be identified in the lys5-P 

containing plasmid pNH223; therefore, an NcoI partial digest was carried out to 

obtain product in which the linearised plasmid made up a substantial proportion of 

the DNA molecules.   

 

CEN8:URA3 was introduced following PCR amplification of the CEN8:URA3 

marker from strain NHY942 (Martini et al., 2006) using oligonucleotides placed a 

sufficient distance either side of the insert to provide the homology required for 

homologous recombination.  The ade1-1 allele (ade1-S240F) was inserted using a 

cloning-free PCR-based allele replacement method (Erdeniz et al., 1997; Section 

2.2.10.2) using genomic DNA from strain EY97 (Hoffmann et al., 2005) as a 

template. The rad50S mutation was obtained by crossing to an existing strain.  The 

allele used is an A/T point mutation in the RAD50 gene, which causes an amino acid 

change from lysine to isoleucine at position 81 (Alani et al., 1990). The remaining 

markers have been described previously (leu2-R (Borts et al., 1986) and arg4-nsp 
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(Nicolas et al., 1989)), and the desired segregants were acquired by standard genetic 

crossing.  

 

The exo1-D173A allele was introduced using the PCR-based allele replacement 

method (Erdeniz et al., 1997) using plasmid template pEAM71 (Table 2.2).  As prior 

sequencing of the EXO1 open reading frame in SK1 revealed two non-synonymous 

polymorphisms compared to the strain background used in the construction of the 

aforementioned plasmids, only a limited region of EXO1 surrounding the point 

mutation was transferred in order to prevent any additional amino acid changes 

being introduced.  The exo1-D173A mutation ablates a DrdI restriction site, allowing 

for the screening of successful integrations by restriction digestion.  The EXO1 open 

reading frame was replaced with the KanMX4 cassette conferring resistance to 

geneticin using a PCR-based gene replacement method (Wach et al., 1994).  All alleles 

were confirmed by PCR, linkage analysis and DNA sequencing where appropriate.  

Full genotypes are provided in Table 2.1 and the oligonucleotide sequences used are 

given in Table 2.4. 

 

3.2.2 Reconstruction experiments for qPCR assay validation 

Reconstruction experiments were performed by dividing an aliquot of DNA 

extracted from pre-meiotic cells into two halves.  One half was kept on ice to 

preserve the native DNA structure while the other half was denatured to produce 

ssDNA by heating at 95°C for 7 min.  The heated sample was then snap chilled on 

ice for 2 min.  The native and denatured DNA was mixed in a 9:1 ratio to produce a 

sample containing 10% ssDNA.  Subsequently, the 5%, 2%, 1% and 0.5% ssDNA 

samples were made by serial dilution of the 10% ssDNA sample with the appropriate 

amount of native DNA.  These samples were then subjected to the loss-of-

restriction-site qPCR assay described below. 

 

3.2.3 Loss of restriction site analysis by qPCR 

All DNA samples were extracted from cells using the CTAB method (Section 

2.2.2.2).  For each sample tested, approximately 750 ng of genomic DNA was 

digested with 25 units of enzyme for 30 mins at 37°C in a total volume of 50 µl.  

Following digestion, 20 µl of the digest was diluted into 80 µl of ice-cold water, 2 µl 

of which was added to each qPCR reaction to give approximately 6 ng of template 



Chapter 3                                                            Analysing Resection & Gene Conversion at the HIS4 Hotspot 

 66 

DNA per reaction.  Quantitative PCR was carried out as described in Section 2.2.9 

and was directed to both the target site of interest and the rDNA region.  Mean Cp 

values for each triplicate sample were imported into Microsoft Excel and standard 

curves were constructed for both the target site primer pair and rDNA primer pair 

by plotting the mean Cp values obtained against the log10 of the dilution factor used.  

A line of best fit was drawn and the slope (m) and y intercept (b) of the line 

calculated.   For each experimental sample, a value for the amount of template DNA 

present at the start of the PCR (x) at both the target and rDNA loci were obtained 

by reference to the appropriate standard curve using the formula:  

 

 

 

For the reconstruction experiments, the proportion of ssDNA and dsDNA were 

then calculated using the equations: 
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In order to compare between different target sites and time courses, it was necessary 

to normalise the data from each experiment to take account of the efficiency with 

which the digestion of dsDNA had occurred.  This was done by reference to the 

amount of ssDNA measured in the 0 hour time point of that time course (where the 

0 hour sample is assumed to represent 100% dsDNA) using the equation: 

 

! 

%ssDNA =%ssDNA
MEASUREDIN SAMPLE

"
%dsDNA

MEASUREDIN SAMPLE

%dsDNA
MEASUREDAT 0hr

#%ssDNA
MEASUREDAT 0hr

$ 

% 
& 
& 

' 

( 
) 
) 
 

 

Resection was assessed in wild-type (RKD51), exo1! (RKD52) and exo1-D173A 

(RKD55) strains. 
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3.2.4 Quantitative Southern blot analysis 

Quantitative Southern blotting was carried out as described in Section 2.2.14.     

Blots were probed with an "-32P radio-labelled HIS4 fragment  (+523 to +1,547 

base-pairs, relative to the HIS4 open reading frame) amplified from plasmid pVC4 

(Table 2.2). The percentage of DSBs present in each time point was calculated using 

the formula:  

 

! 

%DSBs =
DSB signal

DSB + parental signal
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3.2.5 Measurements of gene conversion 

NMS was assessed at the his4-XhoI allele in wild-type (RK358 x RK392), exo1! 

(RK359 x RK394) and exo1-D173A strains (RK399 x RK425) and at his4-BglII in 

wild-type (RK385 x RK392) and exo1! cells (RK387 x RK394).  NMS was scored as 

any tetrad not exhibiting a 2:2 pattern of segregation at HIS4 and statistical 

comparisons were carried out as described in Section 2.2.16. 
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3.3 Results 

3.3.1 Verifying the suitability of the HIS4  hotspot for resection analysis  

Before attempting to use HIS4 as a site for resection analysis, it was necessary to 

verify that results obtained at this locus were unlikely to be affected by the 

processing of DSBs occurring nearby.  In order to do this and to confirm the 

location of the HIS4 hotspot, DSB formation was monitored in rad50S strains in 

which unresected DSBs accumulate (Alani et al., 1990).  Cells were sporulated as 

described in Section 2.2.13.  Consistent with previous studies (Nag and Petes, 1993; 

Hoffmann et al., 2005), a high frequency of DSBs was observed centring 

approximately 300 bp upstream of the HIS4 start codon (Figure 3.1A).  To assess the 

possibility that DSBs downstream of HIS4 could contribute to the conversion or 

resection observed at the locus, an EcoRV digest was used (Figure 3.1B).  Aside from 

the HIS4 hotspot, no other DSB sites were seen.  Where faint bands were present, 

they were also visible in the 0 hour time point suggesting that these bands reflect 

non-specific probe binding.  As no other DSB hotspots were observed within a 1.3 

kb region upstream or 5.9 kb downstream of HIS4, this locus was therefore 

considered suitable for resection studies.  When DSBs were measured in three 

independent cultures of wild-type, exo1! and exo1-D173A strains, a similar 

proportion of DSBs were produced in all three genotypes (approximately 13%; 

Figure 3.1A), demonstrating that the status of Exo1 does not affect DSB formation. 

 

3.3.2 Selection of HIS4  restriction sites and assay validation 

Potential restriction enzyme sites for use in the resection assay were selected 

according to a range of criteria.  Specifically, they had to be commercially available, 

active at temperatures of 37°C or below (to prevent DNA denaturation) and be free 

of detectable exonuclease or endonuclease activities upon non-target substrates.  

These properties were assessed using the product information provided by the 

manufacturer (New England Biolabs) and several suitable sites were identified within 

a 2 kb region downstream of HIS4 (Figure 3.3A).  To verify the suitability of these 

enzymes and to determine whether or not the small amounts of ssDNA expected at 

the HIS4 locus were likely to be quantifiable using this approach, reconstruction 

experiments were performed.  In these experiments, a series of known quantities of 

ssDNA ranging from 10% to 0% were prepared as described in Section 3.2.3.  These 

samples were then subjected to the loss-of-restriction-site qPCR assay in order to
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Figure 3.1: Analysis of DSB formation at HIS4  in rad50S  strains 

(A) DSBs at HIS4 were assessed after 12 hours in sporulation medium in three 

independent wild-type, exo1! and exo1-D173A cultures.  DNA was digested with 

BglII in order to estimate the amount of breaks formed and the position of the break 

with respect to the HIS4 start codon.  The average amount of DNA present as a 

DSBs was measured at 12.8% in wild-type, 14.7% in exo1! cells and 13.2% in the 

exo1-D173A strain.  These values were not significantly different from each other 

(p>0.7, t-test).  (B) DNA was digested with EcoRV to look for the presence of DSBs 

downstream of HIS4.  BstEII digested lambda DNA was used as a molecular weight 

standard and the size of each band is indicated.  The black boxes represent the 

approximate location of the probe used for DSB analysis. 
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measure the amount of ssDNA at each point in the series (Figure 3.2).  This was 

repeated for each restriction enzyme site of interest.  When the proportion of 

ssDNA measured in these experiments was compared to the proportion of ssDNA 

expected, a linear correlation between the known and expected proportion of 

ssDNA was observed at all sites assessed (Figure 3.3B).  The greatest source of 

variation between the different enzymes appeared to be the efficiency with which the 

dsDNA was digested.  For example, when the 0% ssDNA sample was considered, 

digestion with ClaI resulted in 0.41% ssDNA being detected, while digestion with 

AatII produced 1.07% ssDNA.  To take account of this variation in enzyme 

efficiency the data was normalised using the equation outlined in Section 3.2.3.  This 

normalisation assumes that the value measured in the 0% ssDNA sample resulted 

solely from incomplete digestion. 

 

Following normalisation, a very close correlation between the amount of ssDNA 

expected and measured was obtained for values between 0% and 5% ssDNA at all 

four target sites (Figure 3.3C).  When ssDNA constituted a greater proportion of the 

total DNA in the sample, an increased divergence from the expected amount of 

ssDNA was observed indicating that this technique may become less accurate at 

higher ratios of ssDNA to total DNA. However, for the amounts of ssDNA 

expected to occur during a meiotic time course experiment, this approach should 

provide a reliable and accurate method of quantifying ssDNA.  For all primer pairs, 

melt curve analysis revealed a single peak demonstrating that all pairs specifically 

amplify a single target site (Figure 3.2C and D; data not shown). 

 

3.3.3 Analysis of meiotic DSB resection at HIS4  

Following validation of the qPCR loss-of-restriction-site methodology, the assay was 

applied to samples obtained from cells undergoing meiosis.  The data was normalised 

as described above by assuming that any amplification observed in the 0 hour time 

point was the result of incomplete digestion.  Resection was initially characterised in 

a wild-type strain and two independent time courses were examined.  In both time 

courses a steep resection gradient was observed whereby the amount of ssDNA 

detected decreased with increasing distance from the DSB.  A considerable amount 

of ssDNA was observed approximately 0.5 kb from the DSB, and the majority of 

this DNA also appeared to have been resected as far as 0.8 kb. However, very little 
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Figure 3.2: Validation of the restriction site suitability – the AatII site 

(A) Real-time fluorescence amplification plots produced when the indicated 

proportions of ssDNA were digested with AatII prior to qPCR being carried out 

using primers flanking the AatII site at HIS4.  Triplicate reactions were performed 

for each sample. (B) Amplification plots of the same digested samples when PCR 

was directed to the rDNA locus. (C) Melt curve analysis at the AatII site 

demonstrating specific amplification of a single product. (D) Melt curve analysis at 

the rDNA site demonstrating specific amplification of a single product. (E) Standard 

curves for both the AatII primers and rDNA primers constructed from a DNA 

serial dilution demonstrating that linear range (F) The amount of ssDNA measured 

in each sample plotted against the amount expected.  The line of best fit between 

dilutions is shown. 
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Figure 3.3: Validation of resection assay target sites and data normalisation 

(A) Schematic diagram indicating the position of the restriction site targets used in 

the resection assay with respect to the HIS4 hotspot.  The HIS4 hotspot is located 

approximately 300 bp upstream of the start codon.  PCR primers were designed to 

flank each restriction site.  A second qPCR reaction was also targeted to the rDNA 

region in order to quantify the total amount of DNA added to the reaction.  (B) 

Samples containing known quantities of ssDNA were prepared and subject to loss-

of-restriction site analysis by qPCR.  For each target site, the proportion of ssDNA 

measured was plotted against the proportion of ssDNA expected.  The dashed line 

indicates a perfect correlation.  (C) The same data presented in B after normalisation 

to account for variations in the efficiency of restriction enzyme digestion. 
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ssDNA was observed approximately 1.25 kb from the DSB and virtually no ssDNA 

was observed at the 2 kb site (Figure 3.4A).  These lengths are consistent with 

previous estimates of resection (Sun et al., 1991; Bishop et al., 1992; Vedel and 

Nicolas, 1999).  We also attempted to measure ssDNA at the AclI restriction site 

situated approximately 0.2 kb from the DSB site.  However, despite performing well 

in the reconstruction experiments, this site repeatedly gave inconsistent and poorly 

reproducible results upon time course samples (data not shown) and hence was 

excluded from further analysis.  We hypothesised that this could be due either to 

DSBs occurring within the amplicon or degradation of the 3! end.  At all target sites, 

the peak amount of ssDNA was observable after 7 hours in sporulation medium 

(Figure 3.4A).  In the exo1! time courses, considerably less ssDNA was measured at 

the NheI site (approximately 0.5 kb from the DSB) compared to the wild-type strain 

and only a small proportion of this ssDNA remained detectable at ClaI 

(approximately 0.8 kb from the DSB).  Furthermore, the ssDNA measured at the 0.8 

kb site peaked an hour later than the ssDNA measured at the 0.5 kb site, consistent 

with a reduction in the processivity of resection in the absence of EXO1.  As the 

reduction in ssDNA could not be attributed to a reduction in DSB formation, this 

strongly suggests that Exo1 functions in resecting Spo11-dependent DSBs in 

otherwise wild-type cells.  

 

The ssDNA detected during meiosis was expected to result from the 5! to 3! 

resection of the DSB.  This effectively removes one DNA strand, leaving only one 

strand of the original chromatid available to serve as a PCR template.  In contrast, 

both strands of each chromatid are amplifiable at the rDNA locus and at all sites in 

the reconstruction experiments where the ssDNA was produced by denaturing 

dsDNA.  For this reason, the amount of ssDNA measured as a consequence of 

resection underestimates the proportion of chromatids resected, preventing direct 

comparisons with DSB frequency from being made.  Accurate calculation of the 

percent of resected chromatids would require the amplification efficiency associated 

exclusively with the first PCR cycle (in which only the primer complementary to the 

unresected strand is able to bind) to be known.  Calculation of this is not feasible.  

However, if the efficiency of amplification in this first cycle is assumed to be equal to 

the mean efficiency observed when both primers in the reaction are active (as
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Figure 3.4: Measurements of DSBs and single-stranded DNA in meiotic time course experiments 

(A) For each genotype indicated, the amount of ssDNA detected by the loss-of-restriction site qPCR assay at each restriction site and the amount of 

DSB measured by quantitative Southern blot analysis is plotted at each time point assessed.  Each data point represents the mean value measured in 

two independent time courses.  Error bars indicate the range of the data observed.  (B) The same data after the amount of ssDNA was doubled to 

take account of the strand removed by resection. 
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calculated from the standard curve), the percent of resected chromatids would be 

equal to twice the amount of ssDNA measured.  When this correction was applied 

and the resulting values were compared to the amount of DSBs measured in the 

same time courses by Southern blotting, it appeared that resection intermediates 

accumulated to higher levels than DSBs (Figure 3.4B).  This could suggest either that 

DSBs are underestimated by the Southern blotting approach or that the 2-fold 

correction factor applied to the ssDNA is inaccurate, resulting in the amount of 

resection being overestimated.  Alternatively, this apparent discrepancy may be due 

to a difference in the length of time the intermediates take to turnover.  If ssDNA 

persists after DSBs are no longer detectable, the amount of ssDNA produced may 

appear to be higher.  This would argue that only a small proportion of the resected 

DNA is incorporated upon strand invasion. 

 

3.3.4 Gene conversion at HIS4  requires Exo1 

In order to ascertain whether resection determines the extent of hDNA formation, 

the amount of gene conversion occurring at HIS4 was assessed under the same 

sporulation conditions used in the resection analysis.  Conversion was measured 

using DSB proximal (his4-XhoI) and distal (his4-BglII) alleles.  Consistent with a role 

for resection in determining the extent of hDNA, non-Mendelian segregation was 

significantly reduced in the exo1! cells at both alleles when compared to wild-type 

(p<0.007, G-test; Table 3.1, Figure 3.5).  However, while this was similar to the 

effect that EXO1 deletion had upon the resection gradient, there did not appear to 

be a direct correlation between resection and conversion.  This was most clearly 

demonstrated in the wild-type strain in which over one third of the gene conversion 

tracts that were measured 96 bp from the start codon (approximately 0.4 kb from the 

DSB) also extended as far as 1,688 bp away (approximately 2 kb from the DSB; 

Table 3.1).  However, despite significant quantities of resection being observed 0.5 

kb from the DSB, virtually no ssDNA was detected at the site of the DSB distal 

allele even though considerable amounts of hDNA must have formed there (Figures 

3.4 and 3.5).  This argues that more hDNA is produced during meiosis than can be 

accounted for by detectable resection of the DSB.   
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Table 3.1: Non-Mendelian Segregation at HIS4 

Genotype  Allele 

  his4-XhoI his4-BglII 

Wild-type % NMS 

(NMS/total tetrads) 

29.2† 

(275/941) 

11.2† 

(38/338) 

exo1! % NMS 

(NMS/total tetrads) 

23.6* 

(209/885) 

2.5* 

(3/118) 

exo1-

D173A 

% NMS 

(NMS/total tetrads) 

15.4*† 

(49/319) 

not 

determined 

 

1Non-Mendelian segregation includes gene conversion and post-meiotic segregation 
events.  Tetrads exhibiting !3 NMS events per tetrad were scored as false tetrads and 
excluded from further analysis.  %NMS was calculated as: (number of NMS 
events/total number of tetrads) x 100.  Comparisons were made using the G-test of 
homogeneity and statistically significant (p<0.0169) differences are indicated as 
follows: * significantly different from wild-type, † significantly different from exo1!. 
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Figure 3.5: The effect of EXO1  deletion on the HIS4 gene conversion 

gradient in the SK1 strain background 

Following tetrad dissection, non-Mendelian segregation (NMS) was measured at two 

alleles situated 96 bp and 1,688 bp from the HIS4 start codon (approximately 0.4 kb 

and 2 kb from the HIS4 hotspot).  In the absence of EXO1, NMS is significantly 

reduced at both alleles.  See Table 3.1 for raw data. 
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3.3.5 The functions of Exo1 in DNA resection and hDNA formation are 

nuclease-dependent    

To confirm that the deficient resection and hDNA formation observed in exo1! was 

due specifically to a nucleolytic role for Exo1 in these processes, the nuclease 

deficient allele exo1-D173A (Tran et al., 2002) was studied.  As shown in Figure 3.4, 

very little ssDNA was detected in the exo1-D173A time courses consistent with 

reduced resection taking place.  As observed previously in exo1! cells, the peak 

amount of ssDNA detectable 0.8 kb from the DSB was delayed by an hour 

compared to the peak amount of ssDNA 0.5 kb away.  Furthermore, gene 

conversion at his4-XhoI was significantly reduced in exo1-D173A tetrads compared to 

the wild-type cells (p=4 x 10-7, G-test).  Gene conversion was also reduced in the 

exo1-D173A strain when compared to exo1! tetrads (p=0.0016, G-test), suggesting 

that the presence of the nuclease-defective protein may partially inhibit either strand 

invasion or the residual resection observed in exo1! cells.  These results demonstrate 

that the phenotype observed in exo1! is not an indirect consequence of the loss of 

the protein (for example, if the absence of Exo1 destabilised a protein complex 

involved in these processes).  Rather, Exo1 plays a nuclease-dependent role in DSB 

end resection and hDNA formation. 

 

3.3.6 The pol3-c t  allele confers a severe mitotic growth defect in the SK1 

background 

It has been suggested that resection may progress coordinately with recombination-

related DNA synthesis (Abdullah et al., 2004; Hoffmann and Borts, 2004; Maloisel et 

al., 2004) and the results obtained in this study could be accounted for by such a 

mechanism (see discussion). Therefore, we aimed to test this idea by monitoring 

resection in strains carrying the pol3-ct allele: a short C-terminal truncation removing 

the last 4 amino acids of the POL3 gene, which encodes the catalytic subunit of 

DNA polymerase !.  This allele has been shown to result in decreased gene 

conversion tract lengths and reduced crossing over during meiosis without exhibiting 

a mutant phenotype during vegetative growth, leading to the suggestion that pol3-ct is 

specifically defective during meiotic recombination-related DNA synthesis (Section 

1.5.2.1;  Maloisel et al., 2004).  If resection and synthesis are coordinated, it follows 

that in situations where DNA synthesis is limited, resection would be similarly 

reduced.  Unfortunately, when the pol3-ct allele was introduced, it was found to 
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confer a severe mitotic growth defect in the SK1 strain background.  Colonies were 

small, slow-growing and had ragged edges, consistent with a defect in DNA 

replication (data not shown).  While it is curious that the mutation (which does not 

show a mitotic defect in either the W303 or BR strain backgrounds (Maloisel et al., 

2004)) should cause this phenotype in SK1 strains, it meant that the pol3-ct allele 

could not be used to assess the coordination of resection and DNA synthesis as 

hoped.  Subsequent discussion with Laurent Maloisel (CEA, France) confirmed that 

this is consistent with his unpublished observations. 

 

3.4 Discussion 

3.4.1 A new method with which to study resection at Spo11-dependent DSBs 

In this chapter we have demonstrated that a qPCR-based method previously used to 

measure the amount of ssDNA produced by resection of a VMA1-derived 

endonuclease (VDE) catalysed DSB can also be applied to a Spo11-dependent 

meiotic hotspot.  This method offers several advantages over Southern blotting in 

that it can provide data more rapidly and allows even very small amounts of ssDNA 

to be detected.  Although target sites are limited by DNA sequence and enzyme 

suitability, we were able to identify several potential sites within a 2 kb region based 

upon freely available information.  In contrast to previous applications at the 

VMA1-derived endonuclease break site which repairs most commonly by single-

strand annealing between flanking regions of homology (Hodgson et al., 2010), the 

use of this methodology at breaks that preferentially undergo strand invasion 

mediated repair may provide a more biologically relevant assessment of resection.  

However, while this technique provides greater sensitivity in detecting ssDNA than 

is possible employing methods of analysis based on Southern blotting alone, 

Southern blotting must still be used to estimate DSB formation.  In addition, it is 

difficult to accurately determine the percentage of chromatids undergoing resection.  

Therefore, while the results of this assay allow resection tract length distributions and 

the enzymes contributing to ssDNA production to be assessed, the accuracy with 

which the proportion of DSBs undergoing resection as far as each target site can be 

calculated is likely to be compromised.  
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3.4.2  Exo1 is required for full-length resection of meiotic DSBs 

Regardless of how the amount of ssDNA is calculated, the resection assay clearly 

demonstrates that in the absence of Exo1 or the nuclease activity of Exo1, the 

amount of ssDNA produced is drastically reduced.  Furthermore, the data are 

consistent with all DSBs being resected less in exo1!, rather than a subset of DSBs 

being selectively processed. The resection defect observed in exo1! was more severe 

when ssDNA was measured approximately 0.8 kb from the DSB compared to 0.5 

kb, suggesting that the residual resection occurring in the absence of Exo1 is less 

processive.  A recent study demonstrated a role for Sgs1 and Dna2 in producing the 

hyper-resected intermediates that form during meiosis in dmc1! mutants (Manfrini et 

al., 2010).  This is reminiscent of the dual resection pathways mediated by Exo1 and 

the 5' single-stranded exonuclease Dna2 (in conjunction with the helicase Sgs1 to 

first unwind the DNA) at DSBs occurring during mitotic growth (Mimitou and 

Symington, 2008; Zhu et al., 2008).  However, if these same enzymes are involved in 

catalysing normal meiotic resection, they are noticeably less able to compensate for 

Exo1 during meiosis than in other phases of the cell cycle.  Therefore, while the 

identity of the protein(s) responsible for this remaining resection has not been 

uncovered, the structure-specific endonuclease Mre11 and/or Sae2 (both of which 

are required for the initial endonucleolytic cleavage event that releases Spo11 

following DSB formation (McKee and Kleckner, 1997; Nairz and Klein, 1997; Prinz 

et al., 1997; Furuse et al., 1998; Tsubouchi and Ogawa, 1998; Moreau et al., 1999; 

Neale et al., 2002)) are perhaps the most likely candidates.   

 

3.4.3 Exo1 and DNA synthesis may collaborate in the formation of 

heteroduplex DNA 

While there were similarities between the gene conversion gradients and the single-

stranded DNA profiles observed at HIS4 in the wild-type and exo1! strains, there 

did not appear to be a one-to-one relationship between the two.  Specifically, gene 

conversion tracts extended much further than resection tracts.  This was most clearly 

demonstrated in the wild-type strain in which over one third of the number of 

conversions observed at his4-XhoI (approximately 0.4 kb from DSB) were measured 

at his4-BglII (approximately 2 kb from DSB), a distance at which virtually no 

resection was observed.  Branch migration of the dHJ could be responsible for this 

situation at crossover-designated breaks; however, genetic studies to date have failed 
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to provide strong evidence of branch migration occurring in Saccharomyces cerevisiae 

meiosis (reviewed in Borts et al., 2000).  Therefore, this result implies that DNA 

synthesis commonly takes place beyond the point reached by resection prior to 

strand invasion.  Although this contradicts a previous study at the ARG4 locus in 

which resection and conversion gradients were said to be similar (Sun et al., 1991), it 

is in accord with the lengths of meiotic recombination-related DNA synthesis 

observed by Terasawa et al. (2007).  By monitoring the incorporation of thymidine 

analogues during meiosis, synthesis tracts associated with a crossover were measured 

at between 1.5 kb to 1.9 kb, lengths far in excess of those estimated to occur during 

resection (Sun et al., 1991; Bishop et al., 1992; Vedel and Nicolas, 1999; this study).  

We cannot rule out the possibility that long resection tracts are not detected because 

they turn over too rapidly.  However, this disparity between the amount of DNA 

resected and synthesised supports previous observations implying that it is the extent 

of heteroduplex formed by the combination of DNA synthesis and second-end 

capture that determines the length of hDNA formed during meiosis, rather than the 

amount of DNA incorporated upon strand invasion (Hunter and Kleckner, 2001; 

Merker et al., 2003; Maloisel et al., 2004; Jessop et al., 2005). 

 

Nevertheless, Exo1 evidently influences hDNA tract length in some manner as its 

absence results in significantly reduced amounts of gene conversion.  This reduction 

could potentially reflect an inability of some DSBs to undergo strand invasion when 

resection is short.  Alternatively, as extensive synthesis past the initial resection point 

would result in the formation of DNA flaps following second-end capture (Figure 

1.7C), the nuclease activity of Exo1 may be required to remove these flaps or to 

catalyse a second phase of resection as DNA synthesis proceeds.  This secondary 

nucleolytic activity may not be detectable using the loss-of-restriction-site qPCR 

assay as it would occur within the context of dsDNA, but would allow a longer 

length of DNA to be incorporated into hDNA, thereby enabling conversion tracts to 

extend beyond the initial resection.  A similar role for Exo1 was previously 

postulated by Abdullah et al. (2004) and such a function fits well with the hDNA 

extension model proposed by Maloisel et al (2004).  In the absence of Exo1, some 

limited secondary resection may be catalysed by an alternative nuclease.  This 

alternative 5! processing mechanism may also account for the observation that the 

exo1-D173A strain exhibits a lower level of non-Mendelian segregation at the his4-



Chapter 3                                                            Analysing Resection & Gene Conversion at the HIS4 Hotspot 

 

 84 

XhoI allele than was observed in exo1! cells, as substrate binding by the 

nucleolytically defective protein could reduce the ability of this substitute nuclease to 

access the DNA end.   

 

3.4.4 Could a reduction in DNA end resection simultaneously account for the 

reduction in gene conversion and crossing-over observed in exo1!? 

The model described above suggests that resection is required after strand invasion 

for recombination to proceed as normal and argues that if resection and synthesis are 

uncoordinated, DNA flaps may result (Figure 1.7).  As suggested by Hoffmann and 

Borts (2004), these flaps could prevent ligation of the dHJ from occurring, thereby 

preventing crossovers from being formed in the absence of Exo1.  This could thus 

account for the crossover deficit reported to occur in exo1! cells (Khazanehdari and 

Borts, 2000; Kirkpatrick et al., 2000; Tsubouchi and Ogawa, 2000).  Testing of this 

hypothesis will be carried out in Chapter 4. 
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CHAPTER 4 

THE ROLE OF EXONUCLEASE I IN 

CROSSOVER PROMOTION 

 
 

4.1 Introduction 

Exo1 is a member of the evolutionarily conserved Rad2/XPG family of structure-

specific nucleases that also includes Rad2 and Rad27 (known as Fen1 in humans and 

mammals).  These proteins feature a conserved N-terminus containing N (N-

terminal) and I (Internal) nuclease domains (Figure 4.1; Tishkoff et al., 1997) and 

exhibit both 5! to 3! dsDNA exonuclease and 5! flap endonuclease activities 

(Fiorentini et al., 1997; Tran et al., 2002).  Several observations suggest that while 

there is some degree of functional redundancy between these three nucleases (for 

instance, an exo1! rad27! double mutant is synthetically lethal (Tishkoff et al., 1997)), 

they differ in their preferred biological substrate (Tran et al., 2002; Sun et al., 2003).   

 

Mutation of certain conserved amino acid residues situated in the I nuclease domain 

can be used to study the various catalytic functions of Rad2 family members.  For 

example, the missense allele exo1-D173A used in the previous chapter represents the 

conversion of the highly conserved aspartate at position 173 to alanine.  This results 

in a protein deficient for both exonuclease and endonuclease activity (Tran et al., 

2002).  Accordingly, expression of exo1-D173A is unable to reduce the increased 

spontaneous mutation rate and increased MMS sensitivity observed in an exo1! 

mutant background and exo1-D173A remains synthetically lethal in combination with 

a rad27! mutation (Sokolsky and Alani, 2000; Tran et al., 2002).  Importantly, the 

equivalent mutation in human Exo1 (Lee et al., 2002), human Fen1 (Gary et al., 1999), 

and yeast Rad27 (Shen et al., 1996) does not prevent substrate binding and the ability 

of exo1-D173A to interact with Msh2 is unaffected (Sokolsky and Alani, 2000) 

suggesting that the protein remains structurally intact.   
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Figure 4.1: The Conserved N-terminus of Exonuclease I   

N-terminal amino acid sequences from Saccharomyces cerevisiae Exo1 and Rad27 and human Exo1 and Fen1 were aligned using ClustalW software 

(www.ebi.ac.uk/clustalw).  Stars, two-dots and one-dot indicate identical residues, conservative and semi-conservative substitutions respectively.  

The conserved E150 and D173 residues mutated in this study are shaded. 



Chapter 4                                                                           The Role of Exonuclease I in Crossover Promotion 

                                                                                                                                               
87 

The substitution of glutamate for aspartate at position 150 also causes exonuclease 

deficiency but in contrast to the D173A mutation, exo1-E150D retains 

approximately 20% of the flap endonuclease activity seen in wild-type Exo1 in vitro 

(Tran et al., 2002).  A similar phenotype also results from the equivalent mutation in 

human Fen1 (Frank et al., 1998) and yeast Rad27 (Negritto et al., 2001).  As in the 

case of the D173A mutant, the binding affinity and structural integrity of exo1-

E150D are not thought to be affected (Tran et al., 2002). 

 

In addition to the catalytic requirement for Exo1 in various biological processes, 

there are several lines of evidence that suggest Exo1 may also perform a structural 

role in mutation avoidance.  A homozygous exo1! mutant exhibits a moderate 

increase in mutation rate compared to wild-type; however, when diploids 

heterozygous for certain recessive pms1 and mlh1 alleles were assessed, the mutation 

rate was elevated from wild-type levels in combination with EXO1 to strongly 

mutagenic in homozygous exo1! strains (Amin et al., 2001).  The pms1 and mlh1 

mutations used were situated in the ATP binding and interaction domains of Pms1 

and Mlh1 and are thus likely to affect the ability of these two proteins to interact.  

One possible interpretation of this observation is that Exo1 is required to stabilise 

the MMR complex in the presence of these otherwise destabilising mutations.  A 

nuclease-independent role for Exo1 is further supported by the demonstration that 

expression of an allele unable to interact with Mlh1 (exo1-FF447AA) results in 

partially-defective MMR (Tran et al., 2007).   Critically, a compound exo1-D173A-

FF447AA mutant defective for both Mlh1 interaction and nuclease activity displayed 

a phenotype equivalent to exo1!, highlighting the requirement for both nuclease 

dependent and independent functions of Exo1 in MMR. 

 

In the previous chapter, we have shown that decreased resection and reduced hDNA 

formation occur at the HIS4 hotspot in exo1! and exo1-D173A.  In this chapter we 

sought to assess whether or not this reduction in hDNA could also account for the 

crossover deficit observed in exo1!.  Furthermore, we aimed to test whether or not 

the flap endonuclease activity of Exo1 was required for recombination to occur.  In 

order to do this we carried out genetic experiments designed to characterise the 

various catalytic and/or structural contributions made by Exo1 in homozygous exo1-

D173A and exo1-E150D strains as compared to exo1! cells.  As described above, 
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these point mutations result in proteins exhibiting differing levels of nuclease 

deficiency whilst remaining structurally intact, thereby allowing a more detailed 

analysis of the role of Exo1 to be carried out.  

 

4.2 Materials and methods 

4.2.1 Strain construction 

The E150D mutation was inserted into the genomic EXO1 gene using a PCR-based 

allele replacement method (Erdeniz et al., 1997) from plasmid templates pJM3 (Table 

2.2) and transformants were confirmed by DNA sequencing. The his4-ClaI allele 

represents the filling-in of the ClaI restriction site located 532 bp from the start 

codon (resulting in a 2 bp insertion) and was introduced using the two-step allele 

replacement method (Section 2.2.10.3) following linearisation of pRHB12 by XbaI.  

Correct transformants were identified by their histidine auxotrophy and confirmed 

by restriction digest following PCR-amplification of HIS4.  The NatMX4 conferring 

resistance to nourseothricin was inserted 3,806 bp downstream of HIS4, deleting 8 

bp, while the HphMX4 cassette conferring resistance to hygromycin B was inserted 

5,130 bp upstream of HIS4, deleting 7 bp.  Both cassettes were introduced using a 

PCR-based method (Goldstein and McCusker, 1999).  The positions and orientations 

of the drug resistance cassettes were the same as those used by Hoffmann et al., 

(2005) and Hoffmann and Borts (2005).  Successful transformants were confirmed 

by PCR and linkage analysis.  The remaining alleles have been described fully in 

Section 3.2.1.  Full strain genotypes are listed in Table 2.1 and the oligonucleotides 

used in strain construction are given in Table 2.3. 

 

4.2.2 Tetrad Analysis 

Following tetrad dissection, genetic analysis of recombination was carried out upon 

wild-type (RK358 x RK392), exo1! (RK359 x RK394) exo1-D173A (RK399 x 

RK425) and exo1-E150D (RK409 x RK418) strains using markers on chromosomes 

III, VII and VIII (Figure 4.2) and analysed as described in Section 2.2.15.7.  The 

results from the separation-of-function mutants were compared to each other, wild-

type and exo1! using the statistical methods outlined in Section 2.2.16.  The Dunn 

Sidak correction was therefore applied for three-way multiple comparisons in order 

to prevent false rejection of the null-hypothesis and P values less than 0.0169 were 

considered significant.  Over 800 tetrads were dissected for each cross in order to 
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provide a sufficient number of four-viable spore tetrads with which to assess 

recombination. 

 

4.2.3 Random Spore Analysis 

Random spore analysis was carried out as described in Section 2.2.15.8 and Figure 

4.3 using wild-type (RKD62-64, 71-73), exo1! (RKD65-67, 74-76) and exo1-D173A 

(RKD68-70, 77-79) strains.  Strains were examined for the frequency of crossing-

over taking place between markers flanking HIS4 and the association with which 

gene conversion tract lengths ending between the his4-XhoI and his4-ClaI 

heteroalleles (96 bp and 532 bp from HIS4 start codon respectively) and the his4-ClaI 

and his4-BglII heteroalleles (532 bp and 1,688 bp from the HIS4 start codon) were 

associated with crossing-over.  The Dunn Sidak correction for two-way/three-way 

multiple comparisons was applied as appropriate. 
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Figure 4.2: Schematic diagram of markers used to assess recombination 

Strains were constructed to provide genetically defined intervals on the three 

chromosomes shown.  The chromosome length in kilobases and the approximate 

position of each marker used is indicated.  Drawings are not to scale. 
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Figure 4.3: Schematic diagram of HIS4 marker configurations used in 

random spore analysis 

In order to assess recombination associated with the HIS4 hotspot, two diploids (A 

and B) were used containing different pairs of his4 heteroalleles.  The configurations 

of markers on the two parental chromosomes (P1 and P2) in these diploids are 

illustrated.  The positions of the his4-XhoI, his4-ClaI and his4-BglII alleles are given 

relative to the HIS4 start codon and the orientations of the flanking nourseothricin 

(NAT) and hygromycin B (HPH) drug-resistance cassettes are shown.  The HIS4 

hotspot breakpoint is approximately 300 bp upstream of the start codon and is 

indicated by the arrows. 
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4.3 Results 

4.3.1 Neither the exonuclease nor endonuclease activities of Exo1 are essential 

for crossing-over 

The results of the crossover analysis are presented in Table 4.1.  Consistent with 

previous studies (Khazanehdari and Borts, 2000; Kirkpatrick et al., 2000; Tsubouchi 

and Ogawa, 2000), exo1! strains displayed significantly reduced levels of crossing-

over in all intervals when compared to wild-type (p!0.0004, G-test).  Surprisingly, a 

similar reduction in crossing-over was not observed in the nuclease-deficient exo1-

D173A.  On chromosome VII, crossing-over in all three intervals was maintained at 

levels equivalent to wild-type (p"0.03, G-test) and significantly higher than exo1! 

(p!0.005, G-test), suggesting that the requirement for Exo1 in crossing-over is a 

structural one.  However, the mechanism by which exo1-D173A is able to maintain 

crossovers may not be as effective at all loci as the map distances measured in 

intervals on chromosomes III and VIII were intermediate between those observed in 

wild-type and exo1!.  In the two smaller genetic intervals (HIS4-LEU2 and CEN8-

ARG4) this resulted in crossover levels that were not different from either wild-type 

or exo1! (p"0.0947, G-test), while in the larger LEU2-MAT interval, crossing-over 

was significantly different from both wild-type and exo1! (p!0.0136, G-test). 

 

Crossing-over in exo1-D173A and exo1-E150D was broadly similar.  In five out of 

the six intervals assessed, crossing-over was decreased in exo1-E150D compared to 

exo1-D173A but this was only statistically significant in the LYS5-MET13 interval 

(p=0.007, G-test).  Only in the CEN8-ARG4 interval was the observed map distance 

longer in exo1-E150D than in exo1-D173A but this difference was not statistically 

significant (p=0.483, G-test) suggesting that the flap endonuclease activity of Exo1 is 

not important for crossover production. 

 

4.3.2 Crossover interference in exo1!  

In order to determine whether or not the remaining crossovers that form in exo1! 

exhibit crossover interference, two tests were performed.  The first of these (referred 

to as the Malkova method (Malkova et al., 2004)) asks whether the presence of a 

crossover in one interval reduces the chance that crossing-over will occur in an 

adjacent interval.  For each interval of interest, tetrads were divided into two groups: 

those in which crossing-over had occurred (tetratypes and nonparental ditypes) and
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Table 4.1: Map distances in the separation-of-function mutants 

 

 Interval 

 HIS4-LEU2 LEU2-MAT CEN8-ARG4 

Genotype P NPD TT cM1 PD NPD TT cM PD NPD TT cM 

             

Wild-type 449 1 183 14.9† 442 32 425 34.3† 696 2 185 11.2† 

exo1! 540 1 126 9.9* 622 7 244 16.4* 739 1 119 7.3* 

exo1-D173A 206 1 59 12.2 172 3 140 25.1*† 248 1 52 9.6 

exo1-E150D 245 0 44 7.6* 194 4 128 23.3*† 259 0 68 10.4† 

             

 

1PD, NPD and TT represent parental ditypes, nonparental ditypes and tetratypes respectively.  cM values were calculated according to the 
formula of (Perkins, 1949).  Distributions between tetrad classes were compared using the G-test of homogeneity and statistically significant 
(p<0.0169) differences are indicated as follows: * significantly different from wild-type, † significantly different from exo1!.    
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Table 4.1: (continued) 

 

 Interval 

 LYS5-MET13 MET13-CYH2 CYH2-TRP5 

Genotype PD1 NPD TT cM1 PD NPD TT cM PD NPD TT cM 

             

Wild-type 555 8 349 21.8† 738 0 179 9.8† 331 35 557 41.5† 

exo1! 680 2 186 11.4* 774 0 99 5.7* 539 11 328 22.4* 

exo1-D173A 169 5 131 26.4† 257 2 51 10.2† 114 10 189 39.8† 

exo1-E150D 206 0 123 18.7† 286 0 45 6.8 138 9 190 36.2† 

             

 

1PD, NPD and TT represent parental ditypes, nonparental ditypes and tetratypes respectively.  cM values were calculated according to the 
formula of (Perkins, 1949).  Distributions between tetrad classes were compared using the G-test of homogeneity and statistically significant 
(p<0.0169) differences are indicated as follows: * significantly different from wild-type, † significantly different from exo1!. 
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those lacking a crossover (parental ditypes).  Linkage analysis was then performed on 

both groups in order to determine the effect that crossing-over had upon 

recombination in other intervals on the same chromosome.  The results of this analysis 

are presented in Table 4.2.  In the wild-type, clear evidence of positive crossover 

interference was obtained.  For example, when a crossover had occurred in the LYS5-

MET13 interval, the map distance in the adjacent MET13-CYH2 interval was 5.4 cM.  

This contrasts with the 12.6 cM observed when tetrads were non-recombinant at 

LYS5-MET13.  However, similar results were not observed in exo1!.  In no pair of 

intervals was significant interference detected.  While this could be due to an 

insufficient numbers of tetrads being examined rather than a loss of interference per se, 

it is notable that the map distance ratios calculated remain close to 1 in the intervals 

along chromosome VII, indicative of a loss of crossover interference.   

 

Curiously, when a second method used to assess interference was applied to the 

datasets, evidence for positive crossover interference in exo1! was obtained.  The 

nonparental ditype ratio represents the difference between the observed number of 

nonparental ditypes (representing double crossovers involving all four chromatids) and 

the number of nonparental ditypes expected to occur in the absence of interference 

(based upon the number of single crossovers present in the same interval).  The 

expected frequency of NPDs was calculated using the “better way” proposed by Stahl 

(2008) and the results are presented in Table 4.3.  In all intervals assessed, wild-type 

and exo1! strains displayed similar NPD ratios indicating that the strength of 

interference is unchanged.  While a greater number of intervals demonstrated 

statistically significant levels of interference in the wild-type strain, the lack of 

significance in exo1! is likely to be due to the fact that overall numbers of crossovers 

are reduced, resulting in very low levels of expected NPDs.  Supporting this idea is the 

finding that when the LYS5-MET13 and MET13-CYH2 intervals are considered 

separately, statistical significance is not achieved.  However, if LYS5-CYH2 is treated 

as a single larger interval, the difference between the number of NPDs observed and 

expected is highly statistically significant (p=0.0073).  This suggests that crossover 

interference is maintained in exo1!. 

 

Although these two approaches initially appear to yield contradictory results, a 

potentially reconciliatory explanation is that while interference remains active in exo1!,
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Table 4.2:  Interference as measured by the Malkova method 

Reference interval: LYS5-MET13 MET13-CYH2 CYH2-TRP5 

Test interval: MET13-CYH2 CYH2-TRP5 LYS5-MET13 CYH2-TRP5 LYS5-MET13 MET13-CYH2 

PD 415 : 0 : 140 188 : 20 : 343 415 : 7 : 312 244 : 31 : 462 193 : 5 : 134 247 : 0 : 85 

cM 12.6 42 24.1 44 24.7 12.8 

TT + NPD 323 : 0 : 39 141 : 15 : 213 140 : 1 : 37 86 : 4 : 94 362 : 3 : 214 491 : 0 : 94 

cM 5.4 41.1 12.1 32.1 20 8 

p 2E-07 0.39 1E-07 0.002 0.17 0.0025 

Significant? yes no yes yes no yes 

W
il

d
-t

y
p

e
 

Ratio 0.43 0.98 0.5 0.73 0.81 0.63 

 

Reference interval: LYS5-MET13 MET13-CYH2 CYH2-TRP5 

Test interval: MET13-CYH2 CYH2-TRP5 LYS5-MET13 CYH2-TRP5 LYS5-MET13 MET13-CYH2 

PD 600 : 0 : 83 423 : 10 : 253 597 : 1 : 172 476 : 10 : 293 421 : 2 : 112 475 : 0 : 63 

cM 6.1 22.8 11.6 22.7 11.6 5.9 

TT + NPD 173 : 0 : 16 115 : 1 : 75 83 : 1 : 14 63 : 1 : 35 258 : 0 : 74 298 : 0 : 36 

cM 4.2 21.2 10.2 20.7 11.1 5.4 

p 0.35 0.46 0.7 0.88 0.34 0.91 

Significant? no no no no no no 

ex
o1
!

 

Ratio 0.69 0.93 0.88 0.91 0.95 0.92 

 
Interference analysis was carried out as described in Malkova et al. (2004) and Martini et al. (2006).  For each genetic interval shown in bold, the 
tetrad data presented in Table 4.1 was divided into two groups depending upon whether a recombination event had (TT + NPD) or had not 
(PD) occurred.  The map distance in adjacent intervals was then calculated for each group as described previously.  Distributions between tetrad 
classes were analysed by G-test and p<0.05 taken as evidence of significant interference.  The ratio between the two map distances is given as an 
indication of the strength of interference, with smaller ratios indicating stronger interference. 
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Table 4.2: (continued) 

 
 

Reference interval: HIS4-LEU2 LEU2-MAT 

Test interval: LEU2-MAT HIS4-LEU2 

PD 272 : 23 : 305 199 : 1 : 104 

cM 36.9 18.1 

TT + NPD 170 : 9 : 120 250 : 0 : 79 

cM 29.1 12 

p 0.005 0.008 

Significant? yes yes 

w
il

d
-t

y
p

e
 

Ratio 0.79 0.66 

 
 
 
 
 
 
 
 
 
 
 

 

Interference analysis was carried out as described in Malkova et al. (2004) and Martini 
et al. (2006).  For each genetic interval shown in bold, the tetrad data presented in 
Table 4.1 was divided into two groups depending upon whether a recombination 
event had (TT + NPD) or had not (PD) occurred.  The map distance in adjacent 
intervals was then calculated for each group as described previously.  Distributions 
between tetrad classes were analysed by G-test and p<0.05 taken as evidence of 
significant interference.  The ratio between the two map distances is given as an 
indication of the strength of interference, with smaller ratios indicating stronger 
interference.

Reference interval: HIS4-LEU2 LEU2-MAT 

Test interval: LEU2-MAT HIS4-LEU2 

PD 451 : 6 : 195 371 : 0 : 97 

cM 17.7 10.4 

TT + NPD 168 : 1 : 48 169 : 1 : 29 

cM 12.4 8.8 

p 0.06 0.05 

Significant? no no 

ex
o1
!

 

Ratio 0.7 0.84 
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Table 4.3:  Interference as measured by nonparental ditype ratio 

 
  HIS4-LEU2 LEU2-MAT LYS5-MET13 MET13-CYH2 LYS5-CYH2 CYH2-TRP5 CEN8-ARG4 

NPD ratio Wild-

type (obs/exp) 

0.141* 

(1/7.1) 

0.863 

(32/37.1) 

0.406** 

(8/19.7) 

0* 

 (0/4.5) 

0.376** 

(15/39.9) 

0.567** 

(35/61.7) 

0.381 

(2/5.3) 

NPD ratio exo1!  

(obs/exp) 

0.313 

(1/3.2) 

0.693 

(7/10.1) 

0.370 

(2/5.4) 

0 

(0/1.4) 

0.268** 

(3/11.2) 

0.585* 

(11/18.8) 

0.455 

(1/2.2) 

 
The expected number of nonparental ditypes and NPD ratios (observed/expected) were calculated from tetrad data according to (Stahl, 2008) 
using the Stahl Laboratory Online Tools (http://molbio.uoregon.edu/~fstahl/).  A ratio of less than 1 indicates positive crossover interference.  
The statistical significance of the ratio was determined using the Vasserstats Chi Square to P calculator 
(http://faculty.vassar.edu/lowry/tabs.html#csq) and significance thresholds are indicated as follows: * p<0.05, ** p<0.01. 
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it is weakened or operates over a shorter distance such that it is unable to influence 

crossing-over in adjacent intervals. 

 

4.3.3 Increased random spore death occurs in the presence of nuclease-

deficient EXO1  

Crossing-over is necessary to ensure chromosome disjunction at the first meiotic 

division.  Therefore, reduced crossing-over often correlates with an increase in the 

two and zero-viable spore tetrad classes at the expense of four-viable spore tetrads 

(see Section 1.1 and Figure 1.2).  This has been previously observed in exo1! and is 

replicated in this study (p=2 x 10-190, G-test).  In point of fact, increased meiosis I 

non-disjunction was observed in exo1! relative to the previous study carried out in 

the SK1 background by Tsubouchi et al. (2000).  This was subsequently shown to be 

due to the reduced sporulation temperature employed in this work (23°C compared 

to 30°C, see Chapter 5 for data and discussion).  Spore viability data is presented in 

tabular form in Table 4.4 and graphically in Figure 4.4.  

 

As crossover levels were seen to be considerably higher in exo1-D173A and exo1-

E150D than in exo1!, it was expected that spore viability would also be improved in 

these mutants relative to exo1!.  However, although a significant improvement in 

overall spore viability was observed (p!0.012, G-test), this rescue was not as great as 

suggested by the crossover analysis and the spores of both strains remained 

considerably less viable than wild-type (p!2 x 10-215, G-test).  Close examination of 

the distributions of tetrad classes seen in exo1-D173A and exo1-E150D revealed an 

increase in the three and one-viable-spore tetrad classes but decreases in the four and 

zero-viable spore classes when compared to exo1! (p!7 x 10-13, G-test).  This 

viability pattern is consistent with decreased meiosis I non-disjunction but increased 

random spore death. 

     

To verify whether or not lower levels of meiosis I non-disjunction were indeed 

occurring in the nuclease-deficient alleles, the two-viable-spore tetrad class was 

analysed in more detail.  As described in Section 1.1 and shown in Figure 1.2, the 

two-viable-spores that result from a non-disjunction event should share the same 

genotype for any centromere-linked marker.  Furthermore, instances of disomy for 

chromosome III result in non-mating spores.  When the centromeric CEN8:URA3
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Table 4.4: Distribution of viable spores per tetrad class and overall viability of the separation-of-function mutants 

 
 Viable spores per tetrad class 

Genotype  4 3 2 1 0 

Total 

tetrads 

% overall spore 

viability1 

Wild-type n 

(%) 

941 

(89.9) 

54 

(5.2) 

41 

(3.9) 

2 

(0.2) 

8 

(0.8) 

1046 95.8† 

exo1! n 

(%) 

885 

(40.2) 

231 

(10.5) 

472 

(21.5) 

136 

(6.2) 

476 

(21.6) 

2200 60.4* 

exo1-D173A n 

(%) 

319 

(38.3) 

198 

(23.8) 

199 

(23.9) 

66 

(7.9) 

49 

(5.9) 

831 70.2*† 

exo1-E150D n 

(%) 

341 

(34.6) 

186 

(18.9) 

236 

(24.0) 

78 

(7.9) 

144 

(14.6) 

985 62.7*† 

 

1 Calculated as ((4 x no. 4-spore tetrads) + (3 x no. 3-spore tetrads) + (2 x no. 2-spore tetrads) + no. 1-spore tetrads)/(4 x total number of 
tetrads) x100.  Distributions between spore classes were compared using the G-test of homogeneity and statistically significant (p<0.0169) 
differences are indicated as follows: * significantly different from wild-type, † significantly different from exo1!. 
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Figure 4.4: Distributions of viable spores in separation of function mutants 

The data provided in Table 4.4 is presented graphically.  The number of tetrads dissected and the overall spore viability are given.
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allele was used to estimate the incidence of disomy (Table 4.5), exo1! displayed an 8-

fold increase in non-disjunction compared to wild-type (p=1 x 10-35, G-test).  This 

was reduced by over half in the exo1-E150D mutant (p=7 x 10-12, G-test) whilst exo1-

D173A did not exhibit an excess of sister spores compared to non-sisters, perhaps 

suggesting that non-disjunction did not occur in this strain.  However, when rates of 

chromosome III disomy were analysed (Table 4.6), elevated non-disjunction was 

apparent in exo1-D173A when compared to wild-type (p<0.005, G-test), albeit at 

lower levels than were observed in exo1! (p<0.001, G-test).   

 

In summary, the increased levels of crossing-over seen in the nuclease-deficient 

mutants appear to promote more accurate chromosome disjunction at the first 

meiotic division.  Interestingly, the exo1-D173A mutant displays a phenotype 

consistent with low levels of genome-wide non-disjunction but elevated levels of 

chromosome III disomy, matching well with the results of the crossover analysis that 

suggested crossing-over was less efficient on chromosome III.  Despite decreased 

non-disjunction however, overall spore viability remains relatively low due to 

increased levels of seemingly random spore death occurring in exo1-D173A and exo1-

E150D. 

 

4.3.4 Wild-type levels of non-Mendelian segregation at HIS4  are dependent 

upon the exonucleolytic activity of EXO1  

As described in Chapter 3, reduced gene conversion of alleles downstream of the 

HIS4 hotspot occurs in both exo1! and exo1-D173A.  When the frequency of gene 

conversion occurring at his4-XhoI (approximately 400 bp from the HIS4 

recombination initiation site) was assessed in exo1-E150D, an equivalent amount of 

NMS to that seen in exo1-D173A was observed (p=0.26, G-test).  In vitro, Exo1-

E150D was shown to maintain approximately 20% of the flap endonuclease activity 

associated with Exo1 (Tran et al., 2002).  Therefore, the lack of an improvement in 

NMS in exo1-E150D compared to exo1-D173A suggests either that the 20% of flap 

endonuclease remaining is insufficient to have any effect or that NMS is dependent 

upon the exonuclease activity of Exo1.  In both point mutants, the rates of NMS 

were significantly lower than both wild-type and exo1! (Table 4.7; p<0.002, G-test).  

Possible reasons for this were explored in Chapter 3.  While NMS was significantly 

reduced in exo1! at both leu2-R and arg4-nsp compared to wild-type, there was no
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Table 4.5: Rates of meiosis I non-disjunction in the separation-of-function 

mutants 

 
Genotype Number of 

sister spores1 

Number of 
non-sister 

spores1 

Total tetrads % Non-
disjunction2 

     
Wild-type 30 11 1046 1.8† 

exo1! 394 78 2200 14.4* 
exo1-D173A 99 100 832 0*† 
exo1-E150D 149 87 985 6.3*† 

     
 
1 Two-viable-spore tetrads were categorised as sisters (same uracil phenotype) or 
non-sisters (different uracil phenotype) based upon the segregation of the 
centromere-linked CEN8:URA3 marker.  Emboldened italics indicate distributions 
of sister to non-sister spores that are significantly different (p<0.05) from a 50:50 
distribution as determined by !2 test.  2 Non-disjunction was calculated as: ((number 
of sister spores - number of non-sister spores)/total tetrads) x100.  Comparisons 
were made using the G-test of homogeneity and statistically significant (p<0.0169) 
differences are indicated as follows: * significantly different from wild-type, † 

significantly different from exo1!. 
 
 

 

Table 4.6: Rate of chromosome III non-disjunction at meiosis I in the 

separation-of-function mutants 

 

Genotype Number of non-
maters1 

Total tetrads % Non-
disjunction2 

    
Wild-type 1 1046 0.1† 

exo1! 61 2200 2.8* 
exo1-D173A 8 832 1.0*† 
exo1-E150D 18 985 1.8* 

    

 
1 The number of two-viable-spore tetrads containing two non-mating spores 
(indicative of chromosome III non-disjunction).  2 Non-disjunction was calculated as: 
(number of non-maters/total number of tetrads) x100.  Comparisons were made 
using the G-test of homogeneity aand statistically significant (p<0.0169) differences 
are indicated as follows: * significantly different from wild-type, † significantly 
different from exo1!. 
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Table 4.7: Non-Mendelian Segregation of 9 Alleles 

 

  Allele 

Genotype  his4-XhoI l eu2-R MAT lys5-P met13-B cyh2-Z trp5-S CEN8:URA3 arg4-Nsp 

           

Wild-type %NMS1 29.2† 3.6† 0.9 1.4 1.8 0.7 1.3 0 6.1† 

 (NMS/total tetrads) (275/941) (34/941) (8/941) (13/941) (17/941) (7/941) (12/941) (0/941) (58/941) 

exo1! %NMS 23.6* 1.1* 0.2 0.9 1.0 0.5 0.3 0 2.9* 

 (NMS/total tetrads) (209/885) (10/885) (2/885) (8/885) (9/885) (4/885) (3/885) (0/885) (26/885) 

exo1-D173A %NMS 15.4*† 1.3 0 1.9 2.5 0.3 1.6 0 5.6 

 (NMS/total tetrads) (49/319) (4/319) (0/319) (6/319) (8/319) (1/319) (5/319) (0/319) (18/319) 

exo1-E150D %NMS 12.3*† 2.9 1.5 0.6 2.9 0 1.1 0.3 3.8 

 (NMS/total tetrads) (42/341) (10/341) (5/341) (2/341) (10/341) (0/341) (4/341) (1/341) (13/341) 

           

 

1Non-Mendelian segregation includes gene conversion and post-meiotic segregation events.  Tetrads exhibiting !3 NMS events per tetrad were 
scored as false tetrads and excluded from further analysis.  %NMS was calculated as: (number of NMS events/total number of tetrads) x 100.  
Comparisons were made using the G-test of homogeneity and statistically significant (p<0.0169) differences are indicated as follows: * 
significantly different from wild-type, † significantly different from exo1!. 
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significant difference at any remaining allele in exo1-D173A or exo1-E150D, perhaps 

due to the numbers of tetrads assessed. 

 

4.3.5 Crossing-over at the HIS4  hotspot mirrors other intervals on 

chromosome III 

The tetrad analysis described above demonstrated that at many breaks, the presence 

of a non-catalytically active version of Exo1 is sufficient to enable crossovers to form 

as normal.  However, the intermediate crossover frequency observed at some 

intervals suggested that this was not the case at all breaks and that at some loci, the 

nuclease activity of Exo1 was required for a proportion of crossovers.  This raised 

the possibility that two classes of breaks were occurring.  As the resection and 

hDNA analysis (Chapter 3) was only carried out at the HIS4 hotspot, it remains 

possible that HIS4 represents a nuclease-requiring locus in which crossing-over is 

influenced by hDNA tract length alone.  For this reason, it was of interest to 

ascertain whether or not crossovers associated with breaks at HIS4 exclusively were 

reduced when exo1-D173A was expressed.  It was not possible to determine this 

from the tetrad analysis as markers closely flanking the break site were not used.  

Therefore, an alternative strategy was employed.  In this approach, strains containing 

drug resistance cassettes flanking the HIS4 hotspot were sporulated (Figure 4.3).  

Following meiosis, 600 spores were chosen at random and the configuration of the 

HIS4 flanking markers determined in order to estimate the frequency with which a 

crossover had taken place between them.   

 

The amount of crossing-over in exo1! was reduced compared to wild-type as 

expected (Table 4.8; p=0.03, G-test); however, this difference was not statistically 

significant after the Dunn-Sidak correction to the significance threshold was imposed 

(for two- way multiple comparisons, P values less than 0.0253 were considered to be 

significant).  The recombination frequency observed in exo1-D173A was intermediate 

between wild-type and exo1! consistent with the results obtained in the HIS4-LEU2 

and LEU2-MAT intervals by tetrad analysis.  This implies that both the catalytic and 

structural functions of Exo1 are required for normal levels of crossing-over at the 

HIS4 hotspot.  However, a larger number of spores would be required to confirm 

this result.  
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Table 4.8: Crossing-over between flanking markers at the HIS4  hotspot 

 

Configuration of NAT/HPH  

markers1 

  Genotype 

Parental Recombinant 

Recombination 

Frequency2 

Wild-type 549 51 8.5 

exo1! 568 32 5.3 

exo1-D173A 558 42 7 

 

1 For each genotype, a total of 600 colonies growing on the non-selective (histidine-
containing) medium were patched out, tested for their ability to grow on media 
containing either nourseothricin or hygromycin and classified as either parental (same 
configuration of NAT/HPH markers as a parental strain) or recombinant (different 
configuration of NAT/HPH markers to either parental strain).  Data was pooled 
from 6 independent cultures for each genotype.  2 Recombination frequencies were 
calculated as: (number of recombinants/total number of colonies tested) x 100. 
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4.3.6 The nuclease-independent function of Exo1 increases the association of 

short hDNA tracts with crossing-over 

In order to further investigate the apparent non-relatedness between gene conversion 

and crossing-over, the random spore approach was also used to assess the 

association between the two.  The assay devised was similar to that employed by 

Martini et al. (2006) to demonstrate the existence of crossover homeostasis at the 

ARG4 hotspot.  While diploids heterozygous for the his4-XhoI, his4-ClaI or his4-BglII 

alleles (Figure 4.3) are unable to grow on histidine-lacking medium, meiotic 

recombination can produce a functional HIS4 gene when hDNA terminates between 

the two alleles (Figure 4.5).  These events were selected for by growth on medium 

lacking histidine and the genotypes of the flanking markers determined by replica 

plating to media containing nourseothricin or hygromycin B.  The configuration of 

these flanking markers thus revealed whether or not a crossover had occurred.  As 

conversion of the DSB-proximal allele to wild-type was the most common source of 

His+ spores, prototrophs generally resulted from breaks occurring on the 

chromosome mutant for the DSB-proximal allele.  This was reflected in the linkage 

of the flanking markers (eg: the majority of His+ non-crossovers arising from the his4-

XhoI/his4-ClaI heteroalleles were sensitive to nourseothricin and hygromycin B as 

the his4-XhoI chromosome did not contain either drug resistance cassette).  The data 

presented in Table 4.9 is consistent with this mechanism.  

 

As the tetrad analysis of the exo1-D173A strain had shown lower than wild-type 

levels of gene conversion without an equivalent decrease in crossing-over, it was 

predicted that crossover association in exo1-D173A spores would be higher than in 

wild-type.  In agreement with this, a significant increase in crossovers was observed 

when both the his4-XhoI/his4-ClaI heteroalleles (selecting for ‘short’ hDNA tracts) 

and his4-ClaI/his4-BglII heteroalleles (selecting for ‘long’ hDNA tracts) were used 

(p!0.002, G-test).  Furthermore, a significant increase in crossover association was 

observed in exo1-D173A compared to exo1! when ‘short’ hDNAs were selected for 

(p=5 x 10-9, G-test).  This suggests that the non-catalytic function of Exo1 is 

important for ensuring ‘short’ hDNA tracts undergo crossing-over at HIS4.  

Surprisingly, when ‘long’ hDNA tracts were selected for, no such reduction in 

association was observed in the exo1! strain (p=0.81, G-test), arguing that longer 

hDNA tracts are resolved into crossovers via an Exo1-independent mechanism. 
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Figure 4.5: An example illustrating prototroph formation between 

heteroalleles 

In this example, a his4-ClaI/his4-BglII heteroallelic cross is presented.  Cassettes 

conferring resistance to nourseothricin and hygromycin B are inserted on the his4-

ClaI chromosome.  (A) In such crosses, prototrophs most commonly arise when 

DSBs occur on the chromosome containing the mutant allele situated closest to the 

break site (in this case, his4-ClaI).  (B) Following strand invasion, DNA synthesis 

then takes place using the his4-BglII strand as a template.  If this synthesis terminates 

between the his4-ClaI and his4-BglII sites, a HIS4 strand is produced.  (C) If the 

invading strand is then displaced to form a non-crossover, a His+ spore may result 

depending upon the direction of mismatch repair.  This spore will be both NatR and 

HygR (D) Alternatively, if the break is to be repaired as a crossover, a dHJ 

intermediate will be produced.  (E) Resolution of this dHJ in one orientation 

(indicated by green triangles) will yield a His+ spore (F).  (G) Resolution in the 

alternative orientation may also produce a His+ spore (H), depending upon the 

directionality of mismatch repair.  In both cases, the His+ spore will by NatR HygS.  

Boxes indicate potential sources of His+ spores. 
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Table 4.9: Association of prototroph formation with crossing-over at HIS4  

Parental1 Recombinant1 Heteroalleles Genotype 

NatR HphR NatS HphS NatR HphS NatS HphR 

Total % Crossover 

associated2 

Wild-type 34 308 32 226 600 43 

exo1! 43 320 34 203 600 39.5 

XhoI/ClaI 

exo1-D173A 17 245 22 316 600 56.3*† 

Wild-type 123 24 447 5 599 75.5† 

exo1! 78 15 503 4 600 84.5* 

ClaI/BglII 

exo1-D173A 83 13 501 3 600 84* 

 

1 For each genotype tested, approximately 600 colonies from the prototroph-selecting (histidine-lacking) medium were patched out and tested 
for their ability to grow on media containing either nourseothricin or hygromycin to determine the configuration of the drug-resistance genes.  
For each genotype, data from 3 independent cultures were pooled. 2 Crossover association was calculated as: (number of recombinants/total 
number of colonies tested) x 100.  For both sets of heteroalleles, the proportions of recombinant and parental spores were compared using the 
G-test of homogeneity and statistically significant (p! 0.0169 for 3-way multiple comparisons) differences are indicated as follows: * significantly 
different from wild-type and †significantly different from exo1!.  All genotypes displayed a significant increase in crossover association when the 
ClaI/BglII heteroalleles were used compared to the XhoI/ClaI heteroalleles.  
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4.3.7 Longer hDNA tracts are preferentially associated with crossovers 

In all three genotypes, longer hDNA tracts were significantly more likely to be 

associated with a crossover than shorter hDNA tracts (p!2 x 10-26, G-test).  It has 

been suggested that the likelihood of a mismatch being repaired to yield a conversion 

rather than undergoing restoration-type repair decreases with increasing distance 

from the DSB (Nicolas and Petes, 1994; Kirkpatrick et al., 1998).  Therefore, the 

possibility that such a conversion bias could account for the observed change in 

association was considered.  As demonstrated in Figure 4.3, if the DSB proximal 

allele does not undergo gene conversion, a His+ spore may still be obtained by 

crossing-over if the resolution point of the dHJ is situated between the two 

heteroalleles.  However, non-crossovers would not be detectable.  The his4-ClaI allele 

is situated further away from the DSB site than his4-XhoI, meaning that an increased 

proportion of his4-ClaI alleles incorporated into hDNA may undergo restoration-

type repair compared to his4-XhoI.  This could thus result in an apparent increase in 

the association of His+ spores with crossing-over when the his4-ClaI/his4-BglII 

heteroalleles were used compared to the his4-XhoI/his4-ClaI heteroalleles.  However, 

the assessment of the HIS4 gene conversion gradient in Chapter 3 demonstrates that 

significant amounts of gene conversion occur at the even more distally located 

his4BglII allele in the wild-type strain.  Indeed, if the amount of NMS measured at 

his4-XhoI and his4-BglII are plotted on a graph (Figure 3.5), the line of best fit drawn 

between them predicts that 24.3% NMS would occur at his4-ClaI.  This is 16.8% 

lower than the 29.2% observed at his4-XhoI (100-(24.3/29.2x100)).  If we assume 

that 16.8% fewer non-crossovers would be detectable in the his4-ClaI/his4-BglII 

diploid, this would reduce the percentage of non-crossover His+ spores detected 

from 57% to 47.4% (57-(0.57x16.8)), resulting in an apparent crossover association 

of 52.6% in the his4-XhoI/his4-ClaI strain (100-47.4).  Nevertheless, 52.6% remains 

significantly lower than the 75.5% observed (p=1 x 10-16, G-test) suggesting that 

longer hDNA tracts either influence or reflect whether a break is repaired to yield a 

crossover or non-crossover.  This is consistent with a number of previous inferences 

from studies in yeast, mice and humans (Jeffreys and May, 2004; Guillon et al., 2005; 

Terasawa et al., 2007; Chen et al., 2008; Mancera et al., 2008).  The correlation 

between hDNA tract length and crossover propensity was observed in all three 

strains tested arguing that the underlying mechanism responsible is independent of 

EXO1.  
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4.4 Discussion 

4.4.1 Resection may influence crossing-over in a locus-dependent manner  

In Chapter 3, it was demonstrated that the nuclease activity of Exo1 is essential for 

normal strand resection and hDNA formation following the creation of DSBs at the 

HIS4 hotspot.  However, the genetic analysis presented in this chapter reveals that 

despite these defects, crossing-over in the presence of the nuclease-deficient exo1 

alleles is maintained at levels either equivalent to wild-type or intermediate between 

wild-type and exo1! depending upon the locus of interest.  This argues that resection 

length is not a major factor determining the propensity for crossing-over.  

Importantly, this finding contradicts a number of earlier models (presented in 

1.5.2.2) proposed to account for the crossover deficit observed in exo1!.  In these 

models, it was suggested that shorter resection tracts would produce less stable 

strand invasions and consequently, fewer crossovers.  

 

However, the finding that exo1-D173A crossover levels are intermediate between 

wild-type and exo1! in some intervals (such as those assessed on chromosomes III 

and VIII) argues that at some loci, the nuclease activity of Exo1 is necessary for a 

sub-class of crossovers to occur.  The HIS4 hotspot appears to belong to this class 

of breaks.  The reason for a locus-specific requirement for the nucleolytic function of 

Exo1 is unclear; perhaps in some regions of the genome, more extensive resection is 

essential to guarantee stable strand invasion.  Alternatively, some loci may be more 

prone to unwinding of crossover-designated intermediates than others, an activity 

which could be exacerbated by the shorter hDNA tracts seen in the absence of the 

nuclease activity of Exo1.   

 

Although only a few intervals were tested and thus reliable conclusions cannot be 

drawn, it is perhaps interesting to note that in this study, the crossover and non-

disjunction phenotypes observed in exo1-D173A appear to correlate well with 

chromosome size.  Specifically, on the larger chromosome VII, wild-type crossover 

frequencies were detected compared to the intermediate levels produced on the 

smaller chromosomes III and VIII.  Additionally, non-disjunction in exo1-D173A 

was lower in comparison to exo1! when assessed genome-wide than when instances 

of chromosome III non-disjunction alone were considered.  Whilst it remains 

possible that resection on chromosome VII is less dependent on Exo1, other 
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differences could also be responsible.  For example, if crossover designation results 

from the build-up of stress along the chromosome axis (Kleckner et al., 2004), the 

stronger crossover interference in operation along larger chromosomes (Chen et al., 

2008) could perhaps better constrain instability-prone intermediates to the crossover 

pathway.  However, testing of this hypothesis would require a genome-wide 

approach to measuring recombination. 

 

4.4.2 A structural role for Exo1 in crossover promotion 

The increased levels of crossing-over observed in the nuclease-deficient mutants 

when compared to exo1! (despite equivalent or greater defects in resection and 

hDNA formation) argue that relatively short resection tracts remain largely proficient 

for strand invasion at most loci.  Similar observations have been made previously at 

mitotic DSBs (Mimitou and Symington, 2008; Zhu et al., 2008).  Furthermore, it can 

be argued that dHJ formation is also largely unaffected by the reduction in 

nucleolytic processing.  In light of this and the finding that the non-catalytic function 

of Exo1 appears to be most important when short hDNA tracts have occurred, it is 

possible that Exo1 is required to stabilise either the strand invasion structure or the 

dHJ intermediate, allowing it to be resolved as a crossover. 

 

As described in Section 4.1, a nuclease-independent role for Exo1 has previously 

been shown to be important during mitotic DNA mismatch-repair (MMR).  In 

MMR, this nuclease-independent function requires Exo1 to physically interact with 

Mlh1 (Tran et al., 2007).  A five amino acid motif R/S-S-K-(Y/F)-F known as the 

Mlh1 interacting protein (MIP) box in Exo1 (also found in Ntg2 and Sgs1) mediates 

this interaction by binding a conserved S2 binding motif in Mlh1 (Tran et al., 2007; 

Dherin et al., 2009).  This non-catalytic role was hypothesised to be important for the 

stabilisation of Mlh1 and Pms1, supporting the formation of a larger multi-protein 

complex involved in MMR (Amin et al., 2001).  It is therefore tempting to speculate 

that Exo1 may behave similarly during meiosis by supporting the formation/function 

of the Mlh1/Mlh3 complex.  Such a function for Exo1 fits well with observations 

from Exo1-/- mice in which synapsis occurs normally but chiasmata are not 

maintained (Kan et al., 2008).  However, in the Y55 strain background, a MIP box 

mutant exo1-S445A F447A F448A that is defective in Mlh1 binding was found to 

exhibit an entirely wild-type meiotic phenotype (Cotton, 2007) arguing that this same 
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interaction is not essential for the non-catalytic function of Exo1 during crossover 

promotion. 

 

4.4.3 The exo1-D173A and exo1-e150D  alleles are not equivalent 

Both exo1-D173A and exo1-E150D mutations were assessed in order to test whether 

the 20% flap endonuclease activity remaining in exo1-E150D was able to ameliorate 

the meiotic defects expected in exo1-D173A.  However, in all aspects assessed, the 

phenotype of exo1-E150D was equivalent to or worse than that observed in exo1-

D173A.  This suggests that the flap endonuclease activity of Exo1 does not function 

to promote recombination and furthermore argues that exo1-E150D is less able to 

support crossing-over than exo1-D173A.  When the substrate binding affinities of 

three different human Exo1 alleles (D78A, D173A and D225A) were assayed in vitro, 

the residue mutated appeared to influence the strength of substrate binding.  While 

the D173A mutant was equivalent to wild-type, the D78A protein exhibited a 5-fold 

reduction in binding affinity and the D225A mutant bound the substrate with a 5-

fold greater affinity than the wild-type (Lee et al., 2002).  Therefore, the reduced 

ability of exo1-E150D to promote recombination compared to exo1-D173A may be 

due to an alteration in substrate binding affinity.  

 

4.4.4 The nature of the spore death in the separation-of-function mutants 

Analysis of the spore viability data demonstrated that an increased level of seemingly 

random spore death takes place in the nuclease-deficient alleles.  There are several 

possible reasons for this.  For instance, it could be due to an increased accumulation 

of haplo-lethal mutations during the vegetative growth phase, resulting in inviable 

spores being produced following meiosis.  However, this seems unlikely given that 

the mutation frequencies measured in exo1-D173A cells are not significantly elevated 

when compared to exo1! strains and furthermore, exo1-D173A over-expression in 

wild-type does not result in a dominant negative phenotype (Sokolsky and Alani, 

2000; Tran et al., 2002; Tran et al., 2007).  Therefore, alternative possibilities must be 

considered.  Another potential source of spore death is the persistence of unrepaired 

DSBs.  This could occur as a consequence of reduced resection resulting in a small 

number of breaks incapable of undergoing strand invasion or alternatively, if the 

lengths of resection that occur are sufficient to enable strand invasion but 

insufficient to allow strand capture.  If strand capture were unsuccessful, a single 
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broken chromatid would result leading to the death of the spore inheriting the 

broken chromatid.  This may be associated with the formation of a half crossover 

Similar situations have been suggested to occur in the absence of the strand 

annealing activity of Rad52 (Lao et al., 2008) and during heteroduplex rejection of the 

second-end capture during homeologous recombination (Chambers et al., 1996).  The 

differential ability of a break to undergo strand invasion and strand capture could be 

explained either by differing amounts of resection either side of the DSB or if the 

length of resection required for strand capture is greater than that necessary for 

strand invasion. Given that such an event need only occur at a single DSB to cause 

the death of one spore within a tetrad and each cell is estimated to undergo 

approximately 150 DSBs per meiosis (Buhler et al., 2007), only a very low frequency 

of these aberrant events would be required to produce the viability pattern observed 

in exo1-D173A and exo1-E150D meioses.  Broken chromatids may similarly arise in 

exo1! cells but the high levels of meiosis I non-disjunction that occur may mask this 

phenotype. 
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CHAPTER 5 

ANALYSIS OF PUTATIVE DNA REPAIR 

MUTANTS IN MEIOSIS 

 

 

5.1 Introduction 

The measurement of single-stranded DNA presented in Chapter 3 demonstrated that 

some resection of meiotic DSBs still takes place in the absence of EXO1.  Potential 

nuclease candidates include Mre11, Sae2, Trm2 and Dna2 in conjunction with the 

helicase activity of Sgs1 (discussed in greater detail in Section 1.2.3.1).  Both Mre11 

and Sae2 are essential for the removal of Spo11 following DSB formation, 

preventing mutant analysis from being carried out for these genes.  This is not the 

case for Sgs1 and Trm2.  Therefore, in this chapter, we aimed to carry out a genetic 

characterisation of sgs1 and trm2 mutants alone and in combination with exo1! to 

assess the relative contributions made by these enzymes to meiotic DSB repair.  It 

was predicted that if resection were worsened by the loss of these proteins, reduced 

gene conversion, crossing-over and spore viability would result.   

 

Examination of the sgs1 exo1! meiotic phenotype was also of interest for a second 

reason.  Previous research has demonstrated that deletion of SGS1 in zip1!, zip2!, 

zip3!, mer3!, msh4!, msh5! and mlh3! mutants restores crossovers to near wild-type 

levels (Jessop et al., 2006; Oh et al., 2007).  This was associated with an improvement 

in spore viability.  Therefore, it is argued that one of the roles of these crossover-

promoting factors is to antagonise the anti-recombination activity of Sgs1, shielding 

crossover-designated recombinants from Sgs1-catalysed unwinding/dissolution.  The 

results presented in Chapter 4 of this thesis suggest that Exo1 plays a structural role 

in supporting crossing-over and thus may also function to protect recombination 

intermediates from Sgs1.  If this were the case, an improvement in spore viability and 

crossing-over in sgs1 exo1! cells compared to the exo1! strain would be expected. 
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5.2 Materials and Methods 

5.2.1 Strain Construction 

The TRM2 ORF was replaced with the KanMX4 cassette conferring resistance to 

geneticin as described by Wach et al. (1994).  As an sgs1! exo1! double mutant 

confers a severe mitotic resection defect (Mimitou and Symington, 2008; Zhu et al., 

2008), a meiotic null allele of SGS1 (sgs1-mn) was constructed by bringing expression 

of SGS1 under the control of the CLB2 promoter as described by Lee & Amon 

(2003).  This construct allows gene expression during mitotic growth but strongly 

represses transcription upon entry into meiosis, thereby enabling the meiosis-specific 

effects caused by the absence of the protein to be assessed.  Transformants were 

initially checked by PCR and the integrity of the CLB2 promoter sequence upstream 

of SGS1 was confirmed by DNA sequencing.  As sgs1! mutants are sensitive to 

MMS, the expression of SGS1 during mitotic growth in the resulting sgs1-mn strain 

was confirmed by growth testing on MMS-containing medium (Figure 5.1).  The sgs1-

mn exo1! and trm2! exo1! double mutants were produced by crossing.  Genotypes 

of the resulting strains are listed in Table 2.1 and the oligonucleotides used in strain 

construction are given in Table 2.2. 
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Figure 5.1: MMS sensitivity testing  

Serial 10-fold dilutions of overnight cultures were spotted onto both 

unsupplemented YPD medium and YPD containing 0.015% (v/v) MMS and were 

allowed to grow for 2 days at 30°C.  The sensitivity of exo1!, trm2! and exo1! trm2! 

mutants were tested in (A), while the sgs1-mn allele was assessed in (B).  Wild-type 

and sgs1! strains were included on all plates as positive and negative controls. 
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5.3 Results 

5.3.1 Trm2 does not function in meiotic recombination 

In all but one of the phenotypes assessed (spore viability, non-Mendelian 

segregation, chromosome non-disjunction and crossing-over; Tables 5.1-5.5), the 

trm2! strain was indistinguishable from wild-type.  Only when recombination was 

measured in the LEU-MAT interval was a significantly reduced crossover frequency 

observed in trm2! cells (p=0.008, G-test; Table 5.4).  Furthermore, the trm2! exo1! 

double mutant was not significantly different from the exo1! single mutant in any 

test performed.  These results suggest that Trm2 does not function to promote 

meiotic recombination, in either the presence or absence of Exo1.  This is in contrast 

to the synergistic relationship between Trm2 and Exo1 proposed to take place at 

mitotic DSBs by Choudhury et al. (2007a).  However, we were also unable to 

replicate the increased MMS sensitivity reported to occur in trm2! (Figure 5.1) by the 

same authors (Choudhury et al., 2007b).  Therefore, our results are more comparable 

to those of Nordlund et al. (2000) who were similarly unable to detect an increase in 

MMS sensitivity in a trm2 mutant strain.  In addition, Nordlund et al. (2000) failed to 

detect any nuclease activity associated with Trm2 during mitotic growth, raising the 

possibility that a secondary mutation in the strains used by Choudhury et al. (2007a) 

may be responsible for the phenotype observed. 

 

5.3.2 Spore viability distributions in the absence of SGS1  and EXO1   

In order to investigate the genetic interaction between EXO1 and SGS1 in meiosis, 

sgs1-mn and sgs1-mn exo1! strains were assessed.    As shown in Table 5.1 and Figure 

5.2, the sgs1-mn strain displayed a significant reduction in spore viability compared to 

wild-type cells (p=3 x 10-27, G-test; Table 5.1).  The pattern of spore death in these 

cells (in contrast to the crossover-deficient exo1! mutant) was indicative of random 

spore death, consistent with previous studies (Watt et al., 1995; Jessop et al., 2006).  In 

the sgs1-mn exo1! double mutant, a further reduction in viability was observed, 

resulting in an overall viability of 53.6% (p=6 x 10-96, G-test).  This agrees well the 

52.5% predicted to occur from the additive effect of two independent sources of 

spore death in sgs1-mn and exo1! (p=0.48, G-test).  However, when the pattern of 

viable spores contained within each tetrad was examined more closely, a significant 

alteration from the predicted pattern was observed (p=4 x 10-9, contingency chi-

square test; Figure 5.2).  Specifically, there appeared to be a slight increase in three 
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Table 5.1: Spore viability in the putative DNA repair mutants at 23°C 

 

 
1 Calculated as ((4 x no. 4-spore tetrads) + (3 x no. 3-spore tetrads) + (2 x no. 2-spore 
tetrads) + no. 1-spore tetrads)/(4 x total number of tetrads) x100.  Comparisons of the 
distributions between spore classes were made using the G-test of homogeneity and 
statistically significant (p<0.0102, for four-way comparisons) differences are indicated 
as follows: * significantly different from wild-type at same temperature, † significantly 
different from exo1! at same temperature.  2 Data presented previously in Chapter 4. 
 

 Viable spores per tetrad class Total 

tetrads 

% overall 

spore 

viability1 

 4 3 2 1 0   

Wild-type2 

 

n 

(%) 

941 

(89.9) 

54 

(5.2) 

41 

(3.9) 

2 

(0.2) 

8 

(0.8) 

1046 95.8† 

 

exo1!2 n 

(%) 

885 

(40.2) 

231 

(10.5) 

472 

(21.5) 

136 

(6.2) 

476 

(21.6) 

2200 

 

60.4* 

trm2! n 

(%) 

252 

(92.0) 

17 

(6.2) 

3 

(1.1) 

0 

(0.0) 

2 

(0.7) 

274 97.2† 

trm2! 

exo1! 

n 

(%) 

156 

(42.2) 

32 

(8.6) 

90 

(24.3) 

18 

(4.9) 

74 

(20.0) 

370 62.0* 

sgs1-mn n 

(%) 

219 

(66.4) 

66 

(20) 

34 

(10.3) 

5 

(1.5) 

6 

(1.8) 

330 86.9*† 

sgs1-mn 

exo1! 

n 

(%) 

108 

(21.5) 

108 

(21.5) 

119 

(23.7) 

82 

(16.3) 

85 

(16.9) 

502 

 

53.6*† 

 

Predicted 

if additive: 

sgs1-mn 

exo1! 

 

n 

(%) 

 

134 

(26.7) 

 

78 

(15.5) 

 

116 

(23.0) 

 

52 

(10.4) 

 

122 

(24.3) 

 

502 

 

 

52.5 
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Table 5.2: Crossing-over in the putative DNA repair mutants at 23°C 

 Wild-
type2 

exo1!
2
  t rm2!  t rm2!  

exo1!  

sgs1-mn sgs1-mn 
exo1!  

HIS4-

LEU2  
      

PD1 449 540 133 99 85 76 
NPD 1 1 0 2 0 0 
TT 183 126 48 16 52 17 
cM 14.9† 9.9* 13.3 12* 19† 9.1 
LEU2-
MAT  

      

PD 442 622 146 105 98 70 
NPD 32 7 5 1 18 2 
TT 425 244 92 44 92 34 
cM 34.3† 16.4* 25.1* 16.7* 48.1 21.7* 
CEN8-

ARG4  
      

PD 696 739 194 135 149 83 
NPD 2 1 0 0 0 0 
TT 185 119 46 16 47 18 
cM 11.2† 7.3* 9.6 5.3* 12† 8.9 
LYS5-
MET13  

      

PD 555 680 172 120 144 80 
NPD 8 2 2 0 2 1 
TT 349 186 72 27 68 22 
cM 21.8† 11.4* 17.1 9.2* 18.7† 13.6* 
MET13-

CYH2  
      

PD 738 774 203 138 180 88 
NPD 0 0 0 0 0 0 
TT 179 99 43 14 33 18 
cM 9.8† 5.7* 8.7 4.6* 7.7 8.5 
CYH2-
TRP5  

      

PD 331 539 99 97 102 61 
NPD 35 11 5 2 9 1 
TT 557 328 146 57 102 43 
cM 41.5† 22.4* 35.2† 22.1* 36.6*† 23.3* 
 
1PD, NPD and TT represent parental ditypes, nonparental ditypes and tetratypes 
respectively.  cM values were calculated according to the formula of Perkins (1949).  
Distributions between tetrad classes were compared using the G-test of homogeneity 
and statistically significant (p<0.0102) differences are indicated as follows: * 
significantly different from wild-type, † significantly different from exo1!.  2 Data 
presented previously in Chapter 4. 
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Table 5.3: Rates of meiosis I chromosome III non-disjunction in the putative 

DNA repair mutants at 23°C 

Genotype Number of non-
maters1 

Total tetrads % Non-
disjunction2 

    
Wild-type3 1 1046 0.1† 

exo1!3 61 2200 2.8* 
trm2! 0 274 0.0† 

trm2! exo1! 11 370 3.0* 
sgs1-mn 3 330 0.9 

sgs1-mn exo1! 6 502 1.2* 
    

 
1 The number of two-viable-spore tetrads containing two non-mating spores (indicative 
of chromosome III non-disjunction).  2 Non-disjunction was calculated as: (number of 
non-maters/total number of tetrads) x100. Comparisons were made using the G-test 
of homogeneity and statistically significant (p<0.0102) differences are indicated as 
follows: *significantly different from wild-type, † significantly different from exo1!.  3 
Data presented previously in Chapter 4. 
 

 

Table 5.4: Rates of meiosis I non-disjunction in the putative DNA repair 

mutants at 23°C 

Genotype Number of 
sister spores1 

Number of 
non-sister 

spores1 

Total tetrads % Non-
disjunction2 

     
Wild-type3 30 11 1046 1.8† 

exo1!3 394 78 2200 14.4* 
trm2! 3 0 274 1.1† 

trm2! exo1! 73 17 370 19.7* 
sgs1-mn 19 15 330 1.2† 

sgs1-mn exo1! 64 55 502 1.8† 
     

 

1 Two-viable-spore tetrads were categorised as sisters (same uracil phenotype) or non-
sisters (different uracil phenotype) based upon the segregation of the centromere-
linked CEN8:URA3 marker.  Emboldened italics indicate distributions of sister to 
non-sister spores that are significantly different (p<0.05) from a 50:50 distribution as 
determined by !2 test.  2 Non-disjunction was calculated as: ((number of sister spores - 
number of non-sister spores)/total tetrads) x100.  Comparisons were made using the 
G-test of homogeneity and statistically significant (p<0.0102) differences are indicated 
as follows: * significantly different from wild-type, † significantly different from exo1!.  
3 Data presented previously in Chapter 4. 



Chapter 5                                                                               Analysis of Putative DNA Repair Mutants in Meiosis 

                                                                                                                                              123 

Table 5.5: Non-Mendelian segregation in the putative DNA repair mutants at 23°C 

  Allele 

Genotype  his4-XhoI l eu2-R MAT lys5-P met13-B cyh2-Z trp5-S CEN8:URA3 arg4-nsp 

           

Wild-type2 %NMS1 29.2† 3.6† 0.9 1.4 1.8 0.7 1.3 0 6.1† 

 (NMS/total tetrads) (275/941) (34/941) (8/941) (13/941) (17/941) (7/941) (12/941) (0/941) (58/941) 

exo1!2 %NMS 23.6* 1.1* 0.2 0.9 1.0 0.5 0.3 0 2.9* 

 (NMS/total tetrads) (209/885) (10/885) (2/885) (8/885) (9/885) (4/885) (3/885) (0/885) (26/885) 

trm2! %NMS 27.0 1.6 2.0 0 2.4 0 0.8 0 4.8 

 (NMS/total tetrads) (68/252) (4/252) (5/252) (0/252) (6/252) (0/252) (2/252) (0/252) (12/252) 

trm2! exo1! %NMS 23.7 1.9 1.9 3.2 2.6 0 0 0.6 2.6 

 (NMS/total tetrads) (37/156) (3/156) (3/156) (5/156) (4/156) (0/156) (0/156) (1/156) (4/156) 

sgs1-mn %NMS 34.7† 3.7 1.4 0.5 1.8 0.9 1.8 0 10.5† 

 (NMS/total tetrads) (76/219) (8/219) (3/219) (1/219) (4/219) (2/219) (4/219) (0/219) (23/219) 

sgs1-mn exo1! %NMS 14* 0* 1.9 2.8 1.9 0 2.8 0 6.5 

 (NMS/total tetrads) (15/108) (0/158) (2/158) (3/158) (2/158) (0/158) (3/108) (0/108) (7/108) 

1Non-Mendelian segregation includes gene conversion and post-meiotic segregation events.  Tetrads exhibiting !3 NMS events per tetrad were 
scored as false tetrads and excluded from further analysis.  %NMS was calculated as: (number of NMS events/total number of tetrads) x 100.  
Comparisons were made using the G-test of homogeneity and statistically significant (p<0.0102) differences are indicated as follows: * 
significantly different from wild-type, † significantly different from exo1!.  2 Data presented previously in Chapter 4. 
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and one viable spore tetrads at the expense of the four and zero viable spore tetrad 

classes.  The decrease in tetrads containing zero viable spores in particular is 

suggestive of improved chromosome disjunction.  

 

5.3.3 Crossing-over is not restored in sgs1-mn exo1!  at 23°C 

In order to investigate whether increased recombination was occurring in the sgs1 

exo1! strain, crossing-over was measured in the 6 genetic intervals used previously in 

Chapter 4 (Table 5.2).  In five of the six intervals, a slight increase in crossing-over 

was observed in the sgs1-mn exo1! tetrads compared to the exo1! cells.  However, 

this increase was small in all cases and was not statistically significant in any interval.  

Furthermore, in three intervals, recombination remained significantly lower than in 

the wild-type strain (p<0.004, G-test).  Therefore, while a small increase in 

recombination may account for the apparent improvement in chromosome 

segregation, a large-scale rescue of crossing-over does not appear to take place in 

sgs1-mn exo1! cells.  The finding that significantly higher rates of chromosome III 

non-disjunction occurred in sgs1-mn exo1! tetrads compared to wild-type cells (p= 

0.0034, G-test) supports this conclusion.  However, when non-disjunction was 

assessed genome-wide, the opposite situation was observed (Table 5.3).  The overall 

rate of meiosis I non-disjunction in the sgs1-mn exo1! strain was significantly reduced 

compared to exo1! (p=3 x 10-20, G-test).  In the sgs1-mn single mutant, the 

proportions of sister and non-sister spores did not deviate significantly from a 50:50 

distribution suggesting that they did not result from non-disjunction (see Figure 1.2).  

Therefore, the non-sister spores produced as a result of SGS1 mutation may act to 

decrease the apparent level of non-disjunction detected in sgs1-mn exo1!. 

 

5.3.4 Gene conversion is not significantly reduced in sgs1-mn exo1!  

In order to rule out the possibility that the opposing effects of reduced unwinding of 

crossover-designated intermediates and decreased resection operating at the same 

time could be responsible for the comparable amount of crossing-over observed in 

sgs1-mn exo1! and exo1! strains, the levels of NMS were calculated (Table 5.5).  If 

decreased resection were occurring this should result in a decrease in gene 

conversion.  In the sgs1-mn single mutant, NMS was slightly increased compared to 

wild-type at the majority of loci and was significantly higher than the exo1! strain at 

both HIS4 and ARG4 (p<0.001, G-test).  This supports the theory that deletion of 
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SGS1 alone does not result in a resection defect.  NMS was reduced at HIS4 from 

23.6% in the exo1! single mutant to 14% in the sgs1-mn exo1! strain.  Contrastingly, 

at ARG4, NMS was increased from 2.9% in exo1! cells to 6.5% in the sgs1-mn exo1! 

strain.  Neither change was statistically significant with the number of tetrads studied 

(p>0.017, G-test).  Therefore, while a role for Sgs1 in catalysing some resection at 

certain loci cannot be ruled out, it does not appear to be responsible for the majority 

of resection that occurs in exo1!. 

 

5.3.5 A differential requirement for SGS1 in exo1!  cells at 23°C and 33°C  

The finding that crossing-over was not improved in sgs1-mn exo1! cells compared to 

exo1! tetrads was somewhat surprising given that other mutants defective in forming 

crossovers via the same pathway (zip1!, zip2!, zip3!, mer3!, msh4!, msh5! and 

mlh3!) all exhibited an increase in crossover frequency upon deletion of SGS1 

(Jessop et al., 2006; Oh et al., 2007).  These previous studies were carried out at 30°C.  

Therefore, we considered whether the reduced sporulation temperature employed in 

the experiments presented here (23°C) could account for this apparently anomalous 

result.  It has been proposed that recombination in zmm mutants proceeds via one of 

two ‘modes’ depending upon whether the cells are sporulated at 23°C or 33°C, while 

experiments performed at 30°C represent a mixture of the two modes (Borner et al., 

2004; see Section 1.3.2 for further details).  We hypothesised that any potential 

influence of temperature may thus be more obvious at 33°C.  Unlike zmm mutants, 

exo1! cells in the SK1 strain background sporulate efficiently at both temperatures 

(data not shown), allowing tetrad analysis at 33°C to be carried out. 

 

When recombination was analysed at the elevated temperature, an apparent 

improvement in crossing-over in sgs1-mn exo1! cells was indeed observed.  At 33°C, 

the map distance measured in the sgs1-mn exo1! tetrads was longer (indicating 

increased recombination) than in the exo1! strain in all but one interval (Table 5.6).  

Furthermore, the change in recombination frequency was statistically significantly in 

four intervals (p<0.0145, G- test).  When the sgs1-mn and sgs1-mn exo1! strains were 

compared, a slight decrease in crossing-over was observed in the sgs1-mn exo1! cells 

but this difference was only statistically significant in the LYS5-MET13 interval 

(p=0.0021, G-test), arguing that the exo1! mutation does not confer a severe
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Table 5.6: Crossing-over in the putative DNA repair mutants at 33°C 

 Wild-
type 

exo1!  sgs1-mn  sgs1-mn 
exo1!  

HIS4-
LEU2  

    

PD1 195 166 109 150 
NPD 1 0 3 1 
TT 92 31 51 56 
cM 17† 7.9* 21.2† 15† 
LEU2-
MAT  

    

PD 130 140 73 111 
NPD 18 3 7 7 
TT 142 72 97 94 
cM 43.1† 20.9* 39.3† 32.1 
CEN8-
ARG4  

    

PD 202 186 111 148 
NPD 0 0 3 1 
TT 86 25 57 54 
cM 14.9† 5.9* 21.9† 14.8† 
LYS5-
MET13  

    

PD 172 171 99 150 
NPD 1 1 1 5 
TT 114 38 76 58 
cM 20.9† 10.5* 23.3† 20.7*† 
MET13-
CYH2  

    

PD 229 185 148 188 
NPD 0 0 0 0 
TT 61 26 30 26 
cM 10.5 6.2 8.4 6.1 
CYH2-
TRP5  

    

PD 93 138 82 99 
NPD 11 1 14 13 
TT 202 81 88 102 
cM 43.8† 19.8* 46.7*† 42.1*† 

 
1PD, NPD and TT represent parental ditypes, nonparental ditypes and tetratypes 
respectively.  cM values were calculated according to the formula of Perkins (1949).  
Distributions between tetrad classes were compared using the G-test of homogeneity 
and statistically significant (p<0.0169) differences are indicated as follows: * 

significantly different from wild-type, † significantly different from exo1!. 
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crossover defect in the absence of SGS1 at 33°C.  As expected from an improvement 

in crossing-over upon SGS1 deletion, the 77.3% spore viability observed in the sgs1-

mn exo1! strain at 33°C was significantly higher than the 73.2% predicted if the 

exo1! and sgs1-mn mutations had an additive effect on spore death (Table 5.7, Figure 

5.2; p=0.0029, G-test).  This suggests that at 33°C (in contrast to the situation 

observed at 23°C), Sgs1 acts antagonistically to Exo1 in crossover production. 

 

5.3.6 Increasing temperature promotes chromosome disjunction in exo1!  

strains 

Increasing the temperature of sporulation was also seen to have an effect upon the 

exo1! single mutant.  Spore viability in exo1! strains was improved from 60.4% at 

23°C to 81.5% at 33°C  (Tables 5.1 and 5.7, Figure 5.2; p=6 x 10-55, G-test).  This 

overall improvement resulted from an increase in the number of tetrads containing 

four viable spores, while the two and zero viable spore tetrad classes were decreased 

(p=4 x 10-20, G-test) suggesting that chromosome disjunction is improved at the 

higher temperature.  However, in contrast to the sgs1-mn exo1! strain, the 

improvement in viability in the exo1! cells did not appear to occur as a result of 

increased crossovers as no interval exhibited a statistically significant increase in 

crossing-over (Tables 5.1 and 5.6).   In fact, in five of the six intervals tested there 

was a slight reduction in crossing-over at 33°C compared to 23°C.  This argues that 

temperature affects chromosome disjunction via a crossover-independent backup 

system as described previously in msh4!, msh5! and pch2! mutant cells (Chan et al., 

2009; Joshi et al., 2009).  In support of this, spore death in the sgs1-mn strain (which 

did not exhibit high levels of non-disjunction at 23°C) was not significantly affected 

by temperature (p=0.028; G-test).  
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Table 5.7: Spore viability of putative DNA repair mutants at 33°C 

 

 
1 Calculated as ((4 x no. 4-spore tetrads) + (3 x no. 3-spore tetrads) + (2 x no. 2-spore 
tetrads) + no. 1-spore tetrads)/(4 x total number of tetrads) x100.  Comparisons of 
the distributions between spore classes were made using the G-test of homogeneity 
and statistically significant (p<0.0169, for four-way comparisons) differences are 
indicated as follows: * significantly different from wild-type at same temperature, † 

significantly different from exo1! at same temperature. 
 

 Viable spores per tetrad class Total 

tetrads 

% 

overall 

spore 

viability1 

Genotype  4 3 2 1 0   

Wild-type 

 

n 

(%) 

309 

(92.2) 

21 

(6.3) 

2 

(0.6) 

0 

(0.0) 

2 

(0.6) 

334 97.5† 

exo1! n 

(%) 

220 

(66.3) 

33 

(9.9) 

45 

(13.6) 

10 

(3) 

23 

(6.9) 

331 81.5* 

sgs1-mn n 

(%) 

187 

(71.6) 

46 

(17.6) 

22 

(8.4) 

4 

(1.5) 

1 

(0.4) 

260 89.8*† 

sgs1-mn 

exo1! 

n 

(%) 

216 

(43.8) 

149 

(30.2) 

94 

(19.1) 

25 

(5.1) 

9 

(1.8) 

493 77.3*† 

Predicted 

if additive: 

sgs1-mn 

exo1! 

n 

(%) 

235.7 

(47.8) 

95.5 

(19.4) 

91.4 

(18.5) 

31.3 

(6.4) 

39.1 

(7.9) 

493 73.2 
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Figure 5.2: The effect of temperature upon spore viability 

The data presented in Tables and is presented graphically.
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5.4 Discussion 

5.4.1 Neither Sgs1 not Trm2 contribute to meiotic DSB processing 

The results presented in Chapters 3 and 4 of this thesis suggest that resection 

influences heteroduplex tract length and that at some loci (such as those on 

chromosome III) extensive resection is required in order to maintain normal levels of 

crossing-over.  Therefore, it was predicted that a further reduction in resection tract 

length would result in decreased levels of inter-homologue recombination and 

decreased spore viability.  Spore viability assays are more sensitive than 

measurements of crossing-over and gene conversion as they reflect the amount of 

recombination occurring genome-wide and report upon the status of all four cells 

contained within each tetrad.  Furthermore, crossing-over and gene conversion can 

only be accurately assessed in tetrads containing four viable spores and only provide 

information about a small region of the genome.  In this chapter, it was 

demonstrated that deletion of TRM2 has no effect upon spore viability while the 

decreased spore viability observed in an sgs1-mn exo1! strain is no worse than that 

predicted to result from the additive effect of two independent sources of spore 

death.  Recombination was not significantly reduced below the level seen in exo1! 

cells in either trm2! exo1! or sgs1-mn exo1! strains.  Therefore, neither Sgs1 nor 

Trm2 appear to contribute significantly to producing the residual resection 

observable in exo1! mutants.  As studies of resection in dmc1! strains had indicated a 

role for Sgs1 in producing the hyper-resected DSBs that accumulate in this mutant 

(Manfrini et al., 2010), these results argue that the resection that takes place at later 

time points in  dmc1! cells is not representative of normal meiotic resection.  Instead, 

hyper-resection in dmc1! appears to more closely resemble the mitotic DSB 

processing described by Mimitou & Symington (2008) and Zhu et al. (2008). 

 

It remains possible that Sgs1 and Trm2 are able to functionally compensate for each 

other and that deletion of all three genes (SGS1, TRM2 and EXO1) would be 

required to affect resection in otherwise wild-type cells.  However, given the 

conflicting evidence that Trm2 possesses a nuclease activity, a perhaps more likely 

explanation is that the MRX complex and/or Sae2 is responsible for catalysing 

resection in the absence of EXO1.  In mitotic cells, it is proposed that MRX/Sae2 

normally acts to remove 100 bp of DNA adjacent to the break site prior to extensive 

resection by Exo1 or Sgs1/Dna2 (Mimitou and Symington, 2008; Zhu et al., 2008).  
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In the absence of Exo1 and Sgs1/Dna2, MRX/Sae2 is also responsible for 

producing a limited amount of further resection.  This process is slow and appears to 

pause at discrete sites separated by approximately 100 bp.  It is therefore possible 

that MRX/Sae2 functions analogously in exo1! cells during meiosis (Figure 5.3).  

This agrees well with recent data produced by Hodgson et al. (2010) suggesting that 

Mre11 is important for the initiation and processivity of resection at a VDE 

catalysed meiotic DSB. 

 

5.4.2 The nature of the crossover deficit in exo1!  and the effect of 

temperature 

The finding that crossing-over is not significantly improved in sgs1-mn exo1! cells 

compared to the exo1! single mutant at 23°C argues that the crossover deficit 

observed in the absence of EXO1 is not due the action of Sgs1 upon crossover 

designated intermediates at this temperature.  However, at 33°C, deletion of SGS1 

does appear able to restore a substantial amount of crossing-over to the exo1! cells.  

This could potentially be due to an increased number of inter-homologue 

interactions occurring at high temperature that require Sgs1 to be 

unwound/dissolved.  However, if this were the case, an increase in crossing-over at 

33°C compared to 23°C in the sgs1-mn single mutant would also be expected.  As 

only one interval (CEN8-ARG4) displayed such an increase (p=0.0112, G-test), a 

perhaps more likely explanation is that the same number of recombination 

intermediates are formed at both temperatures in exo1! yeast but these intermediates 

are inherently less stable at 23°C.  Therefore, Sgs1 would not be required at the lower 

temperature in order for dissolution to occur.  It would be interesting to ascertain 

whether the other mutants in which SGS1 deletion was previously shown to restore 

crossing-over at 30°C share the same temperature-dependent phenotype.  

Temperature has previously been shown to influence meiotic progression, 

checkpoint robustness, chromosome segregation and crossover interference in 

meiosis (Borner et al., 2004; Chan et al., 2009; Joshi et al., 2009) and it is thus 

conceivable that changes in temperature may also influence the stability of 

recombination intermediates.  The finding that spore viability is improved by 

temperature in the exo1! mutant strain without an improvement in crossing-over 

provides further support for the theory that higher temperature acts to promote 

accurate chromosome disjunction at the first meiotic division when the crossover-



 

                                                                                                                                               
132 

 

 

 

 

 

 

Figure 5.3: A model describing resection at meiotic DSBs 

(A) Following DSB formation catalysed by a Spo11 dimer (shown in green), the 

MRX complex and/or Sae2, acts to endonucleolytically cleave the DNA (B), 

producing single-stranded gaps (sites of endonucleolytic activity are indicated by 

arrows).  (C) Exo1 (shown in purple) loads onto the DNA at these sites and carries 

out processive resection.  (D) In the absence of EXO1, slower, limited resection 

catalysed by MRX/Sae2 takes place.  This may utilise the endonuclease activity of 

MRX/Sae2 in conjunction with a helicase to unwind the DNA or alternatively, 

following endonucleoytic cleavage, the 3! to 5! exonuclease activity of Mre11 could 

act to remove the DNA.  Adapted from Neale et al. (2005) and Hodgson et al. (2010). 
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mediated disjunction pathway is compromised.  The mechanism that promotes the 

accurate disjunction of chromosomes in the absence of crossing-over is known as 

distributive segregation.  Such systems are essential in certain organisms such as 

Drosophila melanogaster (Cooper, 1945) and are likely to become of increasing 

importance in other organisms when recombination is prevented due to mutation or 

high levels of sequence divergence.  Given that yeast in the wild may encounter a 

greater degree of sequence divergence during reproduction than isogenic laboratory 

strains, a distributive segregation pathway may have increased significance in the 

natural environment.  Therefore, the ability of temperature to improve the reliability 

of this pathway provides an example of how environmental factors may influence the 

reproductive abilities of certain species.  Whether or not this improved segregation is 

linked to the apparent increase in the stability of recombination intermediates at 

higher temperature remains unclear. 



 

                                                                                                                                               
134 

 

CHAPTER 6 

DISCUSSION & FUTURE 

DIRECTIONS  

 
6.1 Multiple functions for Exonuclease I in meiotic recombination 

In yeasts, Drosophila, mice and humans, homologues of Exonuclease I are up-

regulated in cells undergoing meiosis (Szankasi and Smith, 1995; Digilio et al., 1996; 

Chu et al., 1998; Tishkoff et al., 1998; Lee et al., 1999).  This suggests that there is a 

highly conserved requirement for the protein during the recombination process.  

Prior to the work described in this thesis, experiments in yeast had demonstrated that 

Exo1 is essential for the formation of crossovers in the Msh4/Msh5 pathway but the 

molecular mechanism by which this occurred remained uncertain (Khazanehdari and 

Borts, 2000; Kirkpatrick et al., 2000; Tsubouchi and Ogawa, 2000).  In this study, 

evidence was presented that suggests Exo1 performs at least two functions during 

the repair of meiotic DSBs in Saccharomyces cerevisiae.  A model describing these roles is 

presented in Figure 6.1 (see text below for details).   

 

6.1.1 Meiotic DSB end resection 

Exo1 appears to be the principal nuclease responsible for producing the 3! single-

stranded tails found at DSB sites during meiosis.  These tails form the basis of the 

nucleoprotein filaments that initiate recombination by invading the homologous 

chromosome.  Two observations suggest that the processing of meiotic DSBs differs 

significantly from that of endonucleolytically induced mitotic DSBs where dual 

resection pathways mediated by Exo1 and Sgs1/Dna2 are thought to operate (see 

Mimitou and Symington, 2008; Zhu et al., 2008 for mitotic experiments).  Firstly, 

physical assessments of resection in meiotic cells revealed a considerable resection 

defect in the exo1! single mutant compared to wild type.  This was not seen in the 

mitotic resection assays where deletion of both EXO1 and SGS1 was necessary to 

produce a strong resection phenotype.  Secondly, an sgs1 exo1 double mutant did not 

exhibit any additional reduction in homologous recombination or spore viability



 

                                                                                                                                               

135 

 

 

 

 

 

 



 

                                                                                                                                               
136 

Figure 6.1: Model demonstrating multiple roles for Exo1 during meiotic 

recombination 

(A) Following DSB formation, Exo1 acts to resect the DNA ends in a 5! to 3! 

direction.  When Exo1 nuclease activity is absent, limited resection may be catalysed 

by Mre11 and/or Sae2. The overhanging 3! strands can then begin to interact with 

the homologous chromosome and a D-loop is produced upon invasion.  If a break is 

to be repaired as a non-crossover, DNA synthesis and strand displacement will 

follow.  (B) Along the crossover pathway, the D-loop requires stabilisation by 

proteins such as Msh4/Msh5 (shown in orange).  If Exo1 also performs an early 

stabilising function, its absence may lead to displacement of the SEI, collapsing the 

D-loop.  A non-crossover can be formed by SDSA.  (C) With a stable SEI, extensive 

DNA synthesis then takes place, which may or may not be coordinated with 

processive resection. (D) The synthesised end is eventually displaced and attempts to 

anneal to the strand uncovered by resection on the opposite side of the break.  (E) If 

there is insufficient resection for this annealing to occur, a half crossover and a single 

broken chromatid could result. (F) Upon successful annealing, if DNA synthesis and 

resection do not occur at the same rate, DNA flaps could be formed from 

displacement of the unresected region.  (G) These flaps normally require the 

exonuclease activity of Exo1 for removal, allowing dHJs to form and undergo 

subsequent resolution to form crossovers. (H) When Exo1 nuclease activity is 

absent, 3! flaps could be produced that may serve as substrates for Mus81/Mms4 

(indicated by green triangle).  This would then permit ligation and completion of the 

dHJ.  (I) If instead of/in addition to an early stabilising role, the nuclease-

independent function of Exo1 (shown in purple) acts to stabilise the dHJ structure, 

crossovers would form as normal in exo1-D173A.  (J) Without this stabilising activity 

in exo1!, crossovers would not be produced. 
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compared to the exo1! single mutant.  The basis for this meiosis-specific regulation 

is not known; however, evidence from mitotic cells implies that Mre11 may be 

important.   

 

When yeast cells are subjected to ionising irradiation (IR), DSB formation ensues 

(Ward, 1990 and references therein).  Vegetative mre11! cells are highly sensitive to 

IR, demonstrating the essential role played by Mre11 in repairing this type of DNA 

damage (Bressan et al., 1999; Moreau et al., 1999).  The sensitivity of mre11! strains is 

partially suppressed by the absence of yKu70, which together with yKu80 forms the 

Ku complex (Bressan et al., 1999).  Ku and Mre11 seemingly compete for DSB ends 

(Clerici et al., 2008) and while Mre11 acts to facilitate end processing (allowing 

further resection and HR to follow), Ku targets breaks for repair via non-

homologous end-joining (NHEJ).  In contrast to HR, NHEJ directly rejoins the 

DNA ends in a manner that can be imprecise and subject to errors (Daley et al., 

2005).  Furthermore, the ‘ragged’ DSB ends produced by IR are not readily ligatable; 

therefore if Ku binding prevents DNA end resection and HR in mre11! cells, these 

breaks can be lethal.  Interestingly, the suppression of IR sensitivity in mre11! yeast 

by yku70! appears to require Exo1 but not Sgs1, arguing that DSB ends not bound 

by either Mre11 or Ku can only be processed by the Exo1-dependent resection 

pathway (Mimitou and Symington, 2010).  Conversely, when the MRX complex is 

present but catalytically impaired (either by the mre11-H125N point mutation or the 

absence of SAE2), both Sgs1 and Exo1 are able to assist in DNA end processing, 

leading to the suggestion that an intact Mre11 protein/MRX complex is required for 

Sgs1 recruitment (Mimitou and Symington, 2010).  Further support for this idea is 

provided by Chiolo et al. (2005) who demonstrated that that a physical interaction 

between Mre11 and Sgs1 occurs following activation of the DNA damage 

checkpoint.  Therefore, it is possible that the inability of Sgs1 to function in meiotic 

resection in exo1! cells is due to a failure of Mre11 to recruit Sgs1 during meiosis.   

 

It is tempting to speculate that Mre11 could be specifically defective in Sgs1 

recruitment during meiosis if the same interaction(s)/modification(s) that allow 

Mre11 to perform its meiosis-specific functions (e.g. in Spo11-catalysed DSB 

formation/Spo11 removal) also prevent any association with Sgs1.  If this were the 

case it would mean that once removal of Spo11 were achieved, Mre11 would not be 
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able to recruit Sgs1, leaving Exo1 as the main nuclease available to resect the DSB 

ends.  This theory is somewhat difficult to substantiate experimentally; however, 

evidence suggesting that this block can be overcome at later time points in dmc1! 

meiotic time courses (Manfrini et al., 2010) may provide a useful starting point.  For 

example, co-immunoprecipitation experiments could be performed to determine if 

an interaction between Mre11 and Sgs1 becomes detectable at these later time points.   

Alternatively, it may be the case that Sgs1 is able to access the DNA ends but its 

nucleolytic partner, Dna2, cannot.  A potential molecular basis for this is not clear.   

In the future, the delineation of the mechanism(s) preventing Sgs1/Dna2 from 

participating in meiotic resection could be of great interest as it may provide further 

insight into the factors that determine which resection pathway is utilised in 

mitotically cycling cells.   

 

A second noticeable feature of meiotic resection is that even in wild-type cells, the 

resection tract lengths measured remain relatively short (almost always shorter than 

1.25kb in this study) when compared to estimates of mitotic resection.  For example, 

when resection was monitored at an HO endonuclease-induced mitotic DSB capable 

of undergoing allelic recombination, over half of the cells analysed exhibited 

resection tracts extending as far as 2.6kb (Chung et al., 2010).  This difference could 

potentially result from the lack of Sgs1 involvement during meiotic repair.  However, 

given that the absence of SGS1 does not generally confer a resection defect when 

Exo1 is present, this seems somewhat unlikely.  Therefore, a perhaps more probable 

explanation is that the reduced resection is a consequence of the large number of 

DSBs that are induced in each cell concomitantly during meiosis.  This inevitably 

places a much higher demand upon the repair machinery of the cell than would be 

the case when a single mitotic DSB occurs, meaning that the amount of resection 

that any individual break undergoes is likely to be reduced (Neale et al., 2002; 

Johnson et al., 2007).  Short tracts may be beneficial to the cell for several reasons.  

For instance, limiting the amount of ssDNA uncovered could help to prevent 

repetitive sequences located close to the DSB from becoming involved in the search 

for homology (Inbar and Kupiec, 1999).  Such sequences would have the potential to 

initiate non-allelic recombination, leading to genomic rearrangements.  Additionally, 

the uncovering of homology situated on either side of the break could facilitate 
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repair via single-strand annealing (SSA).  This would result in a potentially lethal 

deletion of the intervening region. 

 

6.1.2 The influence of resection upon recombination 

How the cell determines which DSBs are repaired to yield a crossover and which 

produce non-crossovers remains an area of active research.  It has been suggested 

that the amount of DNA included within the initial strand invasion intermediate may 

be important (Khazanehdari and Borts, 2000).  Indeed, the only physically assayable 

strand invasion intermediates detected to date are thought to belong exclusively to 

the crossover pathway (Hunter and Kleckner, 2001).  The extent of resection could 

in turn determine the amount of DNA available for this invasion event, thereby 

influencing whether or not crossing-over will take place.  For this reason, one of the 

aims of this study was to test whether the crossover deficient phenotype of exo1! 

cells arises as a direct consequence of decreased resection.  Contrary to this idea 

however, the analysis of point mutations affecting the nucleolytic activity of Exo1 

revealed that a resection defect does not necessarily confer an equivalent reduction in 

crossing-over.  In fact, in several intervals, crossing-over was maintained at wild-type 

levels in the nuclease deficient exo1-D173A, arguing that resection per se does not 

greatly influence the crossover/non-crossover decision.  More recently, it has also 

been proposed that the extent of resection determines whether DSBs are repaired as 

crossovers or non-crossovers during mitotic growth (Mitchel et al., 2010).  In light of 

the results presented here, it would be interesting to test whether or not this is the 

case by analysing whether resection mutants are able to influence the ratio of 

crossovers to non-crossovers during the mitotic cell cycle.  

 

The ability of the nucleolytically inactive Exo1 protein to support crossing-over 

demonstrates a novel non-catalytic function for Exo1 in crossover promotion.  It 

was not possible to determine the precise stage at which Exo1’s structural role is 

required from the experiments performed in this study.  However, this could be 

established in the future using 2D gel analysis of crossover-specific recombination 

intermediates produced at the HIS4LEU2 hotspot.  Evidence from mice Exo1-/- 

models is consistent with a post-Msh4/5 role for Exo1 in supporting crossing-over, 

important at around the same stage as Mlh1/Mlh3 (Wei et al., 2003; Kan et al., 2008).  
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In order to confirm that this function is similarly nuclease-independent in higher 

eukaryotes, the fertility of a mouse line expressing exo1-D173A could be assessed.  

 

While resection does not appear to affect crossing-over, the results obtained in this 

study argue that it may be important in determining gene conversion tract lengths.  

In the absence of Exo1 or the exonuclease activity of Exo1, both gene conversion 

tracts and resection tracts are shortened.  However, physical analysis of single-

stranded DNA suggests that resection gradients and gene conversion gradients do 

not directly correlate and that hDNA can extend further than resection.  Given that 

resection occurring within the context of dsDNA may not be detectable using the 

assay employed in this study, these findings are therefore compatible with a role for 

resection after strand invasion in determining hDNA tract length (Figure 6.1).  Such 

a situation is consistent with the models proposed by Maloisel et al. (2004) and 

Abdullah et al. (2004).  It has been claimed that meiotic recombination-related DNA 

synthesis extends further at crossover-designated sites (Terasawa et al., 2007); 

therefore, if this later resection is coordinated with DNA synthesis, this model can 

also account for the observation that crossovers are associated with longer hDNA 

tracts than non-crossovers.  We attempted to test this possibility by measuring 

resection in synthesis deficient pol3-ct cells.  However the unexpected mitotic growth 

defect displayed by these cells in the SK1 background prevented such an analysis 

from being carried out.  An alternative approach would be to measure the amount of 

meiotic recombination-related DNA synthesis that takes place in a resection deficient 

strain.  This could be achieved using the method employed by Terasawa et al. (2007), 

which involved assessing the pattern of thymidine analogue incorporation.  As recent 

genome-wide recombination studies have suggested that up to 1% of the yeast 

genome undergoes gene conversion in each meiosis (Mancera et al., 2008) and the 

human genome is estimated to undergo meiotic gene conversion at 4-15 times the 

frequency that it undergoes crossing-over (Jeffreys and May, 2004), understanding 

the mechanisms underlying this process is likely to be of vital importance in 

understanding genetic variation. 

 

6.1.3 Coordinating the multiple roles of Exo1  

The identification of separable functions for Exo1 during meiosis raises the question 

as to how Exo1’s participation in these roles is regulated.  Previous studies have 
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demonstrated that both yeast Exo1 and human EXO1 undergo phosphorylation in 

response to DNA damage (El-Shemerly et al., 2005; Smolka et al., 2007; El-Shemerly 

et al., 2008; Morin et al., 2008).  In these studies, phosphorylation of Exo1 was 

associated with a down-regulation of Exo1 activity.  Protein modifications such as 

phosphorylation are also known to be important in regulating the ability of proteins 

to interact with their binding partners.  If such a modification were necessary for 

Exo1 to interact with the proteins necessary to perform its structural function, this 

could allow the early nuclease-dependent and late nuclease-independent roles of 

Exo1 to be coordinated.  For this reason, it would be of interest to determine if 

Exo1 undergoes phosphorylation during meiosis.  If phosphorylation were 

detectable, determining the timing of this phosphorylation with respect to meiotic 

progression may also be informative.  Furthermore, co-immunoprecipitation 

experiments could be employed to test the association of Exo1 with other proteins 

such as Mre11, Msh4 and Mlh1. 

 

6.2 Conclusions 

In conclusion, the work presented in this thesis provides a better insight into the role 

of Exo1 in meiotic recombination and the mechanics of the meiotic resection 

process.  However, the results of these experiments raise several important 

questions.  For example, why is the Sgs1-mediated resection pathway unable to 

compensate for the loss of Exo1 during meiotic resection?  Is resection coordinated 

with DNA synthesis? And how is Exo1 regulated in order to be able to perform its 

multiple functions?  In order to further explore these and other issues, a number of 

potential experiments have been proposed.  These include both physical analyses (e.g. 

determining the amount of meiotic recombination-related DNA synthesis that takes 

place in the exo1! mutant) and genetic experiments (e.g. measuring the ratio of 

mitotic crossovers to non-crossovers in resection deficient strains).  Given the 

paucity of information available regarding the regulation of meiosis at the proteomic 

level, it is likely that the analysis of protein-protein interactions and post-translational 

modifications will also be important in furthering our understanding of the 

complexities governing the meiotic recombination process. 
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