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Abstract

“Robust Anti-Windup Control and its Application to Permanent MagnetBsomous Motor Speed Regulation”
- Phil March BEng

This thesis is concerned with the design of anti-windup compensators andr singiaentations to electronic

control systems that aid the system to cope with isolated nonlinearities within g$exdlmop such as actuator
saturation. The thesis builds on theoretical contributions in the literaturediegahe synthesis of low order

dynamic anti-windup compensators by presenting a successful indagightation of these techniques. A
range of other anti-windup techniques are described and through simudatéb mathematical analysis, the
pros and cons of these designs are presented. Some subtle extengiensetent optimal synthesis routines
are also presented that can offer improved flexibility in tuning and greatésnqmance for certain systems. The
industrial application chosen is an Electrically Powered Hydraulic SteeBR#S) system in which complex

constraints are applied to the currents flowing in and voltages applied toejghese Permanent Magnet
Synchronous Motor (PMSM) contained within.
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Chapter 1

Overview

In engineering systems, limits on the magnitude of certain signals are almogsgiwesent. These may be
mechanical limits, such as the angle of an aileron on an aircraft, limits on voltagerent within an electrical

system, or limits on the range of a variable in software. When present withilbéek control systems, these
nonlinear functions can cause degradation of performance and magawse instability in an otherwise stable
system. In order to improve performance and preserve stability, manyediffapproaches to the control of

such systems have evolved over the years, drawing ideas from diffe@nches of control theory.

In this thesis, the fields of anti-windup compensation and override comjpmmaae explored. In both of these
approaches, the central idea is to “retro-fit” an existing controller withdditianal element that becomes active
during violation of a constraint. Due to their nonlinear nature, the effesticli constraints on the stability and
performance properties of a control system is not trivial to analyse résult, many of the early designs gave
no consideration to these problems and were used simply because they $e@mwek. In more recent years,
rigorous tools to assess the stability and performance properties of sathear systems, and, moreover,
to synthesise compensators that guarantee stability and optimise perfornaaeceecome available. In this
thesis, a selection of these modern methods are compared to some of therimtteaki-hoc approaches and

their adoption in industry is furthered by application to an industrial case.stud

The industrial application of interest is the motor control system within an Edafyr Powered Hydraulic
Steering (EPHS) system for use in the automotive sector. As the systerstisarwitive there is a strong
incentive to achieve maximum utilisation of the available voltage and currernbarefore the system is heavily
dependent upon anti-windup compensators to preserve performaring darious saturation scenarios. The
plant and controller of the EPHS system are both nonlinear and the datsapplied are both multivariable
and time varying, thus the application of linear anti-windup compensation is nbaig However, a novel
method of posing the current constraint as a time varying single-input-siuggeit constraint allows successful

and appealing designs to be generated that are validated both in simulationpaactice.
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1.1 Thesis Structure

Chapter Zntroduces elements of the system theory required for the analysis aigd dpproaches discussed

in the thesis and defines the various notational conventions used.

Chapter Sstarts the main body of the thesis and describes the EPHS system, the PMSMamibémsociated
models and strategies in detail. The objective is to give a control-orientedutam of the system which will
be used in most of the subsequent chapters and also to describe the wiaighnthe nonlinearities present

affect the system'’s performance and the associated controller design.

Chapter dintroduces the concept of anti-windup and describes various stratebiek can be found in the
literature. In particular, certain “optimal” strategies, on which most of thewaimitup designs discussed later

are based, are described in some detail.

Chapter 5describes the application of various anti-windup strategies to the EPHSmsy#tethis chapter a
simple, largely linear, model is used first to select promising candidate desigd then a more complex
nonlinear model is used for the design, simulation and comparison of théesklmmmpensation techniques.

Experimental results showing the success of these designs are also give

Chapter 6shows how some of the saturation constraints present in the the PMSM sysaieb®e more naturally
addressed in the alternative framework of override control. The pbheé¢®verride control is briefly described
and the design of several override controllers for the PMSM systemsisribed. The results are analysed
and compared using a complex sampled data model of the motor and practisthous which affect the

performance of the override controllers are highlighted.

Chapter 7s a supplemental chapter on some modifications and extensions which may &é¢ontlael modern
optimisation-based compensators used in most of the foregoing chapiers.dbthe possible deficiencies of
these compensators are identified and modified design techniques amt@ded hese modified techniques are

compared to the standard ones using some simple academic examples takiée fliterature.

Chapter &oncludes the thesis and states the main contributions and identifies direotifutsife work.



Chapter 2

Preliminaries and Nomenclature

This thesis can be viewed primarily as the application and development of mad&windup techniques to
PMSM speed control systems. For the PMSM application all the necesstaisdare introduced together
in Chapter 3. However, in order to appreciate the anti-windup technigseassed in other chapters it is
necessary first to have an understanding of some concepts fronrmsyystery. While it is not possible to
describe exhaustively all technical background, a brief overvieth@frequired concepts is included here as
the first section in this introductory chapter. In the subsequent nomereckgation, a collection of naming

and other notational conventions used throughout the thesis are e $@rnreference purposes.

2.1 System Theory

We shall be concerned with two systems. The first is the general non§tearspace systeri,y ., in which

x € R" is the state vector, € R™ is the input vector ang € R™v is the output vector:
x = f(z,u)
YNL = (2.1)
y = h(z,u)

When the state equations are linear, we have the linear state-space system

r = Ax+ Bu
XL = (2.2)
y = Cx+ Du
This system has an associated transfer function
G(s)=C(sI — A 'B+D (2.3)
and sometimes the following shorthand notation is used to denote a state-esgleszdion:
A B
G(s) ~ G(s) ~ (4,B,C, D) (2.4)
C | D

Typically we shall be concerned with two types of stability in the thesis: stateesgtability and input-output
stability.
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2.1.1 State-Space (Internal) Stability

The systent v, is described as globallgsymptotically stabld, assumingu = 0 we have

lim z(t) =0 VxeR" (2.5)

t—o0
Note that, without loss of generality, we have assumed that the origin is tildagm point; a simple change
of co-ordinates in the state-space can be used to state asymptotic stabilitgtfoergpoint. A stronger form of

stability isexponential stabilityvhich insists on a certain decay rate of the initial state, viz.
x(t) = ke "||z(0)|| K,p >0, VrecR" (2.6)

Local stability, a concept not used much in this thesis, is defined similarlypexice region of attraction is
taken to be a subset, C R", of the state-space. In the special case of linear systems, a locally asigaifyto
stable system is necessarily globally asymptotically stable and in this case asgr(aattually exponential)

stability is simply checked using the eigenvalues of the matrix

A concept strongly related to asymptotic stability of nonlinear systems is the raftigrapunov StabiltyY: v,
is said to beglobally stable in the sense of Lyapuribthere exists an “energy functior? (=) such that the
following properties hold

V(z)>0 VzeR" (2.7)

V(z)<0 Vo eR" (2.8)

In this case, it follows that all states will converge to a Bet= {z € R" : ||z|| < 8}. Furthermore, if the
second inequality is strengthenedif¢z) < 0 it follows that the system will be globally asymptotically stable.
Proving stability of a nonlinear system by searching for a Lyapunovtiomd’ (z) is normally called “the
second method of Lyapunov” and allowkobal stability conditions to be proved. Note that this method is a
sufficientcondition for stability of: v ; itis possible thak i, may be stable even if inequalities (2.7) and (2.8)

are not satisfied. Inevitably this means that proving stability using Lyapsiseezond method is conservative.

2.1.2 Input-Output Stability

Let us again consider y, but this time assume that # 0. An alternative way of assessing stability of a
system is by so-called bounded-input-bounded-output (BIBO) stabtliigt is given a bounded input, does
there exist a bound on the output and, if so, what is that bound? Treseweeral types of BIBO stability, but
perhaps the most useful are based on the use af fmorms, which measure the “size” of a signal, viz.

1
p

], = / ()| dt (2.9)
0

wherep € [1,00]. A nonlinear systemy v, is said to have aif,, gain or £, norm, if there exist constants
and/ such that
lyllp <Allull, + 5. (2.10)
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The smallest such is said to be the, gain or inducedl,, norm of the system. A particularly useful case is
whenp = 2 and we consider thé€, gain which roughly corresponds to the RMS energy gain of the system.

For linear systems it is noteworthy that the gain is actually equivalent to tHe&., norm of the system; that is

1Erull2

=supa[Xr(jw)] (2.11)
0#u€ELo ||UH2 w

Note that a system may be BIBO stable without being asymptotically stable. Bompdéx an oscillator is

certainly £, stable but is not asymptotically stable.

2.1.3 Stability of Interconnected Systems

To assess the stability of two or more systems that are connected in clossdstomop additional tools are
available. These are introduced by considering first how the interctioneof linear systems can be tackled,

and then extending to the case where one of the systems in the loop is nonlinear

The Small Gain Theorem

The small gain theorem [81, 45] is a sufficient condition to guarantee Bia@ility of a closed loop system
and allows stability of a closed loop system to be assessed without full kdgevlef the frequency domain
behaviour of its constituent parts. Instead, only information regardingadheof the subsystems is used and,
regardless of phase, stability of the closed loop system is guaranteetihamnditions relating to the gain of

the subsystems are satisfied.

O % =%

Y+
y,= H, % ~—Uu

Figure 2.1: Feedback interconnection of 2 possibly nonlinear systems

In its most general form, the small gain theorem ensures finitegagtability of the feedback interconnection
of a number of nonlinear systems. Consider the case depicted in Figurer2vhith two such subsystems
are H; and H,. If Hy and H, are both finite gairC, stable withZ,, gains~y; and~», a sufficient condition
for finite gain£,, stability of the feedback loop from inputs andu, to outputsy; andys, is given by (2.12).
Typically for nonlinear systems, finite gaify, stability is sought where, and~, represent the&, gain of the
subsystems.

172 <1 (2.12)
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For linear systems, th& > norm is used which is equivalent to thiie gain. From its definition above, sta-
bility is guaranteed provided thdiH, ||  ||H2||,, < 1. However, with linear systems we really only require
that||L(s)||.c < 1 whereL(s) = Hi(s)H2(s) and this proves to be less conservative| &5 || || H2| ., >
IL(s)||s- This form of the small gain theorem applies only to linear systems and is st#keceative because
from a gain and phase margin perspective, this ensures that the phase ismanfinite and the gain margin is
atleastl/ ||L(s)||,. Therefore, when full knowledge of the system dynamics are knowrpitiferable to use
standard linear tools such as the theorems of Bode and Nyquist. The slexioeption being for multivariable

systems for which phase is not well defined.

The small gain theorem finds its main use in linear robust control wheretaimtg in the system is modelled
as a norm bounded nonlinearity. Consider the control system model wfeFig2 wherel represents a linear
controller andG is a linear model of the plant. Error between the plant model and real systeprésented

by an additive uncertainty model consisting of a frequency weightingifmd?’, and a normalised uncertain
element,A, with norm equal to 1. Ignoring exogenous inputs and outputs, the taitetosed loop system
can be represented by the interconnection of a single linear transtgioiun/ (s), and the uncertain element,

A, as shown in Figure 2.3. Applying the small gain theorem, provided |théts) < 1, the uncertain

oo

closed loop system is stable and the nominal control system has been tshiogrrobustly stable to the given

uncertainty model.

Figure 2.2: Closed loop system with additive uncertainty model

A

A
Up YA

M

wW— —Z

Y

Figure 2.3: M-delta feedback interconnection

The approach used for uncertain linear systems can also be applied tayisams with isolated nonlinearities

i.e. a Lure type nonlinear system, by modelling the nonlinearities as a norndédwmcertainty. This can



CHAPTER 2. PRELIMINARIES AND NOMENCLATURE 13

be represented by the closed loop interconnection of Figure 2.4 whegpresents the nonlinear elements.

However, this approach tends to be very conservative and so aleate generally used.

A

7

Y

M

W— — Z

Figure 2.4: Lure type nonlinear system

The Circle Criterion

The circle criterion is an application of absolute stability theory to a Lure typgimear system. This is a
system for which the forward path transfer function is linear time invariadtany nonlinear characteristics
of the system are modelled as an isolated nonlinearity in the feedback paltiowas & Figure 2.4. The
nonlinearity,v, is required to be memory-less and static but may be time-varying. For the @iiteldon we

require that the nonlinearity satisfy a sector condition, described by)(@rt3depicted in Figure 2.5,

[W(t,y) —ay]'[v(t,y) — By] <0 (2.13)
such that the nonlinearity lies within lines of gradienand 3 intersecting the origin. Here, we only consider

\ By W (ty)

Figure 2.5: Global sector nonlinearity

the case where the sector bound holds globally i.e. the nonlinearity lies withindirggadienta and 5 for

y € [—o0, 00]. For all nonlinearities satisfying such a sector condition, saturation aadrdee functions being
two examples, the origin is an equilibrium point. If the origin can be shown tddimatly asymptotically stable
for any nonlinearity contained within the sector, the nonlinear system is séid ¢gdobally absolutely stable

[45]. Proof of absolute stability for an appropriate sector bound is aeajmg method of checking nonlinear
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stability for a Lure type nonlinear system since an explicit description of timéimearity is not required and a
potentially complex nonlinearity can be handled therefore with relatively simpteematics. For the sector
bounds to hold globally with the nonlinearities considered in this thesis, wereettpata. = 0 and thus, the

sector condition is simplified to that of (2.14).

¢(t7 ?J)/W(ta y) - ﬂy] < 0 (214)

Theorem 2.1.1 Provided thatA is Hurwitz, (A, B) is controllable,(A, C) is observable and(.) satisfies the
sector condition globally, the nonlinear system is globally absolutely stabésif = I + 8C(sI — A)"'Bis
strictly positive real [45]. <

The circle criterion can also be addressed using Lyapunov theorjyl@assavhere a quadratic Lyapunov func-
tion is chosen, viz.
V(x) =a' Pz (2.15)

V(z) = i'Px + ' Pi = 2/(PA + A'P)x — 22/ PBy) (2.16)

The nonlinearity is bound by the sec{or 7] which is defined as (2.17) whel® > 0 is a diagonal matrix. This
function can be added to the right hand side of (2.16) to produce theadhiygof (2.18). Enforcing negative
definiteness of the right hand side of (2.18) will guaraﬁfée) < 0 and if the free variablé/ > 0 is chosen

to be small, the conservatism introduced by inclusion of the sector boundenithited. Thus, satisfaction of

the circle criterion is equivalent to the following condition.
20'W(y —¢) >0 (2.17)

V(z) < a/(PA+ A'P)x — 22’ PBy — 2¢/W (y — ) (2.18)

Theorem 2.1.2 The nonlinear closed loop system formed by connection of the obsemadbleontrollable
linear system with state space matriges B, C') and the static nonlinearityy, bound by the sectdo, I] is
globally absolutely stable if there exist a matix > 0 and diagonal matri¥¥ > 0 which satisfyz’(PA +
A'P)x —20'PByp — 20/W(y —1p) < 0. <

This is a sufficient but not necessary condition for stability and so fatufend a feasible solution does not
imply that the nonlinear system is unstable. In some cases for a stability gemtarbe found, an alternative
Lyapunov function may be required. However, the quadratic functiowstere is well proven and widely
used as the form of the resulting stability condition can be manipulated simply iriteearlMatrix Inequality
(LMI) framework or an Algebraic Ricatti Equation that can be solved réliaBxtensions to the case where
a # 0 and/or systems for which is not Hurwitz are possible by the application ofoap transformation

resulting in what is referred to as the multivariable circle criterion [45].

In the scalar case, the circle criterion has a useful graphical intetipretaich that absolute stability can be

checked simply by inspecting the Nyquist contour of the linear subsystem.
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Theorem 2.1.3 The scalar nonlinear closed loop system formed by connection of thevabgeand control-
lable linear system with state space matri¢es B, C') and the static nonlinearityy», bound by the sector

(a, B) is globally absolutely stable if one of the following conditions is satisfied.

e If 0 < a < 3, the Nyquist contour of'(jwI — A)~!' B does not enter a disc centred about the real axis
with intercepts a{—1/«,0) and (—1/4,0) and encircles itn times in the counter-clockwise direction,

wherem is the number of eigenvalues 4fwith positive real parts.

e If 0 = a < 3, A is Hurwitz and the Nyquist contour 6f(jwI — A)~!B lies to the right of the vertical
line R(s) = —1/p.

e If a < 0 < 3, Ais Hurwitz and the Nyquist plot @f'(jwI — A)~! B lies within a circle centred about
the real axis with intercepts—1/3,0) and(—1/a,0).

Benefits of the circle criterion over the small gain theorem applied to sudineansystems are that the non-
linearity is more tightly defined and should therefore reduce conservatighglso that the stronger condition
of asymptotic stability is sought rather than BIBO stability. However, as comditior absolute stability go,

the circle criterion is one of the most conservative. The reason why it wgidespread is its amenability to
solution within a LMI or ARE framework, allowing it to be included within perforntg and or robustness

optimisations.

The Popov Criterion

The Popov Criterion is another application of absolute stability theory to a type= nonlinear system and

makes use of a Lyapunov function of the form
Y
V(z)=2'Px+n / Y (0)8 do (2.19)
0

The inclusion of an integral term adds complexity to its use but the resultsvadhége generally less con-
servative than with the circle criterion. As with the circle criterion, extensi@msb® made to multivariable
nonlinearities and sectors that do not include the horizonal axis. Howedwe to its complexity, it generally
leads to intractable optimisations if included in synthesis problems. For thisrégasaoisually only employed

to check the stability of a pre-designed nonlinear system, and is not coetbifilgther in the context of this

thesis.

2.2 Nomenclature

The Euclidean norm of a vectarc R” is defined as
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The state-space model of a single degree of freedom controller is diefig the following state space matri-

ces.

For a two degree of freedom controller, the convention adopted is gigderv where matrice8..,. andD... are

driven by the reference signal ait) and D.. are driven by measured plant outputs.

AC ‘ Bcr Bc

K(s) ~
CC ‘ Dcr Dc

The state-space model of a linear plant is given below where the sulysc@motes ‘plant’, matrice®, and

D,, correspond to the control inputs and matriégg and.D,,; correspond to disturbance inputs.

AP ‘ de Bp

G(s) ~
Co | Dw D,

A collection of commonly used notational symbols and abbreviations are miveEables 2.1 and 2.2.

Notation Description

A>0 Matrix A is positive definite

A>0 Matrix A is positive semi-definite

A<0 Matrix A is negative definite

A<O0 Matrix A is negative semi-definite

A The transpose of matri®

A1 The inverse of matrixd

diag(x1,...,x,) Diagonal matrixl x [x1 ... z,)

1 The Identity matrix

S(.) The imaginary component of a complex number
j The complex numbey/—1

N The set of natural numbers, 0,1,2,. ..

Q The set of rational number® = ™, m € Z, n € Z, n # 0
R The set of real numbers;oco, oo

R The set of reain by n matrices

R(.) The real component of a complex number

s Laplace operator

sign(z) The signum functiong/ |z |

le —6 1x10°6

7 The set of all integers, ... ,-3,-2,-1,0,1,2,3,...

Table 2.1: Mathematical notation



CHAPTER 2. PRELIMINARIES AND NOMENCLATURE

Notation Description

AW Anti-Windup

BCAT Back Calcuation and Tracking

BIBO Bounded input bounded output
CAW Conventional (high gain) anti-windup

Dz(.) Deadzone operator

e Tracking error signal; — y

IMC Internal Model Control

L(s) Loop transfer function, typically GK

MIMO  Multiple input multiple output

m Number of control inputs to the plant

Ne Number of controller states

ng Number of plant disturbance inputs

np Number of plant states

Ny Number of reference inputs

Ny Number of plant outputs

OR Override

Pl Proportional plus integral control

q Number of constrained plant outputs (for OR control)
U Control signal

i Saturation limit on control signal

U Violation of control saturation limity — sat(u)
r Reference demand

S(s) Sensitivity function, typically( + GK)~*
sat(.) Saturation operator

SISO Single input single output

T(s) Complementary sensitivity function, typically K (I + GK)~!
x Generic state vector

Ze Controller state vector

Tp Plant model state vector

Y Output signal

271 Delay operator

Table 2.2: Commonly used symbols and abbreviations



Chapter 3

PMSM Control and its Application in EPHS Systems

In this chapter the concept of Electrically Powered Hydraulic Steeringd@Hs introduced and the require-
ments of the electric drive systems that power them are given. Motivatidhdahoice of Permanent Magnet
Synchronous Motors (PMSM) for the EPHS application is given, togetlir an introduction to a typical
speed control strategy and the ideas behind it. In addition, practicaramns associated with their applica-
tion in an automotive system are given, highlighting the requirement for antltyp conditioning and other

such nonlinear modifications which are addressed in the remainder of #ig the

3.1 Motivation for (and Characteristics of) EPHS

A conventional hydraulic power assisted steering (HPAS) system esdbe effort required to steer the hand
wheel of a vehicle by applying hydraulic pressure in the appropriatettreat the steering rack. Hydraulic
pressure is provided by a pump, driven by rotation of the engine. A complary valve assembly mounted on
the steering column is used to detect the torque applied by the driver artiftind flow to the rack according
to the direction and magnitude of the applied torque. Two pipes are useddbftliré flow to either side of the
pinion, each with a return path to the pump. When no torque is applied by trez,drqual hydraulic fluid flow
is provided to each side of the pinion, resulting in no assistance. Whenuetisrgpplied at the hand wheel by
the driver, a torsion bar in the steering column flexes, causing the valetate r This rotation reduces the fluid
flow to one side of the pinion and increases it to the other, generatingsupeadifferential, assisting the driver
to counteract the rack loads. The assistance provided is tuned buladesfgn of the valve, with maximum

assistance provided when all fluid flow is diverted to one output channel.

The flow of fluid, and hence the hydraulic pressure, upstream of tkie imdependent upon the engine speed
and so to limit the driver efforts during parking, the pump is designed togeadequate fluid flow while the
engine is idling. During driving the engine speed is higher and so the llyc@essure is also higher, gener-
ating more hydraulic pressure than required. The main problem with ciomahhydraulic power steering is
that the hydraulic pump draws power from the engine continuously, etem wo assistance is required such

as when the vehicle is stationary. In addition, as the engine speed ircthagewer drawn from the engine
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increases further leading to further reductions in efficiency. Therévay factors here which conflict with the
requirements of the driver. Firstly, greatest assistance is requireatiih@ where the road to tyre friction is
highest but in this condition, the engine speed will be low, limiting the assistaadlatae. Secondly, during
motorway cruising the engine speed may be relatively high but due to thenityaf the vehicle and the small
steering angles applied, only a small amount of assistance is requireds ta#e, the power drawn from the
engine is almost entirely wasted. In addition to highlighting the inefficienciesR&S] this also highlights a
fundamental trade-off in the tuning of hydraulic power steering as loigtasge is desired at high speeds to

provide good road feedback but high assistance is required at l@dspe limit driver effort levels.

With Electrically Powered Hydraulic Steering (EPHS) systems, the hydraulig@ds powered via an electric
motor rather than the engine. As such, the hydraulic pressure can betty controlled, providing high
pressure when greatest assistance is required, and reducingreressave energy when less assistance is
required. This can significantly improve the overall efficiency of the verand also ensure that maximum
assistance is available during parking even when the engine is idling. itioad scheduling the hydraulic
pressure with vehicle speed, further efficiency gains can be madelayridgally varying the hydraulic pressure
according to the demands made by the driver. As an example, when dnvingtraight line at 40 miles per
hour (mph) the assistance torque requirements are low, allowing the motat &pbe reduced. When high
torque is applied to the hand wheel in an evasive manoeuvre, the motdregrebe quickly increased to meet
the assistance demands. To achieve this type of operation, the motor néedstie to run at low speed but
accelerate quickly when the assistance demand increases to providetaelicypressure required to meet the
demand. Sharp increases in the required assistance can be causdyeitigressive inputs at the hand wheel,
or by disturbances from the road such as caused by driving ovetrlzope In either case, the motor control
system must be able to react very quickly to step inputs and also be rolusd isturbances when running at
low speeds, preventing disturbances from stalling the motor. For sugbpéination, a motor with high torque
capability and low inertia is required and a control system tuned to provéteyaamics. This is an area where

permanent magnet synchronous motors (PMSMs) are ideally suited.

3.2 The 3 Phase Permanent Magnet Synchronous Machine

The three phase permanent magnet synchronous madwneMSM) is an AC motor which is becoming
increasingly prominent in high torque applications, and is steadily replacthgnbtors in many applications
due to its high power density and torque to inertia ratio [8]. 3henotor is constructed rather like an inside-out
DC motor with permanent magnet pole pairs on the rotor, and three phaseggm@adound the stator as shown
in Figure 3.1. Note that for smoother torque production as the machine rataddsgher torque capability, it
is common to have multiple (P) permanent magnet pole pairs and correspotadorgpbase windings. In the
example shown in Figure 3.1 there are three pole pairs (P=3). It is possithiere such a motor in a number

of ways but for this work we consider only sinusoidal commutation.
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Figure 3.1: Schematic of PMSM with 3 permanent magnet pole pairs

Wwindingsda/, v/, ¢ anda”, b”, ¢ are wired in parallel with windings, b, c and exhibit the same orientation to
the permanent magnet poles, albeit to different pole pairs. As such,rthestgenerated by the interaction of
the magnetic field produced by the current in windiags, ¢ and the adjacent permanent magnet poles is also
mirrored by the other pole pair interactions. These torque contributiongegether, meaning that the power
rating of the machine is proportional to the number of pole pairs: In effecethre P machines working in
parallel. A benefit of this is that for analysis purposes we need onlyid®mngne pole pair and corresponding
set of stator windings and simply multiply the torque produced by P. Otherrfatricdake into account are
the rotor position and velocity information as for each mechanical revolutienstator sees P electrically
equivalent orientations. To accomodate this, a variable called the rotdrigdéposition,d., is defined as P
times the rotor mechanical position, with the rotor electrical velagitbeing its time derivative. The resulting
model in electrical coordinates is represented by the schematic of Figurad®&ill be used in the analysis to

follow.

3.3 3P PMSM Model

The PMSM is modelled i8¢ coordinatesg, b, ¢, as a fifth order nonlinear system according to the following

system of equations [67] and [97], a key to which is found in Table 3.1.
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Figure 3.2: PMSM electrical model schematic and associated referemedr

dip _ 1

g = 7 Vo= Bea & Ygwesin (6.))] (3.1)
- [Vb ~ Ryiy + thjwe sin <9e - 2;)] (3.2)
% = 23 {V; — Rgic + Yywesin (93 - 4;)} (3.3)
ij: = Pw,, = we (3.4)
d:—tm = % [Te — load — Bwiy,| (3.5)
T. = _\/[ge {ia sin 0, + iy sin (96 - 23”) + icsin (96 - 43”)] (3.6)
b5 = p[f;g (3.7)

V., V» andV, represent the instantaneous voltages applied to each winding on the Afgtbying sinusoids
with a phase difference c%‘n radians between them generates a voltage phasor which rotates areuatbth
shaft. The current phasor resulting from the applied voltage wavefmges an electric field that interacts

with the magnetic field of the permanent magnets to produce torque.

Three of the five states in the model relate to the stator phase currents i.eurtthiets flowing in the three
windings,i,, iy andi.. Since these currents can be resolved into a two dimensional phaseiistasuperfluous
state in the model. It is possible therefore to produce a 4th order model itianatg cartesian coordinate
system(a, 3) which also fully describes the dynamics of the motor. This coordinate systéiitsarelationship

to the physical displacement of the windingsb, c is depicted in Figure 3.2. The, 3 axes then represent

the real and complex parts of the sinusoidal stator current phasdaheFsimplification can be achieved by
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Variable/coefficient Description Value (normalised units)
Gas b, lc Stator phase currents

Vs Vi, Ve Stator phase voltages

0, Rotor electrical position

Om Rotor mechanical postion

W Rotor speed (mechanical)

We Rotor speed (electrical)

Py Flux linkage

load Rotor load torque

T, Electromagnetic torque

P Number of magnetic pole pairs 5
K. Motor torque constant 1

B Rotor drag coefficient 0.0323
R Stator winding resistance 0.2541
Ly Stator winding inductance 0.1277
J Rotor moment of inertia 1.4837

Table 3.1: Key for3¢ PMSM model equations

using a rotating coordinate system which tracks the position of the rotor. cahissian coordinate system
defines a ‘direct’ axisd-axis) in the direction of the rotor magnetic flux and a ‘quadrature’ axiax{s) in
guadrature to the rotor magnetic flux. In rotor electrical coordinateg thed ¢ axes are perpendicular, but
in physical coordinates for a motor with pole pairs, the mechanical angle between the axes willzhe
radians. Modelling in this rotational co-ordinate system eliminates sinusordas teithin the model equations,
allowing the magnitude and phase of the stator electromagnetic flux to be vasiédweth respect to the rotor
magnetic flux. This model is still strictly 4th order although for controller degigrposes, the rotor position

state can usually be ignored. A full description of the axis model is given in Section 3.4.

Conversion betweef¢ andd-q axis reference frames for the purpose of control is achieved usiiogoa r
position measuremenrt,, and the nonlinear coordinate transformations of (3.8) and (3.9). Hialigri€Clarke
transformations are used to translate betwaérand «, 3 reference frames, followed or preceded by Park
transformations which are used to translate betweg¢handd-q axes [30]. However, as the stationary cartesian
reference frame is usually not required, it is more efficient to make thsftnanation in one operation as shown

here.

The signalsly andig are referred to as the zero components and have been included heratfematical
precision. However, for a balanced system i.e. one in which the sum dfitbe phase quantities are always
zero, these zero components are always equal to zero and hermeigaored. The systems considered in this

thesis are all balanced.



CHAPTER 3. PMSM CONTROL AND ITS APPLICATION IN EPHS SYSTEMS 23

The form of transformations used in this thesis are referred to as magmittat@ant transformations as the
magnitude of voltages and currents are equal in both reference franmgever, power and torque are not
equivalent between reference frames and to compensate for thesstimmrfactors are required in the equations
defining torque and power. Power invariant transformations suchtagdedkin [66, 67] also exist but with

these, the magnitude of voltages and currents are not equivalent beefernce frames.

iq ) cos (0.) cos (0. —2mw/3) cos (b + 27/3) iq
iq | = 3 sin (0,) sin (0. —27/3) sin (0. + 27/3) i (3.8)
20 0.5 0.5 0.5 le
Va cos (0e) sin (6) 1 Va
Vo | = | cos(fe—2m/3) sin(f. —27/3) 1 Vy (3.9)
Ve cos (0 + 2mw/3) sin (6. +27/3) 1 Vo

3.4 Thed-q Axis PMSM Model

The PMSM model ini-q coordinates is given by the following equations:

dig 1 ) .
E == fs [Vd — RSZd + Pstqu]
di 1 ) . K.w
dTg =1 Vg — Rsig — PLswiiq — \e/gm
dw 1
d—tm =7 [Te — load — Bwiy,)
V3
Te = TKeZq
we = Pwn, (3.10)
where the new variables are defined as follows:
Variable/coefficient Description
id The stator current vector component in thaxis direction
iq The stator current vector component in thaxis direction
Vy The stator voltage vector component in thaxis direction
Vy The stator voltage vector component in thaxis direction

Table 3.2: Key ford-q axis PMSM model equations

Note that the only non-linearities in this model are the produgts, andw,,iq 1. This means that the model

can be linearised easily around a set of equilibrium st@ies, i, iin wm.1in)’ to produce the linear state space

1This model can be considered therefore as a linear parameter vghiv) system where the varying parameter is the motor

speed.
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model of (3.11). This linear model is ideal for use in model based contrddisigns using techniques such

as’H,, mixed sensitivity and, loop shaping [103, 81] and linear analysis, and will be put to use in later

chapters.
Z.d —IL%: Pwm,lin Piq,lin id i 0
1q = _Pwm,lin _f: _Pld,lin - TS lq + 0 s v
I I s -z Wi 0 0 !
fwm | [0 01 ig
iqg | =11 00 iq (3.11)
i | L0 1 0] | wm

3.5 Vector Control

In traditional AC machine control, motor speed and torque is controlled in @n lgpp manner by varying the
magnitude and frequency of the three phase voltage signals. This methoididesfor steady-state operation
and systems with slow dynamics but does not exploit the high performapeditity of these machines. To
achieve maximum performance, a closed loop control strategy called eectivol is applied. Vector control or
‘field oriented control’ is a control strategy for brushless machines tlmtstorque to be controlled precisely
by manipulating both the magnitude of the stator magnetomotive force (MMF) apbate relationship with
that of the rotor permanent magnet flux. To achieve this, the controllelsrteemanipulate the stator current

components in the rotaei-g axes which produce the stator MMF.

In vector control, measurements of the winding currents are taken arslatieshinto thei-g reference frame
using an appropriate measurement of the motor electrical posétionThesed and ¢ axis current samples
are compared to the demanded values, generating a current errar tedts used to drive the controller.
The control action required to drive the error toward zero is computemjuging a voltage output vector
also in thed-q reference framel;, = [ Vi 'V, ]/. Thed-q axis voltage demands are translated into three
phase AC waveforms using a measurement of the rotor position and thednvansformation of (3.9), and
applied commonly via a Pulse Width Modulation (PWM) inverter. Since digital cbhardware development
has enabled the control functions and nonlinear coordinate transfonsatidoe computed at sufficiently fast
sample rates, this has become an established method for the control débsystrmanent magnet machines.
Material regarding its use can be found in [30], [48], [97] and [11].

The instantaneous control of motor torque allows the speed, acceleratguoaition of the rotor to be con-
trolled precisely, making it a very capable actuator. A further benefieofor control is that for steady-state
operation, each element of the voltage and current vector is constaereaghin three phase ang3 coordi-
nates the voltages and currents are sinusoids. This property enablesetbéa vast array of linear control
solutions and analysis techniques. To understand further the benefiplyfing control in thei-q reference

frame, it is useful to make a comparison between the PMSM and a converiiiGnabtor.
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In a brushed DC motor the torque produced is linearly proportional to thdimgncurrent [16] and hence
linear design techniques can be very successful at tuning for botlysi&ste and transient performance. For
a PMSM, the torque produced is a nonlinear function of both the magnituithe stator current and the rotor
position (see (3.7)). Fortunately, in the; axis reference frame, torque is proportional to the magnitude of the
g-axis component of the stator current vector (3.10) since this produstgor mmf component in quadrature
to the rotor mm#. Applying control ind-g axes exploits this linear relationship betwegaxis current and
torque, reducing the complexity of the control problem toward that of thelsiid@ motor. However, even in
thed-q coordinates, the model is nonlinear, with bilinear interaction between bothahdq axis currents and
the motor speedy,,,. It is possible to obtain a Linear Parameter Varying (LPV) (or more atelyra quasi-
LPV model) in which the dynamics vary linearly as a function of motor speee cbmtrol of LPV systems
is reasonably established now (see [7] for example) but does tend tddleaunplex control strategies not
suitable in this application. Similarly the well-known technique of feedback lisgon [72] could be applied
directly to this model, although such a technique may suffer from robustmeskms. Thus, most controllers
are designed typically using simple linear control techniques which are tpeetaps in a somewhat ad-hoc

manner, for the desired transient performance.

An important point to note is that in order to generate current ingthgis, voltage may also be required in
the d-axis. This follows since the stator windings are inductive and thus theepifdke stator current will lag
behind that of the stator voltage. The transfer function from applied wliagurrent flowing in an arbitrary
stator winding is given by /(sLs + Rs) and an example frequency response is plotted in Figure 3.3. Note that
both the gain and phase drop significantly with increasing frequency ahdtthigh frequencies the phase lag
approaches 90 degrees. In rotor coordinates, this means that if thgevedtetor is aligned with the-axis, the
current vector may be rotated by up to 90 degrees away from-thés. Noting that thel andq axes are 90
electrical degrees apart, this means that at high frequencies thetdadeced may be almost entirely in the
d-axis. Looking at this from another perspective, to ensure that thiertlis produced in thg-axis (for torque
production), the voltage vector may need to be advanced by up to 9Ceddgreard thel-axis. The frequency
of the stator winding currents is proportional to the electrical velocity of theomo, = Pw,,,. Therefore, the
amount of voltage advance required is dependent upon motor speedithrappropriate scaling the x-axis of

Figure 3.3 can be interchanged for motor speed.

This effect of stator winding inductance on open loop behaviour is alsmdstrated in the simulation response
of Figure 3.4 where a sequence of voltage step demands are appliedjtaxlse As each successive step is
applied to they-axis voltage, the motor settles at progressively higher speeds. Howsyenanner in which
the motor accelerates to each step changes. Note that at low speed, thatsigg demand produces a large
transient in they-axis but has very little effect on théaxis and therefore a large proportion of control energy
contributes towards accelerating torque. At higher speeds, the saméudagstep to theg-axis voltage has
its most significant effect in theé-axis. This split of control energy betwedrandq axes reduces the control

energy contributing to accelerating torque and the motor speed responseeisiuggish as a result.

2Note that thei-axis current does not contribute towards torque
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Figure 3.3: Transfer function from stator winding voltage to winding auirre
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3.6 A Linear Control Structure

Using vector control, linear proportional plus integral (PI) controllens lse arranged as shown in Figure 3.5 to
form an inner current control loop, and an outer speed control [Bb{s. is a widely used control structure for
PMSM speed regulation, due to its transparency, ease of implementatior@cigeffectiveness. The inner
loop controls thel andq axis currents by manipulating the applied voltages, and since torque isrfioopb

to theg-axis current, can be considered as a torque controller. The outectmtmls the speed of the motor
by manipulating the axis current demand i.e. demanding a torque. Under normal operatidratkis current
demand is zero so maximum current is applied togtexis and therefore contributes toward the production
of torque. The coupling betweehandgq axis currents, shown in théq axis model (3.11), has the effect that
in practice, thed-axis current will stray away from zero to an extent as transjeaixis demands are made,
leading to a reduction in efficiency. This effect can be reduced by seitabing of the controller and can also

be eliminated, at least in theory, by the application of feedback linearis&&n [

Load
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ig,dmd
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Figure 3.5: Linear Control Structure

The current ang-axis speed controllers used are described by the following discretesptate models where
Tspa @aNd 7., represent the reciprocal of the sample frequencies used in the speéedraent controllers re-
spectively. Normalised versions of the parameters used for the praapiphtations in later chapters can be

found in Appendix A.2.

2(k+1) = [ 2(k) + [Tspd] wm,error (k)

Kspa ~ (3.12)
anDmd(k> = [ki,spd] :L‘(/{?) + [kp,spd] Wm,error(k?)
Tert 0 .
.ZC(]{Z + 1) = .I'(]C) qu,error(k)
01 0 Tert
Kcrt ~
ki,crt 0 k ert 0 .
quvad(k) = l’(k‘) + Y qu,errorU{)
0 ki,CTt 0 k‘pycrt

Note that with this structurek(,,; is a simple single input single output (SISO) controller, wher&asg

is a decentralised multiple input multiple output (MIMO) controller. By decengdli$ is meant that there
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is no coupling between the channels in the controller i.e. it is a diagonal éraflasiction matrix. The signal
idg.error = [ld.dmd(iq,dmd) —id %q.dmd—1%q) drivesthe inner-loop MIMO controller, whe¥g 4,,,q is @ demand

signal constructed in a nonlinear fashion frgyrand will be discussed in more detail later.

3.7 Field Weakening Operation

Under normal operation where tleaxis current demand is zero, the back emf induced by rotation of the rotor
reduces the magnitude of the voltage phasor measured across the stdtogsvimhe back emf increases in
magnitude in proportion to the motor speed until the point at which the back emtiad but opposite to the
applied voltage vector. At this speed, referred to abtse speedhe resultant voltage is zero, hence there is no
current induced, and consequently no accelerating torque. This isgbeetital maximum speed at which the
motor can operate with zergaxis current. Since in this mode of operation all the applied current catgsb
toward torque production, the speed range between rest and baskispeferred to as the ‘maximum torque

region’.

Some mathematical clarity can be gained by analysing;taeis state equation of (3.10). In the maximum
torque regionj, = 0 and hence we have the simplified expression of (3.13), the solution to whigVeis as
(3.14). From this we can see that when the back diit,,,(7)/v/3, is equal to the applied voltag&, (7),
the solution is simply the free response given by (3.15), so for zero indiaditons,i, = 0 and no torque is

produced.

d . 1 : K.

@Zq(t) = fs[ Vq(t) —Ryig(t) — ﬁwm(t)] (3.13)
Applied ——
voltage back em f

t
1
iq(t):e_(RS/Ls)tiq(O)—i—L— / e~ (Bs/Ls)(t=7) [Vq(T)— Wi ()| dr (3.14)
S 0

ig(t) = e~ B/l (0) (3.15)

In order to achieve speeds beyond base speed, a nonlinear flugnmiegklgorithm is activated which demands

a negativel-axis current. Applying current into théaxis weakens the flux linkage and consequently reduces
the back emf induced, with the effect that greater current can be injati®dhe ¢-axis [97]. This allows
torque to be produced beyond the base speed, enabling acceleratighdgo $peeds, and also increases the
torque capability for speeds immediately below base speed. During fluxewisak also known as ‘phase
advance’ operation, the portion of current applied todkexis is essentially lost as it does not contribute to
torque. As aresult, the benefit of higher speed capability comes at thef efficiency. The anglep, by which

the phase of the current vector is to be advanced is pre-determinedasrear function of the motor speed

and read from a look-up table within the controller. A graphical reptasgien of a typical phase advance map
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used is shown in Figure 3.6 for which thleaxis current demand is calculated as shown in (3.16). Note that
in practice, phase advance operation must start below base speedr®thas sufficient torque is available to

accelerate the motor beyond this threshold, particularly in the presencadadisturbances.
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Figure 3.6: Phase advance map

The effect of motor current phase advance can also be seen mathdélgnafisgoreviously, we consider the
solution to theg-axis state equation of (3.10). For flux weakening operation, we faye0 and we consider
the case for which the motor speed is constant, giving the solution as sh@d®ud . By inspection, it is clear

to see that the zero torque (zer@axis current) condition occurs at highey, if iy < 0 than forig = 0.

id,Dmd = —|iq,Dmd|tan(o) (3.16)
t

= [ et [vqm — PLywomia(r) -
0

Kewm

ig(t) = e /Pty (0) + 3

dr (3.17)

3.8 Saturation within the Control Loop

Various limitations related to hardware introduce different forms of saturatito the control system. It is
important to model these correctly in order to ascertain their effect on tkeatloop and also to implement
anti-windup compensation to deal effectively with the adverse effecteadghociated saturation events. Anti-
windup is not the only method of dealing with the saturation problem, as distusSection 4.2, but for the
EPHS application we consider, anti-windup provides a good blend obqeaince and simplicity of design

with low computational demands.

One constraint imposed is a voltage limit resulting from the power source iretiiele. The terminal voltage

of the battery should be in the region of 13.5V when the alternator is functi@eimgctly but may drop toward
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12V depending upon the status of the alternator and the current beiwg dh@m the supply. To simplify

analysis, this limit is considered to be a constant and values of 13.5V andré2énsidered for analysis. With
a drive stage voltage of 12V, the PWM inverter is able to produce stat@eplatages which vary between
+6V. This constraint translates to a hexagonal limit in the stator refereaceefas shown in Figure 3.7, where

any voltage vector contained within this hexagon is achievable.

Figure 3.7: Physical (hexagonal) and imposed (circular) voltage $atuiamits on the stator reference frame

Another constraint is a limitation on the current that can be supplied by therpggactronic drive circuits. This
corresponds to a static saturation limit on the magnitude of the current flowthg stator windingsi,, i, i.
and can be modelled in thkq reference frame as saturation of the nornigfi,|’. These saturation constraints

change the form of the current equations from

d
Sl | =aen| o |+ | v
| e ic | | Ve
to ) ) )
iq sat (iq) sat (V)
d
a iy | = [A(0e)] | sat(ip) | +[B]| sat (V)
ic | sat (ic) | | sat (Ve)

whereA(6.) and B are the state and input matrices of the nonlinear model’s state equationndhosly are
the inputs to the plant saturating, but some of the states also saturate. Acgrapgbresentation of the physical

saturation limits within the system is shown by the block diagram of Figure 3.8.

An example of the effect of saturation is shown in Figure 3.9 where thelsgmegroller saturates in the absence
of an anti-windup compensator. When the controller saturates brieflydarttall step demand, this does not
degrade performance appreciably. However, the extended permatwhtion resulting from the larger step

demand causes a delayed and sluggish response to the reverse stisfigare, phase advance operation can
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also be observed where theaxis current demand becomes non-zero beyond a normalised spapproxi-
mately 1 unit. Note that this has a direct effect on the g-axis saturation limit witices from unity to around

0.5 units as thé@-axis demand is increased.

When implementing a controller for a saturating system, it is commonplace to imdosarscssaturation limits
with a threshold slightly lower than the physical limits to ensure that these asechally reached. Any anti-
windup conditioning applied will then function according to these lower safvianits. Since we desire to
compute control in the-g reference frame, these ‘software’ saturation limits must also lklegicoordinates,

posing some challenges.

The hexagonal voltage limit is difficult to translate into tie reference frame and so instead the limit is
approximated by a circle, shown in Figure 3.7. The radius of this circular lioideMthen be a design parameter
determining how close the control signals get to the physical limits. This cirboitranslates easily intd-q
coordinates as saturation of the normiQf = [ Va Vg }/. Since the signal$;; andV,, both appear within

the controller, these can be limited directly.

Current saturation can also be approximated initgeeference frame in a similar way as for voltage saturation.
However, we cannot easily impose a similar saturation limit within the controllensecthe currents are states
of the plant rather than directly controlled inputs. An alternative and coeméway of implementing a current
saturation function is to limit the norm @f, 4,,q = [ Gddmd lqdmd /WhiCh is the current demand fed into
the inner loop current controller. The idea is that, assuming that the inngidsiable and reasonably well
damped, we can expect the magnitude of the current induced in the motobtmbded by a value similar
to the bounded demand. Thus, provided that the current controller tsimed too aggressively, this should
prevent the magnitude af, = [ iq g }/ reaching the physical limit. This is not an ideal method to limit the
current but is simple to implement and transparent. Alternative ideas willdsepted in later sections of the

thesis.

A further complication is that in both cases, these saturation limits translaté-inxes as saturation of the
norm of a vector signal rather than element-wise saturation of the vect@isidn the case of the voltage limit,
saturation of the norm can be imposed by scalingithevoltage demand down when the norm exceeds the
voltage limit. By scaling both elements simultaneously, this ensures that the ghthses@gnal is unchanged
and only the amplitude is attenuated. In the case of current demand satuhatisame method could be
applied, however, the optimal compensator designs presented in Chaptgriie linear controller models for
their synthesis and th&axis current controller is nonlinear. Therefore in order to fit the coregtor design
framework an alternative method is used: Saturation is only imposégen and the saturation limit is varied
as a function of 4 4,4 such that the norm ofy, 44 is constrained to the saturation level. In this way, only
the linearg-axis part of the speed controller need be considered for anti-winesigri and the-axis current
demand can be considered as a disturbance signal to the linear congrollktis implementation of software
saturation limits is depicted in block diagram form in Figure 3.10. In this figuré||.||) represents saturation

of the 2-norm of the input vector signal.
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3.9 The Effect of Discretisation

To implement vector control a digital controller is needed due to the online datnpurequired. This means
that thed andq axis voltage demands are only updated at discrete instances in time. I hesEmands are
translated int@¢ waveforms based on a sampled measurement of the rotor electrical pasitisn the stator
phase voltages also are only updated at discrete instances in time. At the #@stgnce, this is correct and
the d-q axis voltages measured in the motor are the same as the demands. Howes@lityiror is varying
continuously with the effect that towards the end of the sample period, the magnetic field vector has
rotated towards the stator electromagnetic field which has remained static &artide period. This has the
same effect as the applied voltage phasor moving into phase lag duringitbéedame and hence alters the

distribution of voltage between thkandq axes.

At low motor speeds the rate of change of the rotor position is low and heaasribr in the phase voltages is
also low. At high speed howevél, can vary significantly between samples and the reductigraxis current
incurred can reduce the attainable speed and reduce efficiency. roblemp can be solved by increasing the
sample rate significantly but this may be undesirable for a commercial prddadb the increased hardware
cost so a certain amount of error has to be accepted. Therefore antamtdfeature of this controller structure
is that there will always be an amount of error involved in controlling thesphralationship between the rotor
and stator fields, and that this error is accentuated at high speedsizéud this error is dependent upon the
operational speed range of the motor and is also sample dependents®é&aaLerror would be known for a

given application it could be compensated for and in industry, these tygEftofare fixes are commonplace.



Chapter 4

Introduction to Anti-Windup

In this chapter the problem of ‘windup’ is explained with respect to systeitisplant input constraints and
existing methods to deal with this problem for linear systems are introduceds3ies of closed loop stability
and compensator performance are addressed and methods of symjrmsisnal compensators are explained.
The work from hereon splits quite cleanly into two main strands; applicationroéot techniques to an indus-
trial problem, and research into improving existing techniques. These tiastafll be addressed separately

in subesequent chapters.

4.1 The Problem of Actuator Saturation

Normally, when designing a linear controller for a certain system, a linear nodbded¢ plant is generated and
then a controller is designed using linear methods to satisfy some pre-detbddy and performance criteria.
A satisfactory design will guarantee stability of the linear closed loop andysghi&n performance objectives
which may be defined in terms of rise time, settling time, maximum overshoot andbdist# rejection for

example. Provided that the linear model is an accurate representation tofie¢hgystem and the controller

designed is sufficiently robust, these performance criteria will be met iretilesystem also.

When a system is subjected to plant input constraints such as limits on the maguiitilé control signals,
a non-linearity is introduced to the system as shown in Figure 4.1. If, dopegation, the controller output
exceeds these limits then linearity of the closed loop is lost and the performateca@chieved by the linear
model may not be met. Typical outcomes are failure to meet reference densod rise times and even
oscillatory transients or instability, although the effect observed is depengbon the characteristics of that

particular system.

In the simple case of a SISO system that is open loop stable, saturation may isicnpase the rise time of the
closed loop system to a step demand or prevent a reference demande¢ithge to the reduction in available
control effort. However, the behaviour of the controller during pesiofisaturation may be more detrimental

to performance. The mis-match between controller output and plant inpagdsaturation events allows the
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Figure 4.1: Generic closed loop control system with plant input saturatiost@ints

controller output to evolve in a manner that does not match the system sesplonthe case of proportional
plus integral (PI) control, this phenomenon is referred to as ‘integratayp’ as the integral state continues to
accumulate during saturation, driving the system further into saturation faflitey to have any further effect
on the performance output. Consider the behaviour of such a systemtiag@lant input constraint causes
the reference demand to be infeasible i.e. a reference which in steaelgatamot be tracked. The persistent
error signal causes integration to continue for as long as the refepensists in an attempt to eliminate the

steady-state error.

If integrator windup is allowed to occur, when the reference demandyeisaemnd the control signal is required
to drop below the saturation level, the accumulated integral action serveskagainst tracking of the new
reference and a significant amount of time is required for the energy imtdgrator to dissipate before the
controller can contribute positively towards attaining the new refererigarn@4.2). This specific problem was
traditionally termed the ‘windup’ problem since any performance degratdatia direct result of integrator
windup. During the 1950s and 1960s, a number of ad-hoc methods e@sed to prevent or limit the extent
of this phenomenon by directly influencing the integrating function. One swathod was published by Fertik
and Ross in 1967 [15] and R.M. Phelan suggested turning off integrditioirsg saturation in his 1977 book,
Automatic Control Systems [70]. There are other application-specificnsefhi@vailable and, due to their

development within industry, many are not documented within the wider litetature

Over time, usage of the term ‘windup’ has evolved and it is now used marerigally to describe the per-
formance degradation effects associated with plant input saturationinthisles, but is not limited to, SISO
systems with integral control. For example, multivariable systems, even with catiollers, can exhibit un-
desirable behaviour when one or more of the plant inputs saturate asttitautiesn of control effort is altered
-see Figure 4.3. Furthermore, modé, type controllers often do not have integrators but the behaviour of
their states can still be adversely affected by saturation. Finally, eved §fStems with purely proportional

control can exhibit oscillatory or even unstable behaviour when satodatiits are exceeded.

While a system is in saturation, the input to the plant is constant and the systemés “pseudo open loop”.
During this period the dynamics of the system revert, in a sense, to the dynaimibe open loop plant
which may be undesirable and/or unstable. Multiple input, multiple output (MIs{@)ems often have cross-
coupling between channels, so in addition to the effects described aaiueation in one channnel can cause

detrimental performance in another channel or even instability. Cleatlyatac saturation is a problem that
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Figure 4.2: The effect of integrator windup

needs to be addressed in many applications as any real system is likelhetfirfi@vlimits on plant inputs, be

it a mechanical or electrical system or chemical process.

4.2 Solving the Problem of Actuator Saturation

There are a number of approaches to dealing with the problem of acta&tcatson. The main methods along

with their relative merits and drawbacks are summarised as follows:

e Saturation Avoidance. Perhaps the simplest approach is to design a controller which will not viokate th
saturation limits for any input demand, for instance, by using low gain contsallghout integral action.
Since a successful design will not cause saturation, the associatddrpsowould not be encountered
and linear performance will be achieved. Of course, controllers dedignthis manner tend to be
conservative since the control action will be reduced across the wéuadee rof input demands i.e. small
signal performance is forfeited to prevent saturation at the extremesntfot behaviour. As such,
this approach is not appropriate for many systefis, controllers can aid performance improvement
with this approach since they tend to distribute control effort in a more affionner, particularly for
multivariable systems, but performance is limited fundamentally by linearity ofadh&aler since they

treat large and small signal behaviour in exactly the same way.

e Saturated Linear Control. Another approach is described as saturated linear control in whiclagatur

is not avoided, but the control system is designed to ensure that thatsdtalosed loop remains stable.
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Figure 4.3: Saturation inducing control direction change

This has the benefit of simplicity but not all systems can be guaranteed talile during saturation
and even if stability is guaranteed, performance may not be acceptablexahmple can be found in
[21]. Another important stream of papers considers the low-and-taghtgchniques [51, 52] in which
saturated linear control is achieved by simply increasing the gain of a lowegatroller. All open
loop systems with poles in the closed left half complex plane can be stabilisedugtihrcentrol laws.
However the price paid for this simplicity is a lack of flexibility in the design i.e. nartgmules and a

prescribed architecture.

e Model Predictive Control. Model predictive control [49, 75] is a strategy in which the control con-
straints are incorporated into an online finite horizon optimisation procepitw@ycing controllers which
respect the saturation constraints directly. This may well give the bestrpeamnce potential of all con-
trol strategies designed to cope with saturation but it has its drawbackapuEational demands for
implementation are high and thus the approach is not commercially feasible fgrapplications. In
addition, the computation time required to solve the optimisation can preclude dipplita systems
with fast dynamics. At present, the primary application of MPC is in the psoitekistries where time
constants are relatively long but improvements in computational power of oacrwollers and the de-
velopment of more efficient optimisation routines are extending its applicabilitygofaster systems.
There are also concerns about robustness and tuning since it noreligtyan the standard linear plus

quadratic (LQ) weighting matrices.

e Linear Conditioning/Anti-Windup The approach considered in this thesis is referred to as ‘linear con-
ditioning’ or ‘anti-windup compensation’. This involves two separate lineartoller elements and a
two stage design process. The first stage is the design of a linear carttrolieet the performance spec-
ification in the absence of saturation. Following this, the system is augmentad &gditional linear
element referred to as the ‘anti-windup compensator’ which become® attihe onset of saturation.
This compensator is designed to maintain stability of the system during saturattenmonlinear sys-

tem and minimise the degradation of performance associated with the satukegitin €he benefit of
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this approach in terms of performance is that the small signal response system is not forfeited
and any linear control design methodology can be used to construct Hidim@ar controller. Computa-
tional demands can also be low enough for application on high bandwidttoshdensitive applications.
Many variants of anti-windup compensation exist of which a summary will bedniced in the following

section.

4.3 Approaches to Anti-Windup Compensation

There are many forms of anti-windup compensator design in existence Wwiniction in very different ways.
The different designs vary significantly in complexity, structure andgoerénce. Early designs were largely
heuristic and as such it could be difficult to design and predict their peéoce. As tools emerged to analyse
these nonlinear systems, more structured designs emerged and toolenernsged to synthesise compensators
directly which guarantee stability of the saturated system and optimise perfoerimasome sense. This section
provides an overview of some of the most well known compensation schamegstence. Before looking at
the specifics of each design let us consider a generic anti-windup targhitecture by means of introduction

to the concept, and to highlight the areas where differences arise.

4.3.1 A Generic Anti-Windup Architecture

A generic representation of an anti-windup compensated closed loopksygtem is shown in Figure 4.4.
This consists of a controlleis, that responds to reference signals& R™ and plant outputy € R™ to
generate the control signalse R™. The internal states of the controller are denated&d R"<. The plant,G,
has control inputs:,,, € R™, disturbance inputg € R™ and internal states, € R™». The block translating

u to u,, € R™ - the measured inputs of plagt - represents the saturation function. In multivariable form,
the saturation function is a diagonal matrix of scalar nonlinear functionsbihad the magnitude of the
corresponding input vector elements. This is described mathematicallyws §h¢4.1) whereu; represents
the ith element of the control vectar, sat(u;) represents the saturated version of that same signatiand
represent the symmetrical saturation limits applied taithehannel. The input output relationship for a SISO
case is depicted in Figure 4.4. Non-symmetric limits can also be handled butti@vealaextension to the

symmetric function shown here and so have been omitted.

U Yu; > uy
sat(wi) = w;  w > u; > —1u; (4.1)

—u; Yu; < —uy;

The anti-windup compensatoiW, shown in Figure 4.4 detects when the plant input limits have been ex-
ceeded, by monitoring, and then influences the controller in some way to improve the behaviour of the

system. Some compensators only require knowledge that saturation haedbat more powerful designs
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Figure 4.4: Generic anti-windup architecture

also desire to respond to the magnitude and direction of saturation in theiriadtimaction. A useful way to
capture these different requirements generically is to define a sign&" as the difference between saturated
and unconstrained control signals. The simple designs that only requiretowhich signals are saturating

can be considered simply to apply a logical test to the signal sujgh|as 0.

Itis possible that the unconstrained control signahd its constrained counterpart may be real signals that need
to be measured and the saturation function to be a physical phenomenevéidaw digital control applications,

it is most common for the saturation function to be a non-physical constraiferingmted in software. Often
these software limits represent physical constraints, but are set slighdy fban the real limits. This removes
the requirement for a sensor to measuyeas this is now a signal internal to the controller and by preventing
the physical saturation limits from being met, mechanical durability of the syséenbe improved. It is also
possible that physical limits do not exist but software limits are imposed for athsons such as to minimise

power usage or noise.

4.3.2 Conditional Integration

For systems with a stable plant and simple PI control it can be adequate simfup the integrator state from

accumulating when certain conditions are met. Two common variants are

1. Stop integrating when the controller output is saturated

2. Stop integrating when the integrator state exceeds given bounds

These methods will prevent, or at least reduce, integrator windup amdtha benefits of simple tuning and
implementation. Condition 1, referred to as ‘intelligent integration’ by Krikelig[dloes not require any tuning
whatsoever. However, the work of Krikelis describes an implementatiortvehicbe tuned in which deadzone
feedback is placed around the integrator and the thresholds and sfagpesieadzone function can be altered.

Condition 2 requires a bound on the integrator state to be set but thispamodssto only one tuning parameter
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per integrator. A disadvantage of these methods are that the plant ingnet@jowed to remain in saturation,
meaning that the feedback loop is effectively broken. Thereforeadoeptable performance the plant must
have stable and acceptably damped open loop behaviour. Even thée ofteb loop dynamics do not imply
that the nonlinear closed loop will be stable. No guarantees of stability feled by these approaches and
their application are restricted typically to Pl controllers. In addition, bex#hes integrator state is not altered
during saturation, the stored integrator state may restrict the speed ohses a subsequent change in the

reference.

4.3.3 Ad-hoc Integrator Reset Methods

In addition to the conditional integration methods there are also simpler methods thbentegrator state is
reset to a pre-specified value when certain conditions are encounteeedaps the simplest implementation
resets the integrator state to zero when the controller output reachegutaisa limit, preventing saturation
from continuing. Although integrator windup is prevented entirely, wheriritegrator state is reset a sudden
drop in the control signal magnitude is caused i.e. the control is disconsrarodl system performance is
degraded. An illustration of this is shown in Figure 4.5 where the integraset tauses a substantial degra-
dation in tracking performance. Note that the model used varies from theindhat the saturation limits are

parameter varying rather than constant.
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Figure 4.5: Reset triggered when control signal reaches saturatien lev

Numerous variations to this scheme are possible including changes to theamequired to initiate a reset,
and variation in the values the integrator is reset to. One example is to triggesstteof the integrator state

only when the control signal exceeds a certain threshold above thatsatuimit. Integrator windup is not
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prevented completely but an upper bound on windup is imposed. An exainihlis s shown in Figure 4.6
where a reset will not be triggered until the control signal exceedsattugation level plus 0.25. Comparing

this result to that given in Figure 4.5 shows the improvement in performance.

PI controller with Reset AW

4 T T T T
_ Output
2 3r Reference A
)
©
E
o
R
e]
[}
[]
&
-1 1 1 1 1 1
0 5 10 15 20 25 30
T
1’, Plant input
(]
N Controller output
% 0.5F =TT — - —  Integrator Output T
o =7 Saturation limit
S o
€
o
© 0.5
1 1 1 1 1

0 5 10 15 20 25 30
Time [normalised]

Figure 4.6: Reset triggered when control signal exceeds saturatidrb+ 0

Resetting the integrator state to a non-zero value during saturation is @ddang$0]. This can prevent the
control signal instantaneously dropping below the saturation level if tliszeoo value is chosen appropriately.
However, one common problem remains: Whenever an integrator is resdtalmce between proportional
and integral action is temporarily changed leading to a period of alteredhsygsteamics. An example of this
is discussed in 5.1.1 where momentary saturation at the onset of a stemeefeliiminishes integral action,

leading to a much slower rise time than if integration was allowed to continue.

These methods are easy to implement and require very little online computatieycdimwork very well for
simple systems, but none afford any guarantees of performance iitystalthe general case. These methods
will not work well with systems that are open loop unstable and often do eron well with high order or
MIMO systems.

4.3.4 Back Calculation (and Tracking)

In the Back Calculation method, first proposed by Fertik and Ross [1&kttired value of the integrator state
is recomputed (back calculated) when saturation occurs such that ttieliesroutput at the next sample lies
approximately at the saturation limit. In this way, the controller makes full useechvhilable control energy

but its proximity to the saturation limit enables it to effect a quick response targgehin the reference demand.

A simple implementation of this for a digital PI controller is shown in (4.2) wh&feand K, represent the
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proportional and integral gains,represents the sample periedepresents the tracking error an@nd 4.

represent the control signal and limit respectively.

x(k)+ Kite(k), |ulk—1)] < tUnae

z(k+1)=
tmaa 5ig0 (Kp € (8)) , [ (k= 1)| > timaa

u (k) =z (k) + K, e (k) (4.2)

It can be beneficial not to reset the integrator in one sample but rathesdbthe integrator dynamically with a
given time constant. This special case is referred to as ‘Back Calcukatiofracking (BCAT) since the anti-
windup compensator causes the controller output to ‘track’ back to theatiatulevel. The latter approach
can be represented very neatly in block diagram form as shown in Hgudretherel; represents the time
constant with which the reset takes place. This method is described in ntailerdg8] and is also referred to

as ‘classical’ anti-windup in [14].
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Figure 4.7: Back calculation and tracking block diagram

Astrom and Hgglund suggest that the back calculation time consfanshould be chosen according to (4.3)
whereT, is the derivative time constant (if used) &hds the integral time constant. These time constants can
be related to proportional, integral and derivative gafis, K;, K4, as shown in (4.4) and (4.5). If we prefer
to think in terms of gain rather than time constants, the suggested range fatithéralup feedback gait/7;

to be tuned within is given by (4.6) provided tha}, K, # 0.

Ty <Ty <T; (4.3)
Ty = Kq/K) (4.4)
T =Ky/K; (4.5)

1 K
< — < P

K;
P 4.6
K, " T " K4 (4.6)
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4.3.5 Conventional Anti-Windup

Another simple technique, found in [14] and [42], involves comparing testtained and unconstrained con-
trol signals and feeding this back through a high gain to the controller inpgtirg-4.8). This anti-windup
feedback artificially reduces the controller inpyt, during saturation to drive the controller output toward the
saturation level. The magnitude of the feedback gain determines how closerttieller output gets to the
saturation limit, and if a suitably high gain is used the control signal can beéragresd to the saturation limit,

eliminating windup.
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Y +
+ o] u
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+

Figure 4.8: High gain anti-windup scheme block diagram

Mathematical Analysis:

An approximate analysis of the anti-windup behaviour is as follows. For dsiRiontroller with state-space
realisationk (s) ~ (0, 1, k;, k), when the system is in positive saturation, g, = «, the controller output,
u, IS given by (4.7) where = r — yy.

kpS + kz‘

AW s T © AW (4.7)

u(s) =

Steady-state analysis:
Using the final value theorem, the controller output to a unit step input as tirdse temnfinity is given by

kps + ki
ss = t) =li -
s = ult) = i e s + )

(e + AWa)
= — AW

Vi (e + AWa)
and provided the AW gain is large enough/~ u. Thus, the controller output will be forced down toward
the saturation levely, and the integrator will not wind up. Note that this analysis assumes thatdysttse

condition is reached and so for the analysis to hold, the closed loop (nanlsystem must be stable.

There are no stability guarantees with this technique but stability is usuallyvelolsen simple, low order
stable systems, provided that the anti-windup gain is not too large. Tunthg ati-windup gain is typically
a simple iterative process using experimental tests and/or simulations. Gdoan@ace can be obtained for
simple systems but responses for higher order and/or MIMO systemsecandesirable and unstable. For
discrete-time systems, the magnitude of the anti-windup feedback gain istegkbycthe sample rate used and

so the achievable performance can also be limited by such implementation issues.
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4.3.6 The Observer Approach

The back calculation and tracking method for PI(D) controllers prevenisdup by causing the controller
output to track down to the saturated output during saturation by manipulagneptitroller state. A similar
approach can also be applied to higher order controllers subhagdesigns by means of the observer approach
[1, 2, 76]. In this method the saturation nonlinearity is considered to causg-match between the controller
states and the control signal applied to the plant, and the ‘error’ betweeasotttroller output and plant input

is interpreted as an observation error.

Consider that the nominal controller is given by the state-space realisat®)raid that we wish to include an
anti-windup feedback to the controller states that is proportional to theefiite between the controller output
and plant input. This can be represented by the state-space model)afiér@L is the anti-windup feedback

gain.

T =Ax + B,r+ B
K(s) ~ ey (4.8)
uw=Cx+ D,r+ Dy

& = A& + By + By + L(uy, — u)
uw=Cz+ D.r+ Dy (4.9)

Uy, = sat(u)

As the state-space realisation of the nominal controller is known, this catebprigted in an observer structure
by substituting the definition af from (4.8) into the state equation of (4.9), yielding the state-space desariptio
of the observer-based controller in (4.10). Note that in this approaete ihino need to have a separate nominal
controller and observer; a single state-space representation is suffisielock diagram of the corresponding

practical implementation is shown in Figure 4.9.

&= (A-LC)i+ (B, — LD,)r+ (B — LD)y + Lu,,
K(s)~ < uw=Ci+ Dyr+ Dy (4.10)

Uy, = sat(u)

From (4.9) it is evident that in the absence of saturation i.e. wher= u, the observer-based controller will
behave exactly as the nominal controller of (4.8). During saturation, theatler behaviour is governed by
(4.10) which can be influenced by the choice of observer daifror systems with integral control, the integral
pole can be moved from the origin in the complex plan along the negativexisaduech that the controller is
open loop stable during saturation. In this case, rather than the integmatping up in response to a persistent
input (u.,,r,y), the controller output: will settle to a constant value at steady-state, limiting the extent of
integrator windup. For controller types that are already open loop stdd@egbserver gain can be tuned to

speed up convergence of the controller states to an equilbrium conditiorg daturation. Moreover, if the
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Figure 4.9: The observer approach

observer gain is large enough it will cause the observation efref u to converge to zero, thereby minimising

the extent of integrator windup.

The extra “information” about the saturated controller output can assigtahtroller in maintaining desirable
closed-loop behaviour. In fact, by appropriate choices of the obsegain, L, it is easy to see that the CAW
scheme (and also the Hanus scheme introduced in Section 4.3.8) canidem@ahspecial cases. Furthermore,
the observer scheme is the basis of Kothare’s [43] unifying schemenfewandup compensators. However,
despite these appealing features, it is important to remember that the olsdreme by itself will noguar-
anteenonlinear stability of the arising closed-loop system - extra conditions mustesed for this to be the

case.

4.3.7 The Observer Technique

Another method referred to as the ‘observer technique’ is presente@ iwdlk of Peter Hippe [37]. Not
to be confused with the observer-based anti-windup methods obrAstind Glattfelder; here an observer is
employed to recreate state estimates for the plant, allowing a state feedbt&cklemnto be applied as shown
in Figure 4.10. With state feedback control, there are no controller statesmdoipvand so in one sense, the
windup problem is solved. However, the presence of control coniraiil has an impact on closed loop
performance. This approach does not fit into the generic framewo8ecfion 4.3.1 as there is not a clear
demarkation between nominal controller and anti-windup compensator astddly speaking would be best
described as a state-feedback control law with an anti-windup featiner taan an anti-windup method in its
own right. It has been included here to make the distinction between this antskever-based anti-windup

approach of 4.3.6.

Any states that can be observed in the measured ouiputare reconstructed via the matfix and the remain-
ing un-observable states are reconstructed using the state obsenesthéit the measured plant input is used as
the input to the observer rather than the unconstrained control sigoaljrayobservation errors. A significant
benefit of this approach is that anti-windup is essentially provided fer éred does not require any tuning.
Two obvious disadvantages are (i) that a higher computational oveitieaguired for implementing the ob-

server compared to PI control implementations with add-on anti-windup caafmes; and (ii) the method is
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Figure 4.10: The observer technique of Peter Hippe

restricted to state-feedback control laws. Other drawbacks assowititecbnventional state-feedback control
also apply. For instance, performance is dependent upon the agairany reconstructed and/or observed

states.

4.3.8 Hanus Conditioning

Hanus was one of the first practitioners of anti-windup to seek a gemgrievendup controller design, having
identified that the designs of the day were all dependent upon the constwileture, controller type, or the
nature of the constraints on the manipulated variable. He proposed thadaagt-windup system should

possess the following properties [27]:

¢ Independence of the control structure. Later work determined that ttypisally achievable if one

allows the anti-windup compensator to be of sufficiently high order [100]

e Independence of the controller type. Later work determined that agasristachievable if one allows

the anti-windup compensator to be of sufficiently high order [100]

e Independence of the controlled system. Later work determined that imajehis is not achievable,

since the plant determines the fundamental behaviour of a system dutingtisan.

¢ Independence of the nature of the constraints on the manipulated vailialbée.work determined that

is, in general, not the case.
e Simplicity
He used the term windup to represent the phenomena observed whemattiisbetween the controller output

and plant input occurred and attributed the windup phenomenon with thenafion storage properties of the

controller. In addition, he considered that the nominal control behagbould be designed for the system
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in the absence of a windup cause and that controller behaviour sheeld t@ the nominal design when the

windup cause disappears.

Hanus considered two main causes for the mis-match between controller antppliant input; actuator non-
linearities, for which actuator saturation and rate limits are examples, and tfohisgy between two control
modes, for which the example of manual and automatic control was giveme\do, in the scope of this thesis,

we focus on magnitude saturation only.
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Figure 4.11: Hanus conditioning

The essence of Hanusonditioning techniquavolves ‘piloting’ the controller state variables in order to reduce
the windup effect. This is achieved by implementing the feedback structovensim Figure 4.11 where the
direct feed-through ternd),., of the nominal controller is separated to allow the anti-windup feedbackect ef
the controller states only. The anti-windup feedback g&in!, is a partial inversion of the controller at— oo
and by manipulating the error signal, has the effect of reducing theerefersignal to eealisablelevel i.e. one

for which no saturation occurs and herice- 0.

It should be noted that for the case where the nominal controller is of SigmleHanus conditioning can be
interpreted as a special case of back calculation and tracking. In tledxds equal to the proportional gain
K, and the Hanus anti-windup gaih/ &, entering the controller just prior to the integral gain is equivalent to
the BCAT gainl/T; = K;/ K, which enters the controller just prior to the integrator (Figure 4.7). Thigeho
of BCAT gain corresponds to the minimum value suggested bybAsand Higglund in (4.6).

The Hanus’ scheme can also be represented in the form of Figure 4idR iwimore convenient for analysis.

By inspection of Figure 4.12, the transfer function frarto « is seen to be

~K(s)D;' 41 (4.11)

and thus for all frequencies which satigfif (s)| < D., the gain is negative, causing the anti-windup action
to reduce the controller output toward the saturation level. This conditiongie achieved by all sensibly

designed controllers as the dominant control effort should lie in the loguéecy region. This analysis also



CHAPTER 4. INTRODUCTION TO ANTI-WINDUP 48

d
e e u u G(s) y
ra<+_%><+ —  K(S) ++O m
e O
+ —
D.* u

Figure 4.12: Hanus conditioning equivalent representation

gives some justification for the suggested minimum BCAT gain &%:if in (4.11) were replaced by a smaller
value there would be frequencies at which the transfer function fiotm « would be positive, leading to

integrator windup.

The Hanus technique has been a fairly popular choice for practitiomertodts simplicity and ease of tuning
(i.e. there is no tuning). This popularity was probably also gained throughkiitg one of the few early
anti-windup approaches to treat the problem in a fairly scholarly way. edew the Hanus technique does
not always work well and has several important restrictions in its applicafidre first is that in order for
D! to exist, the controller must be square and strictly proper. The secondtjsaththe Hanus technique
essentially involves partially inverting the nominal controller to provide the &alksreference, the nominal
controller must be minimum phase or the system will become unstable. Thesepdisss would typically be
met by controllers of PI/PID type, but many “modern” controllers wouldtbietyy proper and not necessarily
minimum phase. A further deficiency is that the Hanus method provides niitgtgbarantees, as it takes no

account of the nominal plant dynamics, and thus must be treated with caution.

4.3.9 Internal Model Control (IMC)

Internal model control (IMC), discussed in [63], was not desigreeameans of performing anti-windup butis a
control strategy that happens to provide useful anti-windup behaaimialso fits into the generic anti-windup
framework. From an anti-windup perspective, this is a natural extensitre conventional (high gain) anti-
windup approach where instead of a static feedback gain, a dynamicdlligk) is used in the anti-windup
feedback path (Figure 4.13). The controller functions to minimise the eetarden the reference, and the
signalyy, which while operating in the linear region(t) € (—u,u)), is equal to the plant outpuy, Hence
when saturation is not in effect, the closed loop behaviour is dictated ertiyathye dynamics of the plant and

nominal controller.

Whilst in saturation, the filte€7,,,, referred to as the direct model, is active and influences the behaviour o

the nonlinear closed loop to effect anti-windup action. To assess thet eff¢his let us consider the system
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Figure 4.13: Internal Model Control (IMC) anti-windup design

operation when in positive saturation ize> (u). In this condition, the signaly is defined as shown in (4.13).

Uk =y + 9 (4.12)
=G+ Gp(u — @) (4.13)

By defining the direct model dynamics equal to that of the plait,= G, the equation simplifies tg, = Gu
which is exactly as if saturation had not occured. Therefore, the dlamtwill behave as if saturation was
not present and in one sense the problem of windup is solved. Prathidethe plant is open loop stable,
the nonlinear closed loop will also be stable. However, saturation will still pd&kee and when it does, the
nominal controller is unaware of its occurence. In this mode of operatiencdhtroller essentially seeks to
causey;, to track the reference demand regardless of any difference begnas®hy;,. As a result, undesirable
characteristics of the open loop plant may become evident in the plant oytfid]. If the plant contains slow

or underdamped dynamics this can lead to undesirable closed-loop h#helharactersised by oscillatory
behaviour and/or slow modes - even thougtsmoothly tracks the reference. The limited control of the plant
output afforded whilst the system is saturated opens up the way fors@arto the IMC scheme such as found

in [104] that aim to improve performance of IMC methods.

More design flexibility is given if the direct model is allowed to differ from theelim model of the plant
dynamics(G(s), but this leaves the question of how to design an appropriate filter and@istoltharacterise
performance of the system. Many of the approaches mentioned prevasasimple enough to be tuned in an
entirely ad-hoc fashion using simulation analysis and successive iteratithestuneable parameters. However,
for this approach and some more complex designs yet to be introduced asaiysis and synthesis tools are

required. The basis for the tools to be presented are coprime factesegpations, which will be introduced.

4.4 Optimal Dynamic and Static Anti-Windup

The designs presented so far all have their merits and may well be desihalides for certain applications
but they are also not without their limitations. The introduction of a saturatiofimearity into the closed loop
system can result in very complex behaviour and de-stabilise an othestatde system. As a result, there is

often no guarantee that a simple anti-windup approach will result in a stafbleated system, and even when
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stability is provided, acceptable performance may not be provided unless cefthiivaal conditions are met;
for instance, in the case of IMC anti-windup, performance may be pooeibtien loop dynamics are slow
and/or poorly damped. In addition, many lack generality in that they are apf@ionly to specific control

structures such as Pl control or state feedback.

A more general criticism levelled at the simple ad-hoc methods are that theyatdocus on the behaviour
of the controller and ignore the effect of saturation on the behavioureopldnt. As identified earlier in the
chapter, the effects of saturation are not limited to windup of the controllersst®uring saturation, we can
consider the system to be pseudo open loop where at least one plansiopustant, dictated by the constraint.
Until the point at which this control signal comes out of saturation the systsponse is governed, at least
partially, by the dynamics of the open loop plant which could be slow, oscijlatoreven unstable. As such,
although the simple approaches may well be able to constrain integral cetated and/or bring control signals

out of saturation, overall performance may still be poor.

It is desirable to be able to produce compensator designs that are idéepehthe type of nominal controller
employed, provide a guarantee of nonlinear stability and consider explicitlpehformance of the resulting
nonlinear closed loop system. In recent years modern control desigoasdihve been applied to the field of
anti-windup that enable these objectives to be met and a number of thesaams will be introduced here.
The resulting designs can have many degrees of freedom and s &adnivtg methods are considered to be
insufficient. As a result, the concept of optimising performance in some satsproviding a limited number

of tuning parameters to the designer is of central importance.

4.4.1 The Weston and Postlethwaite Framework

In order to provide the potential of high performance for as many systepassible, a framework is adopted in
which anti-windup signals are injected into the system at both the controllgranpoutput as shown in Figure
4.14. This framework was originally introduced in [99] and has been widsdg since. Anti-windup feedback
via 6; allows the compensator to bypass the controller dynamics and feedbagkallaws the compensator

to influence the internal states of the controller, giving a great deabdlbiliey without requiring direct access

to the controller states. The compensatrmay be parameterised by a static gain or as a dynamic filter and
in the multivariable case, a gain or transfer function matrix. Given this frarevour attention is turned to
the problems of how to assess stability of the nonlinear system for a giegceadf©, and how to characterise

performance.

Weston and Postlethwaite [100] proposed that the compensator be pars@detising a linear transfer func-
tion, M, and a replica of the plant dynamics from control inputs to performanipitajGGo, as shown in Figure
4.15. Many anti-windup compensators can be represented in the fraknefwdeston and Postlethwaite, cor-
responding to different choices af. This is useful since it allows the behaviour of very different designs to

be compared using a common framework. Similar work in existence is the undieadork of Kothare et al.
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Figure 4.14: Anti-windup compensated closed loop

[43]. However, in this work, the compensator is parameterised by twoférafusictions to be chosel] and
V, rather than one and so for analysis and synthesis purposes it is pEsdiag. Miyamoto and Vinnicombe
[62] also explored Kothare’s scheme but their work can also be tradsatee framework of [100]. The most

obvious parameterisation @ff that corresponds to a known anti-windup desigd4s= I, giving the IMC
design of Section 4.3.9.

(4.14)
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Figure 4.15: Compensation with M

Note that in the Weston and Postlethwaite framework, the anti-windup si@nalsdd, are re-labelled as,

andy,, and the signal names;,, andy;;,, are also defined (Figure 4.15). The reason for this can be seen by the
application of some simple algebra as follows.
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The signal labelled;;,, is defined as shown in (4.15). The sigpalis defined as shown in (4.16). By making
the substitution:,, = u — @ and working back, the signgl can be defined as shown in (4.17). Finally, by
substituting (4.16) and (4.17) into (4.15), we arrive at the result of §4.I8is shows that for anti-windup
conditioning with M, the nominal controllerfs, ‘sees’ the nominal plant7, in spite of the presence of satu-
ration and anti-windup compensation. As a result, saturation and the déglgn@mpensator do not affect
the behaviour of the nominal controller, and the signals andy;;,, can be considered to represent the control
and output responses of the ideal linear system. The sigpasdy,, represent the deviation of the control

signals and performance outputs of the compensated system from thatlioiidr system.

Yiin =Y + Yd (4.15)
ya = GaMa (4.16)
y = Gawin — GaMu (4.17)
Yiin = Gauin (4.18)

Figure 4.15 can also be represented equivalently as shown in FigurerdfdBed to as the decoupled repre-
sentation. The structure of the lower portion of the diagram - the nominat lgyséem - is validated by (4.15).

The disturbance filter is a direct carry over from Figure 4.15, and thdéinear loop simply makes use of the
deadzone operator in the identifyz(u) = u — sat(u) whereu,, = sat(u). This de-coupled representation

proves to be very useful for the analysis of both stability and performasavill be explained.

|
|
M-I | Disturbance
Ug | Filter
|
Nonlinear loop !
O L= G,M
+A u | Yd
B . )
d— -
r —» G ;O—» y
K > Yi
- Ujin in

Nominal Linear System

Figure 4.16: Decoupled representation of compensation with M

The nominal linear system with reference inpuiind performance outpuj;, is considered to represent the
ideal system behaviour and is designed to stabilise the plant and achieventieal performance objectives
while the system remains in the linear region (not saturated). For stability citoeated system we require

that the linear transfer functio@, M, referred to as the disturbance filter, be stable and also that the nonlinear
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loop be stable. Provided that the plant is open loop stableMrid chosen as a stable transfer function, the
problem of guaranteeing stability of the saturated system is reduced td #rauwing that the nonlinear loop

is stable. Thus for open loop stable systems, the stability condition is simplifietygredhat of a single
feedback loop with dynamic elemenf — I and an isolated nonlinearity, which in this case is the deadzone
function. In terms of performance, the sigmal= y;;, — y represents directly the deviation of the plant output

from the desired behaviour and so can be very useful in defining mesastiperformance.

4.4.2 Performance of Anti-Windup Compensators

Systems incorporating anti-windup compensation are expected to operagelimetir region for the majority

of the time. Thus, linear performance should equate to good performamdded that the linear controller has
been designed appropriately. When the system does saturate, theseegpibdegrade and deviate from linear
performance. Hence, the notion of good performance of an anti-wicolnpensator is perhaps expressed best
asminimising the deviation from linear performandaring and immediately after saturation. The difficulty
here is to find an appropriate way of expressing this notion of perforenarathematically which allows for a
tractable performance optimisation. The work of Weston and Postlethwait@0h (@nd also related work by

[84] and [62]) gives a reasonably intuitive way of optimising the deviatiomflinear performance.

Considering Figure 4.16, it follows from the previous section fhyatepresents the deviation of the nonlinear
(saturated) systems behaviour from the intended linear behaviour, due linear control signal,;,,. Hence
the nonlinear mag@ : u;, — yq gives important information about the nature of the deviation which can
occur. It would therefore be desirable to minimise the “size” of this map, tarerthat the deviation ig, is
small whenu;;,, causes saturation. A computationally tractable way of doing this is by minimisingdbeed
Lo norm, or ‘L, gain’. That is we would like to synthesise an anti-windup compensator (ovadgntly choose
M (s)) such that we have

lyalla < Vllwinllz >0 (4.19)

where~ is to be minimised. Note also that ensurigge £ also ensures thaim; ... y4(t) = 0 and hence

thatlim, .~ y(t) = yun(t), thereby ensuring that asymptotically at least linear performance isrpeese

Note that because the m&8p: u;, — yq iS inherently nonlinear, to obtain rigorous results, we are forced to
turn to nonlinear control tools which are noticably less “sharp” than linealstdn particular theC, gain of

the system is, by definition, the bound on the “energy gain” of the systemnfpsignal in the spacé&,. In
reality a practical system will be subject to only a small subset of theselsighaus there can sometimes be
some difference between an anti-windup compensator which is deemed “Bptirtegms of (4.19) and one
that provides the best performance in nonlinear simulation. Howeveg, itheften a rough agreement between

the two.

There are several approaches to synthesising anti-windup compsnsghich attempt to minimise th&, gain

of the map7 : uy, — yq. Below, the ones which are used most in the thesis are reviewed briefly.
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4.4.3 Full Order Anti-Windup

A so-called “full-order” anti-windup compensator is one in which the nundfeainti-windup states equals
the number of plant states. While, in applications, it is desirable to keep theemwhistates in the anti-
windup compensator to a minimum, full-order anti-windup compensators ard¢epédt because of some of

their remarkable features [22, 24].

In the work here, we follow the full order compensator design of [88,199], where a particularly simple
construction is proposed: léi/(s) be part of a right coprime factorisation of the plant according-to=
NM~!. This means then that the disturbance fitfex\/ = N, and thus by appropriate choice bf(s), to
some extent, the undesirable dynamics of the disturbance filter can béledrfsabject to ensuring stability

of the nonlinear loop of course). An appealing method for specifyingaimme factorisation of the plant is the
state-space realisation of (4.20) in whighis a free variable akin to a state-feedback gain. This assumes that

the plant is given by the minimal state-space realisation of (4.21). This agipis adopted in [88, 94].

Ay + BuF | By,

M
~ F I (4.20)
N
Cp+ DpuF | Dy
A, | By B
G~ |22 ‘ pd v (4.21)

Cp ‘ Dpa Dpu

In this case, the search for an optimal compensator is reduced fromdfifdia) which minimises||7 ||, to
finding the state-feedback gaiwhich minimiseg|7 |2, assuming the state-space realisation of (4.20). This
problem was solved in [88, 94] using a Lyapunov formulation of the Cirelee@on and reducing th€, gain
synthesis problem into an LMI framework. In this work, additional robessconsiderations were incorporated
that enable the design to be tuned to improve stability robustness of the nocliosed loop system to a class

of additive uncertainty.

Let us define the uncertain plant model@és) = [G1(s) Ga(s) + Ag]. From a small gain argument, it
can be shown that the nominal linear system (in the absence of saturatiobysly stable to an uncertainty
model [[A¢|ls < 1/y Wherey = [[(I — K3G2) ' K>l|o. In order to assess stability robustness of the
nonlinear system, the de-coupled representation of the uncertain antipwétased loop system in Figure 4.17
is considered. Applying a small gain argument it can be shown that the eantitosed loop system is robustly
stable to the uncertainty mod&lc if ||[Ag[] — MF(un)]|l2 < 1/7 whereF(uyy,) is the nonlinear map
uyn — u. Therefore, in order to maximise the size of the plant uncertainty mhgehat the nonlinear system

is robust to, we desire to minimisg/ — M F (uy,,)||2. This can be achieved by solving
12112 < 7 [Jwin |2 (4.22)

for minimal v wherez = M. This robustness condition is incorporated together withahg@erformance

condition to form a weighted combination as shown in (4.23). The matiiggse R™ and W, € R™
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Figure 4.17: De-coupled AW block diagram with uncertainty model

are positive definite (and normally diagonal) weighting matrices chosen bgesigner. For emphasis on
performancéV),, is chosen large anid/,, small; for emphasis on robustness, the reverse is done. Note that when
the ratiog [W,]/a[W,] is sufficiently small, the design becomes more “IMC-like” - in which case perémce

is sacrificed for robustness.

2
V' Wpya
i < 22| Jwin |2 (4.23)
Wiz

In [88, 94] it was proved that there exists an anti-windup compensator Avith LQ~' such that (4.23) is
satisfied if there exist matric€g > 0 € R"», diagonallU > 0 € R™, an unstructured matrik € R™*"» and

a scalary > 0 such that the following LMI holds.

QA+ AQ+ LB, +B,L BU-L 0 QC,+LD, L ]
* —2U I UD, U
* * —~1 0 —1 <0 (4.24)
* * * —nyp_l 0

i * * * * Wt ]

The above LMI provides a computationally convenient manner for syisthgsanti-windup compensators
and has been used in a number of applications [32, 44, 98] succesdullglternative method solving the
same problem was proposed in [79] in which a Riccati equation was theatenmputational tool; this is
computationally more efficient and also identified strong links between the stabiliftplier (7 = U~!) and

the robustness of the saturated system. In this thesis the original LMIagpi®used.
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Although they require more computational power to implement in practice, therfigr AW designs have the

following benefits:

e Provided thatG(s) € RH., there will always exist a globally stabilising full order compensator [24,
100]. This follows since the IMC design, for which closed loop stability isrgoteed, is a special case

of the full order design.

e When constructed as part of a right coprime factorisation of the ghant= NM !, the full order
designs areompletely independenf the controller. This is not to say that saturated performance will
not be influenced by the nominal controller, but stability of the saturateigrsyand optimality of the
compensator design in terms of performance are not affected. Hemaetlee compensator is designed,

the nominal controller could be retuned without having to revisit the anti-varsign process.

e A full order compensator will achieve the loweSt gain of any linear compensator. That is, by this

performance measure, it yields optimal performance.

The full-order anti-windup technique can suffer from high computatideatands since it introduces the same
number of states to the control system as the linear plant model used fgn.d@$wus, even if the nominal
controller is simple, having only one integral state, the compensator may ingodany more. In the interest
of minimising computational demands, there is an interest in designs for Whishsimply a gain matrix,
so-called static anti-windup compensation, and designs for which transfer function matrix of order less
than the plant, so called low-order dynamic anti-windup compensation. Appes to the static and low-order

dynamic anti-windup synthesis problem are presented in the following clidnze

4.4.4 Static Anti-Windup

Static anti-windup compensators are so called because they contain noidgngey are activated upon
saturation being detected and deactivated immediately upon saturation celmstmgmmon with full-order
anti-windup compensators, it transpires that computationally attractiveithigsr exist for their synthesis,
but unlike the full-order compensators they are also computationally atgdotitmplementation since they
are just gains - they require no additional states. The method we follow dosyththesis of optimal static
anti-windup compensators was introduced in [91] (see also [65]). ®hgensator is described by the static

relationship

where®; € R™*™ and©, € R™*™. In the Weston and Postlethwaite Framework, the static compensator

described above corresponds to the choic&/cds shown in (4.25).

M = (I — KyGo) H(K9©y + 01 + 1) (4.25)
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A minimal state space realisation of the static compensator in the Weston and Ra@steeframework is given

as (4.26) for which the matrices are defined in Appendix B.1.

A By + BO
~ | Cy Do + D1@ (4.26)
Co Doz + D2©

M
N

Given this state-space realisation, it was proved in [91], that a static ardispy compensato) = LU !
which ensures thaf7 ||, < -, can be computed if there exists a positive definite m&rix 0 € R"», diagonal

U > 0 € R™, an unstructured matrik € R™*"» and a scalaty > 0 which satisfy the following LMI:

[ QA+ AQ BoU + BL — QC, 0 QCY
—2U —UD}, — DpU — L'D}, —D;L. I UD},+ L'D}
* or— ol L 02 2] <o (4.27)
* * —~I 0
i * * * —vI i

Compensator synthesis is achieved using essentially the same LMI tools adtll treer case except that

there are some important differences to note

e A static anti-windup compensator ensurifi@||; 2 < v is not always guaranteed to exist. Recall, that
in order for a compensator to exist, it must satisfy the multivariable Circle @nitethis is not always

possible wher® is stipulated to be static.

¢ A static compensator, when it exists, may not achieve “optinialperformance; that is;.; < vVstatic-
This is essentially because the static compensator has far fewer defyieeziom with which to tailor

the £, performance.

e The barred matrices in the state-space realisation (4.26) are functiomsanfrttroller parameters, mean-

ing that a controller re-tune would typically require an anti-windup compgensa-design.

Nevertheless, the simplicity with which static anti-windup can be implemented is the ey point and it
may be considered acceptable to compromise on performance. Furtheasonentioned previously, th&,
gain is only an approximation of the performance problem and it may well bevea if a static compensator
yields a nonlinear closed-loop with a much greafergain, in typical simulations it may perform sufficiently

well to be considered suitable for implementation.

4.4.5 Low Order Anti-Windup

It transpires that full-order and static anti-windup synthesis can baloastly as a convex optimisation prob-

lem using LMIs. For compensators of intermediate order, the optimisatiorgpnal in general non-convex
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and thus difficult to solve. From a practical perspective however, iftenadesirable to obtain low order
compensators: normally the complete dynamics are not required to furtisfas@ry performance on the sat-
urated closed loop system and thus low-order approximations can béousktiin very similar performance

with much lower computational overheads.

In [91], a method for designing low order anti-windup compensators wagosed. In that work, the anti-

windup compensator is partitioned into a set of linear filters and some staticagaiosling to (4.28).

o | 1) | | )& (4.28)
O2(s) F5(5)O2

The synthesis routine is partly manual and partly automatic in that the desigoeses the filter dynamics
F1(s), F»(s) and then an LMI optimisation process (almost identical to the static one) isctarri¢o determine
the gain matrice®; and®, which minimise the, gain of 7" as before. Clearly, stability will not be guaranteed
for an arbitrary choice of filter dynamics and so some care needs to beiteggecifying appropriate filters. A
good starting point is to synthesise a full order design and chBoge and F»(s) as low order approximations
of the resultingM (s) — I andGa(s) M (s).

For the low order design, the resultiid is again given by (4.25), except that n@y and©, are dynamic as
defined in (4.28). A minimal state-space description of the compensatoeis gs/(4.29) and adopts a similar

form to that of the static design. The state space matrices are given in digjia.

A ‘ By + BO
~ 01 Do1 + Dlé (4.29)
Co | Doz + Dy0

The gain matrix© = [©; O] is then constructed & = LU ', where again andU are solutions of the
LMI (4.27) (with the state-space realisation (4.29)). This gain matrix is thembazed with the filters? (s)
and F;(s) in order to produce the anti-windup compensator. Note that the LMI optimisptaness itself has
no more degrees of freedom than the static case, but the flexibility affdngdallowing the designer to specify
the filter dynamics does lead to a greater range of possible solutions. gsl aithough there is no guarantee

that a stabilising solution will exist, the likelihood is improved significantly comp#&rete static case.

The main drawback with the low-order approach is that the designer hasése& the compensator dynamics
in order to tune the system. However, the control that this affords therdgsigems often to allow the resulting
designs to outperform that of the full order approach (from time domainlations), even thoughy.u < Yiow-
Further work is required to identify any guidelines or tuning rules that coeldsed to guide the designer in this
choice. As with the static design, a retune of the nominal controller will requiszglesign of the anti-windup
compensator. However, provided that the change is not dramatic, simpipmeng the optimisation using the

same filter dynamics and tuning parameters is likely to be sufficient to yield arsatbeessful design. Another
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similar design to this is proposed in [46] where in addition to the gain matrices betimgised, the zeros of

the compensator are optimised as well.

4.5 Summary

A summary of some of the main points of comparison between the various antipvapproaches discussed
on this chapter is shown in Table 4.1. The conditional integration and baclat#on are grouped with the

ad-hoc integrator reset methods as they share the same properties.

One further point that helps to distinguish between the different appesatoncerns the concepts of controller
windup and plant windup proposed by Peter Hippe [37]. The term céetwindup is used to describe the
degradation of performance associated with the controller states evoffe@atjely in an open loop manner
when plant input saturation effectively breaks the feedback loop. tdime plant windup is used to describe
the degradation of performance associated with saturation that canatitibeted to the adverse behaviour of
controller states during saturation. It is most clearly understood whesidaring the behaviour of a closed loop
system with a pure proportional controller. In this case, no controllerugan take place, but depending upon
the dynamics of the open loop plant, saturation may cause oscillatory trabskeatiour or even instability of
the closed loop. Peter Hippe attributes this plant windup phenomena to the opedynamics being chosen
to be too fast and that with the plant input constraints, the plant statestdzbmught to equilibrium quickly

enough.

It is the opinion of the author that the overall windup phenomenon carmeeparated clearly into the indi-
vidual phenomena of controller and plant windup except in the case aieeis avoided as in the proportional
controller case. However, the concepts are useful to bear in mind. Antiamp@oint concerning plant windup
is that it is a function of the nominal controller and the saturation constrainh, @ two stage anti-windup

design process we do not seek to eliminate plant windup.

Most of theclassicanti-windup designs seek only to solve the controller windup phenomenaseTiclude all
the integrator reset strategies, back calculation and tracking, convardiatiirwindup, the observer approach,
the observer technique, Hanus conditioning and internal model contratoritrast, the optimal designs of
[24, 91], by virtue of their performance optimisation, also take into accteffects of plant windup and
seek to limit its effect. This property makes the optimal designs much more apptmalapplication to generic

systems.
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AW Simplicity | Simplicity | Nonlinear | Controller Plant Performance | Existence of
Design of of imple- | Stability Restriction Restriction stabilising
Design mentation | Guarantee solution

Ad-hoc Very Very None PI(D) only None System Not

integrator | simple simple Dependent | guaranteed

reset

BCAT Simple Simple A priori PI(D) only None System Not
Dependent | guaranteed

CAW Simple Simple A priori None None System Not
Dependent | guaranteed

Observer | Quite Simple A priori None None System Not

Approach | Simple Dependent | Guaranteed

Hippe Quite Simple A priori State Observable| System Guaranteed

Observer | Simple feedback Stable G(s)| Dependent

Technique only

Hanus Simple Simple A priori Invertible System Not

condit- atw — oo Dependent | guaranteed

ioning Minimum phase

IMC Simple Additional | Inherent None Stable G(s)| Requires G(s) Guaranteed

states as | in design to be well
deg(G(s)) damped

Turner Quite Additional | Inherent None Stable G(s)| Optimised Guaranteed

Full-order | simple states as | in design

Dynamic deg(G(s))

Optimal Quite Simple Inherent None Stable G(s)| Optimised Not

Static simple in design guaranteed

Optimal Requires | Few Inherent None Stable G(s)| Optimised Not

Low-Order | choice of | additional | in design guaranteed

Dynamic | filter states

dynamics

Table 4.1: Comparison of anti-windup design characteristics




Chapter 5

Anti-Windup Design for EPHS Motor Speed Control

In the control of the PMSM consituent of the EPHS system, a restriction ocutinent flowing in the motor is
required. One way of attempting to enforce this restriction is by constrainegxgutrent which is demanded by
the PMSM speed controller. In this chapter various anti-windup technipeespplied to the motor speed con-
trol system to compensate for violation of this constraint on the currentrnidne constraint is a nonlinear
function of the elements of the current demand vector and so does natlhatiinto the linear anti-windup
frameworks described in Chapter 4. A novel method of transforming thisvati#ible nonlinear constraint
into a time-varying SISO constraint compatible with linear anti-windup synthedisiigues is presented. This
method is employed to allow optimal anti-windup designs to be constructed foRH& Eystem. Simulation
analysis then follows on a nonlinear discrete-time model in order for congparizetween the optimal designs
and some more traditional approaches to be made. The most appealing trédiidbngodern designs are then
subjected to practical testing with the real system, yielding encouraginigsieshis is believed to be the first
application of modern optimal anti-windup compensation to PMSM control anchtie results of this work

were published in [59] and are soon to appear in [60].

Before the application of anti-windup compensation to this complex system iedackttention is given to
the application of anti-windup to a low order linear continuous time “single axisdehof the system for
which both the controller and plant model are SISO systems. This allows Suime features of each design
to be observed more transparently prior to application to the complex nonlimedel. Following this, the
vector saturation constraint is described, a mathematical model is develogedmethod by which it can be
incorporated into a linear anti-windup framework is developed. Linearisasdkels of the open loop and closed
loop dynamics are developed for the system in the absence of saturaifinally, anti-windup compensators

are designed and tested on the complete system model, both in simulation aricherfzdly.

5.1 Single Axis Speed Controller Anti-Windup Design

We first consider a simplified speed control system in which the “plant” ucmigsideration represents an inner

loop motor current control system and the “controller” is a Pl speedatmun the outer loop. The inner loop
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current control system has been substantially simplified and is modelledrsisaadier continuous time system

with transfer functiorG(s) given in (5.1). The dynamics of theaxis are ignored entirely and the single input

represents the-axis current demand, with the output of the system being the rotationalityetd the motor.

As a result of considering only thgaxis, the effects of phase advance and cross-coupling betwedratie

g axes are omitted. The normalised parameters,,, andb,, represent the torque constant and inertia of the

motor and the mechanical damping of the system. Due to variation in the viscoslity bydraulic fluid with

temperatured,, will vary from an initial value as high as 0.2 at startup, but then quickly ecyw toward a

nominal value of approximately 0.05. The mechanical damping is time varyingtimenaut in the analysis

it is considered to be a constant as it is understood to vary with significdotigesdynamics than the rest of

the model. A discrete Pl motor speed controll€y, is given by the transfer function of (5.2) and normalised

parameters for this and the plant model can be found in Table 5.1. All antiepwidesigns will be tested in

discrete time but to allow compensator synthesis in continuous time, the equisatgimuous time controller

is given as (5.3).

G(s) = - (5.1)
x(k+1)=x(k)+k; 7 e(k) (5.2)

u(k) = xz(k) + kp e(k)
v = )k e(t) (5.3)

Parameter

Description

Ky
Jm

S
y '@w 3

\]

Normalised motor torque constant

Normalised motor inertia

[0.05,0.2] Normalised motor mechanical damping

Normalised proportional gain
Normalised integral Gain

Normalised discrete iteration rate

Table 5.1: Single axis speed control model parameters

A bode plot of the loop transfer functio; = G K, for each extreme of the mechanical damping variation

(Figure 5.1) reveals that the nominal closed loop model has an infinite gagimeard a phase margin in

excess of 80 degrees, and therefore is robustly stable. The reductimop gain with the higher damping

factor suggests that performance of the linear system will be degradied @old start condition, but coupled

with the reduced phase lag, robust stability actually improves. In addition tstdbée closed loop dynamics,

the plant is also open loop stable and heavily damped.

Because the model is so simple and the open loop dynamics are relatively bemégmight expect the sys-

tem to tolerate saturation very well, with the only negative effect being thelwelvn problem of integrator

windup. As such, this application is not expected to be a difficult test ofdhiews anti-windup designs, but
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Bode Diagram
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Figure 5.1: Bode plot of single axis motor control system

its simplicity will be useful to show the various structures and methods of iperdo mimic variation of the
g-axis current limit in the real system, a saturation limit is imposed on the plant thptivaries with motor

speed according to Table 5.2. Between breakpoints, linear interpolatieads u

motor speed breakpoint (normalised) 0 1 3.8 5

plant input limit,z (normalised) 1 1 033 0.33

Table 5.2: Plant input saturation limit lookup table

5.1.1 Anti-Windup Designs

Prior to the application of any anti-windup designs it is important to gain anrstedeling of the behaviour

of the unconstrained linear system (without saturation) and the behafithe constrained system (saturation
limits included) without anti-windup compensation, for which a block diagranhéesve in Figure 5.2. The
latter describes the expected behaviour of the system if no anti-windwitioming is applied, and the former

is generally considered to represent tlesiredbehaviour of the system i.e. that which the conditioned system
should preserve as closely as possible. Step responses for both enedalstted in Figure 5.3 for the nominal
mechanical damping value of 0.05 and in Figure 5.4 for the cold start val@2of Note that the control
system should be tuned for the nominal condition with= 0.05 but performance in the cold start condition
is also required to be acceptable. The model is scaled such that a nornsaksetiof 3.5 units represents the

maximum operational speed of the motor.
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r +eK(z)U'E4 - G y

Figure 5.2: Single axis constrained model block diagram

e Unconstrained performance:With the nominal damping value, the linear unconstrained system exhibits
a small overshoot of each speed set point and zero steady-stat&\éthahe higher mechanical damping
value the system is more sluggish and although steady-state error is stjltragiong performance is

degraded and the rise time is increased by a factor of 5.

e Constrained performance: The constrained closed loop system exhibits a very similar response with
the nominal mechanical damping value (Figure 5.3) as saturation only docw@ashort period of time
at the onset of each step reference. Note that the saturation conseaimhes tighter when the motor
speed is higher and so the severity and duration of saturation is incfeasbd deceleration step. The
restriction in available control energy during tracking of the deceleragomathd slows tracking initially.

However, whilst saturated, the integrator state winds up resulting in a goe@ieshoot of the set-point.

With the high mechanical damping value (Figure 5.4), the plant input leveinestjto achieve the high
speed set-point is beyond the saturation limit and so the reference isilitdeascceleration perfor-

mance is similar until the point at which the saturation limit is reached and then the spetd quickly

plateaus. While the infeasible reference persists the integrator continaesuimulate in an attempt to
eliminate the steady-state error, driving the controller output further arhefr into saturation. When
the deceleration step demand is applied, there is an instantaneous drop émtitedler output as the
proportional term in the controller responds to the step change in thesigral. However, the control
signal remains above the saturation limit for some time and so the change ienefatoes not have
an immediate effect on the plant. As time progresses, integral action in thelemndrives the control

signal back into the linear range, at which point the plant output startsdotivvard the new reference.

However, the rise time is large as the response is dominated by integral action.

Selection of anti-windup designs

A selection of the anti-windup designs presented in Chapter 4 are chosapglication to the model. The
back calculation method is chosen as a performance benchmark as #er@grene of the most widely used

anti-windup approaches used in industry. The BCAT method is also sekesiedrovides improvements over
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Control response

Figure 5.3: Single axis model response without anti-windup and nominalanaet damping

Control response

Figure 5.4: Single axis model response without anti-windup and increaselanical damping
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the back calculation approach with minimal additional complexity for design ankgémegntation. The conven-
tional anti-windup (CAW) design is also applied as this also provides the ftenimproved performance
with no more complexity than the BCAT approach. These are designs thaltypitay be adopted in industry
if warranted by a suitable performance improvement, as their tuning priscggsgple, intuitive and quick. The
other designs chosen for testing are the optimal dynamic and static des[§d$ afid [94] as the benefits they
provide in terms of guaranteed stability for the nonlinear system and optiméséatipance may warrant the
additional complexity for design and implementation. As the plant in this simple modelyidirst order, the
low order dynamic anti-windup approach does not provide any reduictithhe compensator order compared to
the full order case and so is ignored. In addition, static compensationatasssible as the LMI solver failed

to find a feasible solution, and so only the full order optimal design is included

Back calculation

Figures 5.5 and 5.6 show the responses of the system with back calculatiemgame doublet demand and
compares performance against the desired linear behaviour. Thedlaakation approach requires no tuning
and simply recomputes the integral state of the controller when saturatioroisreased such that the controller
output at the next sample instance lies approximately at the saturation limit. Thisas/ed most clearly at the
onset of the deceleration step demand for the model with nomjnéFigure 5.5) but it also occurs at the onset
of the acceleration step. When a step demand is made, the proportionaladtiercontroller causes a spike
in the control signal that may exceed the saturation limit. When this spike daes earansient violation of
the limit, back calculation resulting from this event causes an instantaneguédhe integrator state. As the
motor accelerates and the proportional component of the control siged,dhe controller output drops below
the saturation limit and the system fails to make full use of the available conegajers a consequence, rise
times are extended, particularly for the deceleration step since saturatioreisevere. It should be noted that
this problem can be avoided if the proportional gain is reduced enougteter the initial violation of the
saturation limit. However, it is an undesirable feature of an anti-windup désiglace such a limitation on the

tuning of the nominal controller.

With the higher mechanical damping value, back calculation impairs the trackihg acceleration step de-
mand as the controller output drops below the saturation limit for approximatehjt8 of time. While the
infeasible reference persists, the integrator state is not allowed to ac¢aranththe controller output is held
very close to the saturation limit. When the deceleration demand is made, trackiggificantly better than
for the acceleration demand and even the nominal linear system. This is relpad by the fact that in the
constrained simulation, the motor speed is already closer to the low speedirget4lso, since the speed
error is smaller, the step change in reference does no cause the cowgtlet to exceed the limit and back
calculation does not occur. However, another factor affects theitigci the deceleration step that could be

considered a negative characteristic of the anti-windup design.

In a conventional PI regulatory system, at steady-state the trackingtenas to zero and the output of the
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Performance with Back Calculation, bm = 0.05 (nominal)
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Figure 5.5: Single axis model response with Back Calculation and nominalemieelhdamping
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Figure 5.6: Single axis model response with Back Calculation and increaseuanical damping
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controller is influenced predominantly by the integral state since the propaktierm tends to zero. When a
step change to the reference is applied, a step change in the contrdisigisa observed that is proportional
to the error between the output level and the new reference. Thissgral, initially, is also equal to the
magnitude of the step change in the reference. When the referenceaisiliéeat steady-state as in the case
we consider here, back calculation constrains the integral state butdperfional term of the controller is
unaffected and remains non-zero. As a result, when the referentandeis reduced in a step-wise manner,
a step change is observed in the control signal that is proportionate ttefhetmnge in referenaemand
even though the change in motor speed required to meet the new set-poibersagnificantly less. In this
application, the effect only serves to quicken the tracking performaurde bther applications, this may result

in undesirable overshoots.

Back Calculation and Tracking (BCAT)

Back calculation and tracking is applied to the single axis model with discreteotas shown in Figure 5.7
and simulation responses to the same doublet demand are shown in Figuaed 5.8. The crucial difference
between this approach and back calculatiory is that the integrator state is reset progressively over time
through the BCAT time constant,/ 7}, rather than instantaneously at the next sample. Note that a fator
included which represents the controller discrete sample period to facilitactoperation in discrete time
(as standard with discrete-time integration). Due to the progressiveaktied integrator, when saturation
occurs for brief periods, for instance due to proportional kick, tfecebn the integral state is only minor and
the subsequent loss of performance observed with the back calculatioapproach may be avoided. In the
example shown here, the compensator is tuned by progressively imgr¢las magnitude ot /T; such that
when an infeasible reference is applied, the anti-windup feedback esdaaugh to drive the controller output
down close to the saturation limit at steady-state. As a result, the design wiltte integrator state toward
similar values as achieved by the Back Calculation only approach and s@signds expected to exhibit

similarities with this method.

The simulation results using,, = 0.05 (Figure 5.8) exhibit signifcantly better tracking performance than
the back calculation only approach as expected, as the integral statedepieted significantly during the
brief saturation events. Tracking performance does lag slightly behinidbthhe linear system but this is
expected to some extent as the saturation limits restrict the available contrgy.eiHewever, part of this loss

of performance can be attributed to the anti-windup design and improvémpance could be observed with

a lower anti-windup gain. In the simulations using = 0.2 (Figure 5.9), performance is very similar to that of
the back calculatioonly approach with the exception that the rise time to the acceleration demand is ighprove
As with the back calculation only method, the response to the reverse stemdiéotlawing an infeasible
reference is faster than the linear response. If this is undesirablentihgiadup gain can be reduced toward
the lower limit of K;/ K, in (4.6) which is equivalent to Hanus conditioning. For comparison, a cosgter

tune equivalent to Hanus conditioning is included in Figures 5.10 and 514 H&nus method gives a better
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match with the linear responses in both simulation conditions but the responsevierse step following an
infeasible reference is slower (Compare Figure 5.11 with 5.9). By fineduthimanti-windup feedback gain a

chosen compromise between the behaviour of each design can be dchieve

UBB

Kp

r—{%] + €
- Kit —3) J@”~ﬂ4 "~ G -y

L Z_h{)j T
LT/TtJ~ I

Figure 5.7: Single axis model back calculation and tracking discrete-time implatioen

Conventional Anti-Windup

Conventional Anti-Windup is quite similar to the back calculation and trackingosmb except for the fact that
the anti-windup feedback path influences wieolecontroller via the error signal, as shown in Figure 5.12, not

just the integrator. Responses of the CAW system are shown in Figuartdls.14.

The ability to constrain the integrator state during extended periods of Satuimdependent upon the anti-
windup feedback gain being quite high, hence its common descriptidtigis Gain anti-windup. With Pl
controllers, the presence of a direct feed-through (proportionat) ¢an result in instability if the anti-windup
feedback gain is set too high, particularly for discrete-time implementationsislitmade more likely still since
a unit delay required in the anti-windup feedback path to prevent anraigdbop introduces additional phase
lag. In this application, the anti-windup gain is tuned as aggressively atbfmgithout causing instability in
order to extract maximum performance. Note that with the given anti-winchgy 8ome chattering is observed
in the control response during saturation (See Figure 5.13) althouggtidavfrom linear performance for the
simulation with nominal mechanical damping is very small. This design is not dildeef performance
degradation when large but brief saturation events occur as the pom@abrand integral behaviour of the
controller are treated together. However, it can be sensitive to conditiombich saturation continues for

extended periods.

Because of the restriction on the anti-windup gain to retain stability, an ambimé¢grator windup is unavoid-
able when an infeasible reference is demanded as shown in Figure &difqitdgrator windup that results leads
to a sluggish response to the reverse step which would be worse still veardehsible reference to persist for
a longer period. However, some simple analysis that follows shows thattdgrator state would actually be

bounded.
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Performance with Back Calculation & Tracking Design 1, bm = 0.05 (nominal)
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Figure 5.8: Single axis model response with Back Calculation & Trackinghaminal mechanical damping

Performance with Back Calculation & Tracking Design 1, bm = 0.2
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Figure 5.9: Single axis model response with Back Calculation & Trackingramdased mechanical damping
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Performance with Back Calculation & Tracking Design 2 (Hanus), bm = 0.05 (nominal)

Time [normalised]

4 T T T T T T T T T
3 sl — — — Unconstrained (linear)| |
§_ Constrained
3 2r Reference L
5 |
1
o
3o
Il Il Il Il Il Il Il Il Il
0 10 20 30 40 50 60 70 80 90 100
T T T
3 1 — = — Unconstrained (linear) H
c .
3 Constrained
3 ol Saturation limit
I 7
5 /
O Il Il Il Il Il Il Il Il Il
0 10 20 30 40 50 60 70 80 90 100
2
= 1[\ i
(=]
w0
: \/
<< 1k |
_2 Il Il Il Il Il Il Il Il Il
0 10 20 30 40 50 60 70 80 90 100

Figure 5.10: Single axis model response with Hanus conditioning

Performance with Back Calculation & Tracking Design 2 (Hanus), bm = 0.2

Time [normalised]

4 T T T T T T T T T
ﬁ 3l RS e — — — Unconstrained (linear)| |
3 == = \ Constrained
g 2+ \ Reference H
31
>
oo
| | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100
15 T T
§ 1 K — — — Unconstrained (linear) | |
<3 = - — — — - — - — = = — Constrained
@ 0.5f Saturation limit n
3 of
§ -0.51 ! |
§
_1 | | | | | | ] | 1
0 10 20 30 40 50 60 70 80 90 100
2
s 1F 7
c
< W
Iz
% _1 - -
_2 | | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

Figure 5.11: Single axis model response with Hanus conditioning
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Figure 5.12: Single axis conventional anti-windup block diagram

Consider the condition in which an infeasible reference is applied and the qlgut reaches equilibrium
with the system in saturation. This is possible for this system provided thantheiadup action does not
destabilise the system or introduce limit cycle behaviour. Given these assomphe signalsy, r, e, u,)

are all constant and the control signal defined in the frequency dorsainfanction of the tracking error
and measured plant input is given by (5.4) in continuous time. With the assumtptite(¢) andu,,(t) are
constants of magnitudesandr respectively, it follows that/(s) = ¢/s andUy,(s) = n/s. Thus the steady
state control signaly,(t) is given by (5.7) and is bounded for asy}’ > 0 The equation does suggest that
the control signal would also be bounded i~ < 0, however, in this case the system would be unstable and
therefore the final value theorem is not applicable. Furthermore, tlagegridne magnitude o1V, the closer

the equilibrium values(t) will be to the saturation limit.,,,(¢) = « for a given constant error signalt).

B K(s) K(s)AW
Uls) =17 K(s)AWE )+ T k) am M) (5-4)
B € K(s)AW n
Uss = lu})lou(t) = lli%s{ ) -+ <1+K(S)AVV> s} (5.5)

5—0 14+ kpAW) + kAW s(1 4+ kpAW) + kAW

tm(00) + —r-e(o0) 5.7)

(o
_ hms{( ks—l—k ) +<(kpAWs+kiAW )77} (5.6)
+n =

AW

Full Order Dynamic Anti-Windup

Figures 5.17 and 5.18 show the response of the system with Full Ordemibdyinti-Windup, and a block
diagram depicting its implementation is shown in Figure 5.15. The linear plant migddl for anti-windup
design is selected with the nominal mechanical damping vajiie; 0.05, as this represents the normal mode
of operation. Since the number of plant outputs and inputs are both eqoaktdhe performance matrix,

W, is a scalar and set to unity. The trade-off between performance andtnaiss is achieved by varying the



CHAPTER 5. ANTI-WINDUP DESIGN FOR EPHS MOTOR SPEED CONTROL

Performance with Conventional AW, bm = 0.05 (nominal)
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Figure 5.13: Single axis model response with Conventional Anti-Windupandnal mechanical damping

Performance with Conventional AW, bm = 0.2
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Figure 5.14: Single axis model response with Conventional Anti-Windupramdased mechanical damping
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magnitude of the robustness weidht. (also a scalar) with respect 1. Starting from a value of 1, the
magnitude of the robustness weight is increased to bias the optimisation towsirdisiag performance and
a value of 100 was found to provide good results. The resulting desigevas anC, gain boundy = 5.25,
and the compensator state space model (4.20) is parameterised by (5@ tlggvcontinuous time state space
model of (5.9). The frequency domain behaviour of this compensatoosrsin Figure 5.16. Note that the
block diagram and state space models are given in continuous time as theidesigthesised in this domain,

but conversion to discrete-time in both cases is trivial.

l

N k]

Figure 5.15: Single axis full order anti-windup block diagram

Single axisfull order design 1:

F=-0.1094 (5.8)
—0.1719 ‘ 1
M(s)—1
—0.1094 0 (5.9)
G(s)M(s)
1.037 0

With the first design, the response to acceleration demands is very goodseittimes that are among the
fastest and very comparable to the linear system response. Whilst thsiiéereference is present (Figure
5.18), the compensator acts to constrain the controller output, preventingteélaeator from accumulating
excessive energy. Tracking of the deceleration demand is much impowveedhe case without anti-windup
but cannot match that of the back calculation methods. A crucial differemthe design of this compensator
is that it does not seek to minimise the extent of saturation as the other desighsstbad, the design brief
for this compensator type is to minimise the deviation friamear performancei.e. the performance of the
system without saturation. This is dependent upon the linear model usgthesis and so for any system with
varying plant dynamics, the trim point chosen can have a significantteffethe behaviour of the resulting
design. This is illustrated by comparing this design with a second design axchev.s, gain performance
bound ofy = 3.16 defined by (5.10) and (5.11), based on the linear plant model byjtir 0.2, W, = 1
andW, = 100. The frequency domain behaviour of this compensator design is also éacind-igure 5.16.

Note that with this design, channel one of the compensator has very littt# efid the anti-windup action is
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affected almost entirely by feedback to the controller input as with Convaitinti-Windup. In spite of this,
performance exceeds that of the CAW design. Part of the reasondas that the frequency shaping present
in the second compensator channel allows the compensator to constraitegrator state more effectively at

steady-state without causing stability problems at higher frequencies.

Single axisfull order design 2:

F=-312—6 (5.10)
—0.25 ‘ 1
M(s)—1
312 — 6 0 (5.11)
G(s)M(s)
1.037 0

Simulation results for this second compensator design are shown in FigliBearkl 5.20. When comparing
the performance of the two designs on the simulation model tjtl= 0.05 (Figures 5.17 and 5.19), little
difference is observed because the period of saturation is quite stmwieudr, for the simulation model with
b, = 0.2, there is a marked difference: Design 2, which is designed aroisidahdition, exhibits a much
faster return to linear behaviour, taking approximately 10 units of time (Fig2®) compared to 40 for Design
1 (Figure 5.18). The explanation for this is simply that since Design 1 is ba@sd¢ide model dynamics with
b, = 0.05, it aims to provide performance akin to the linear case wjth= 0.05 even when the system

properties deviate from those of the design model.

As the system is expected to operate with nominal mechanical damping for thetynafjdhe time, Design 1
would be the obvious choice provided that it is sufficiently robust, in ternssadifility and performance, to the
known variation in plant dynamics. If this was not the case, for instance ip&nformance witlh,,, = 0.2 was
deemed to be undesirable, it may be appropriate to alter the dynamics of itpe theslel to compensate. As
an example, a better performance compromise between the two simulation cgdes obtained if the design
model was parameterised with), = 0.1 i.e. somewhere between nominal and cold. Another observation
regarding the two designs is that tracking of the reverse step demane foaigh wherg,,, = 0.2 is faster with
Design 1 and so in one sense, overall performance of the system maydesévpd to be better even though it

deviates more from linear performance.

5.1.2 Performance Comparison

The output tracking responses for each of the anti-windup desigusilukss are included together in Figures

5.21 and 5.22 to aid comparisons between the different approaches.

Simulations with b, = 0.05

With the nominal mechanical damping value it is clear that the back calculatiosoagipis the worst perform-
ing design. The remaining designs all perform quite similarly, partly becsatsgation is not severe and is
quite short-lived in the simulation. The system with conventional anti-windub@shihe smallest deviation

from linear performance, arguably followed by the simulation without antewmand the full-order dynamic
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Bode Diagram
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Figure 5.16: Bode plots of full-order AW designs 1 and 2
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Performance with Full Order Dynamic AW, bm = 0.05 (nominal)
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Figure 5.17: Single axis model response with Full Order Dynamic Anti-Winaiugh nominal mechanical

damping. Anti-windup design 1: Based on linear plant model wjth= 0.05

Performance with Full Order Dynamic AW, bm = 0.2
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Figure 5.18: Single axis model response with Full Order Dynamic Anti-Wiralup increased mechanical

damping. Anti-windup design 1: Based on linear plant model wjth= 0.05
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Performance with Full Order Dynamic AW, bm = 0.05 (nominal)
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Figure 5.19: Single axis model response with Full Order Dynamic Anti-Winaiugh nominal mechanical

damping. Anti-windup design 2: Based on linear plant model wjth= 0.2

Performance with Full Order Dynamic AW, bm = 0.2
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Figure 5.20: Single axis model response with Full Order Dynamic Anti-Wiralup increased mechanical

damping. Anti-windup design 2: Based on linear plant model wjth= 0.2
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design; the former overshooting a little and the latter undershooting a little. dtlke ®alculation and Tracking

design suffers a larger undershoot but as shown previously, thid be re-tuned to improve performance.

Simulations with b,, = 0.2

For the simulations replicating a cold start with higher mechanical damping, teeded period of saturation
introduces a much greater spread of performance between the atoelarad deceleration tests. Only the
back calculation approach shows a noticeably different responsbdacceleration step and this is because

the integrator is reset unnecessarily.

In response to the deceleration step, the system without anti-winduprpsrigorst followed by that with

Conventional Anti-Windup as the tracking is slower than the linear simulation.ofAthe other designs aid
the system to meet the next setpoint quicker than the linear case. If we evadigler deviation from linear
performance, CAW and the full order dynamic design would be congidegst, followed by the two back
calculation methods. However, if overall system performance is corsidere might consider that the two
back calculation designs perform best, followed by full order dynamic @#wl CAW. Note that for other

systems, this deviation from linear performance may not be consideredtnieécial.

Summary

This section has studied a simple model of the PMSM system under consideraitbough the model is
simple, it enables a rough illustration of some of the saturation problems ana ralagh idea of the suitability
of the various anti-windup architectures. Both the CAW and Back Calculatitirwvindup designs have been
seen to perform relatively poorly with this model, the former due to its inability twstain the integrator
state adequately during saturation and the latter due to its excessive manipafdtie integrator state when
saturation is caused very briefly at the onset of a large change in gremeé. Consequently both of these
techniques will be discounted for use on the more complex model. The Bdckl&sn and Tracking, and
the optimal dynamic anti-windup designs all performed well and are corsdgchosen as candidates for

application to the more complex model.

The complex model, described in Chapter 3, is of significantly greater coityplean the simple model, with
more states and nonlinearities in both plant and controller, making it a morergjiatiedesign problem. The
remaining sections of the chapter discuss how the more promising anti-winclugidees can be adapted to

this model and reports extensive simulation and experimental results.

5.2 Current Demand Constraint Implementation

One of the crucial differences between the simplified model discussee @l the real system is that, in
the simplified model, theé-axis is simply ignored and the constraints on éhe-axis current demand (control
signal) are severely approximate. A more realistic model of the PMSM spmektsystem is depicted in
Figure 5.23, where the constraint on the motor current demand is a limit otireai the vector according to

(5.12). This can also be expressed as (5.13) and is represented lodkeliagram bysat(|].||).
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Performance comparison, bm = 0.05 (nominal)
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Figure 5.21: Performance comparison of anti-windup designs for sigderadel with nominal mechanical
damping

Performance comparison, bm = 0.2
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Figure 5.22: Performance comparison of anti-windup designs for singgenaodel with high mechanical
damping



CHAPTER 5. ANTI-WINDUP DESIGN FOR EPHS MOTOR SPEED CONTROL 81

w@m,dmd LR i ,,,,,,,,,,,,,,, 3
" idg,dmd ; :
Speed a. ‘
hiro sat(ll-l— PI Current | Vdg,dmd p /A
Controller ‘ . N
= : Controller sat(|[.|[}—= 0
‘ o] THREE PHASE
(V]
0, PERMANENT MAGNET _om
SYNCHRONOUS
idg D MACHINE
Q

' Effective plant as seen by speed controller

Figure 5.23: Closed loop control system

7
dAmd < e (5.12)

iq,dmd

\/ i?l,dmd + ig,dmd < tmaz (5.13)

It is obvious that this multivariable constraint is not consistent with stanalatielvindup design, both because
it is not decentralised and because the constraint is not applied at thiénplain In order to fit an anti-windup
framework where the saturating signals are inputs to the plant, we consédentr loop current control system
to be the effective plant, and the outer loop PI regulator and phase@datyorithm to constitute the controller.
Thus, the current demand saturation constraint is considered to betanplainlimitation. The complexity of
this saturation constraint is that the limit is a nonlinear function of the plant ingtitsiay appear simple
to apply independent constraints on each element of the current deraeatwdl. vin principle this is possible
and modern anti-windup methods such as found in [24, 84] are certaipiplzof dealing with multivariable
saturation constraints. However, for this application there are a numhmmaplications with this. Firstly,

there is not a unique solution to (5.13) for a given limit,..

Let us define limits on the andq axis components of the current vecigy;,, , i 1im Such that

Vot + o = e (5.14)

holds. Any current demand vecti gma iq.dma)’ for which |ig gma| < iaiim and|igamal < iqiim Will also
satisfy (5.13). However, there are a continuum of possible solutjons, i, ;i satisfying (5.14) and it is not
trivial to select a set of constraints that are appropriate. This is showigire 5.24 where we consider a

possible current demand vectqy, 4,,¢ With norm at the limit,i,,.

The set of constraint8q i iq0im| = [la2 142 satisfy (5.14) but are inappropriate for the given current
angle since the limit oi, 4,4 would already be violated even thou@hy ¢mad| # imaz- Such a set of constraints
would cause the compensator to activate prematurely and seek to drive threcoroeat vector towar%ldq,dmd.

An appropriate set of constraints for the given current demand Vectof i, iqiim| = [ia1  iq1]". Given
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this example it is simple to see that the limits on each elemeiy, of,.q would be required to vary in real time

in accordance with the current angle. This is entirely possible but wogtdreesignificant online computation.
i g,dmd

imax

D—

Iql

g2

id,dmd

o ) )
max\ |d2 Idl

Figure 5.24: Possible elementwise current limit models

The second complication relates to the action of the controller being asymmetrat itstbbehaviour during
deceleration is significantly different to that during acceleration. This witkplained with reference to Figure
5.25 which shows the structure of the speed regulator and phase adweiution a little more explicitly.
During normal operation, thg-axis current demand can adopt both positive and negative valusdyging
accelerating or decelerating torque. Howeverdaxis demand is always negative or zero whether accelerating
or decelerating ag; 4,,q is defined to be proportional te|iy 4,,n,4|. When the speed controller is linearised the
nonlinear modulus term is lost and thus whigp,,,; becomes negative, the linear model produges,q > 0
which is incorrect. This discrepancy is highlighted by considering theaggddoehaviour of the nonlinear and

linear models in acceleration and deceleration conditions as summarised irbTable

. Nonlinear d—axis speed controller component

Om Phase | @ 1  id,dmd
> Advance [ ™|~tan()—| X m———>
: Map ?
(@]
\
= Linear PID |q,dm=d
Wm,dmd .| Controller

Figure 5.25: Nonlinear speed controller

The error identified in the linear model would prevent any synthesis robiéiged on linear systems theory from

generating a compensator design that would deal effectively withdatidq axes of the system. This can be
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Operating condition Linear model Nonlinear model

Acceleration Wy, >0 wm >0
Wm >0 wWm >0
iq,dmd >0 iq,dmd >0
td,dmd < 0 td,dmd < 0

Deceleration W, < 0 wm <0
Wm >0 wWm >0
Z'q,dmd <0 iq,dmd <0
id,dmd > 0 id,dmd < 0

Table 5.3: Possible operating conditions and their representation by thedimgaonlinear models

seen by considering how a successful anti-windup compensator waiddréng acceleration and deceleration.

In the acceleration condition the linear and nonlinear models broadly agmelea successful anti-windup
compensator would seek to makgy,,,q less positive and drivé; 4,4 in the positive direction in order to
reduce the magnitude of the current demand vector. In the deceleratiditioo, the linear and nonlinear
models fundamentally disagree and the linear model predligis; < 0 andig g4,q > 0. A successful anti-
windup compensator for the linear model would seek to migkg,,; less negative and also drivg g, in the
negative direction in order to reduce the magnitude of the current dengatolvWhen such a compensator
is applied to the nonlinear system, it will operate as desired during acceleitatioturing deceleration it will
drive thed-axis current demand in the negative direction. Since, this is alreadyivesgiis will actually
increase the magnitude of tHeaxis element of the vector and will either slow the departure from saturation

even drive the system further into saturation.

SISO treatment of norm saturation

To overcome the problems described in the previous section with respe& deattis portion of the model
we convert the norm limit to a time-varying constraint exclusively ongifais current. The threshold of this
constraint,i, ;;,,, is determined as a function of thkaxis current demand according to (5.15) whéyg, is
the maximum allowable magnitude of the current vector gngl, solves (5.16). A graphical depiction of this

limit is shown in Figure 5.26.

igiim = £/ nas — B ama (5.15)

1
ddmd = lmag (5 16)

Lq,lim
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i \ id,dmd
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Figure 5.26:¢-axis current limit model

This saturation limit, although parameter varying, can still be described ata seunded nonlinearity to fit
in with the compensator synthesis frameworks of [91, 88, 24]. This issioWwigure 5.27 where the following

two saturation functions with different saturation limits are shown to be ertlogéhe sector bounfd,|].

u Vv u > Uy Uy YV U > U9
saty(u) = u Vo o—u<u<u saty(u) = u Vo —uy <u<us

—u; vV u < —up —uy V u < —1uUg

Sat(u)

cl
Sector [0,1]

c

Sector [0,1]

Figure 5.27: Sector bounded nonlinearities

A limitation with this approach is that, gmq < ig,1im Will ONly IMpPly ||idg dmd|| < tmaz 1T lid.dmd| < imaz-
For |ig dmal > imae, the solutions to (5.15) are complex, which is of course not possible itiggaso a more

appropriate description of the constraint is given in (5.17).
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e e V] e (5.17)

Oa ‘Zd| > Z'ma:):

1q,lim

One may have the concern that a compensator driven by violation of thés seturation limit will affect the
g-axis current magnitude only, leaving theaxis current unchanged, and altering the current angle from that
of 44, to that ofi,, (Figure 5.26). However, for the controller we consider, the curragteais determined
exclusively by the phase advance map and so any reduction madeg@xiecurrent demand will also have

a direct and proportionate effect on ttie&xis demand. Thus, we are able to handle a nonlinear multivariable

constraint effectively using a single time-varying scalar constraint.

5.3 Models for Anti-Windup Design

All of the optimal anti-windup design techniques are model-based; that isréggyre linear models of the
plant, and also the controller in the low-order and static cases, in orderdgnitieesised. Furthermore such
linear models enable other anti-windup designs, such as the BCAT technigle analysed in a more rigorous
way. Unfortunately, both the controller and the “plant” (inner loop curcemtrol system) depicted in Figure
5.25 are both nonlinear and hence to apply the anti-windup analysis atisigntechniques discussed, need

to be linearised.

Due to the modelling of the current constraints described above, we roateeonly on the-axis behaviour
of the speed controller. The behaviour of the nonlinéaxis portion of the controller is far less important to
consider for anti-windup design since it does not contain any dynamic eteraed its main function is simply
to alter the trim point at which the motor current control loop operates. diitiad, the phase advance angle is
scheduled with motor speed which varies with significantly slower dynamicghieasiectrical system in which
saturation occurs. Therefore, we choose to consider only-thés portion of the controller in the model that
will subsequently be used for compensator synthesis. dfées current demand, along with the mechanical

load torque are considered to be disturbance inputs to the linear plant model.

To generate a linear plant model, the ¢ axis motor model equations (3.10) are linearised using the equilibrium
(trim) conditionSwy, jin, id,iin, iq,1in, With corresponding equilibrium inpulg; j;,,, V; 1in andload;;y,, yielding

the linear state-space model of (5.18). The dynamics of the linear mod#tpeadent on the trim conditions,
most notably the motor speed. Thus, the speed at which the model is lingaragednportant consideration

in developing a representative linear model. It should also be noted thhg a®tor has several inputs, there
is not a unique trim point at a given speed; a wide range (a continuunl@ige vectors could result in the
same speed at steady-state. The trim condition is dependent upon #& aemgle and the applied load as well
as the chosen speed. To ensure that the linear models produce@mnépinestrue behaviour of the model at a
given speed and load, the trim conditions were determined from closedimapation results at steady-state,

as for a given motor speed and applied load, the phase advance maeieplaces a unique voltage vector.
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The linear model that results is then combined with the PI regulators of (5.X8)roa linear model of the

closed loop current control system wittandg axis current demand inputs. As the d-axis demand is considered

to be a disturbance signal, this input is ignored, and by considering onindher speed output,,,,, we are

left with the SISO model fromi, 4,4 to w,, of (5.20). Here, states one and two representdtiagd g-axis

currents respectively, state three represents the motor speed andaiatsd five correspond to théand

g-axis integrator states in the current loop.
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It was noted in (3.10) of Chapter 3.4 that the motor model is a Linear Parawateng (LPV) system. This

potentially opens the door to the use of LPV anti-windup techniques sucbuasl in [4, 17] in which the

anti-windup compensator is scheduled with the varying dynamics of the syStech.an approach may offer
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improved performance and greater robust stability properties. Howtneipossibility of achieving this in
the PMSM speed control loop is complicated somewhat by the fact that themid®}él is present within the
feedback loop of the current control system, and additional parametetion is brought about by the phase
advance function. For these reasons, LPV anti-windup techniquesneétested although in principle it may

be possible to derive an LPV approximation of the plant model dynamics er twapply these techniques.

5.3.1 Linear Model Dynamics

A linear model produced at a speed of 1/3 normalised units, given by thenpgerised state space model of
(5.21) was found to be a good choice for compensator design. Theedhfdinearisation speed was made based
on the conditions for which current demand saturation was consideredrtmbt problematic. To understand

this better let us consider the required operation of the control systethednditions for saturation to occur.

[ 1463 1047 2415 22730 0 | 0]
1047 —1463 —477.1 0 22730 1109
&= 0 168.3 —3.882 0 0 lz+| 0 |igdma
9535 0 0 0 0 0
0 953 0 0 0 | | 9535 |
Wn=10 010 o]x (5.21)

The speed control system is required to operate at an idle speed amdrate quickly to step inputs. The
magnitude of these steps is variable but can extend to the maximum speeilityagfahe motor. For current
demand saturation to occur, quite a large change in the speed demandrextdquinstance, accelerating from
an idle speed of 1/6 units to 2/3 units or more. In such an example, during the Brgertipensator is active,
the motor will accelerate toward the speed reference and so the dynanties @ant will vary. The linear
model dynamics should be a good representation of the model througl®sp#ed range. The mid-point
between idle speed of 1/6 units and maximum speed of 1 may be a good comprétovgever, when load
disturbances are applied the speed range will be limited and saturation will @tclower speeds. In addition,
saturation is likely to be most severe at the onset of the largest step demanthée the speed is low. For
these reasons a linearisation speed in the lower third of the operatioedl ipgye is considered to be a good
compromise. Should the compensator remain active for a significant petiodihg the high speed set-points
being reached, it may be necessary to increase the linearisation speathi® the compensator behaviour to

better match the system in this region.

Figure 5.28 shows the variation in dynamics of the linear current loop mool@l §-axis current demand to
motor speed. Initially as the speed increases from 0O there is no changeamidg, then at 1/6 units where
phase advance comes into operation variation in the dynamics start to.apysetire linearisation speed is

increased further, gain in the 1 to 100 Rad/s region increases andd&@OrRad/s, the gain drops off more
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abruptly. In terms of phase, increased motor speed provides redhasd lag below 2 Rad/s but significantly
increased phase lag in the 200 to 500 Rad/s region. Based on this arfiysiisearisation point were to be
chosen to best represent the dynamics over the whole speed rapgesiagately 2/3 units would be a good

choice.

Bode plot of effective plant model variation with speed
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Figure 5.28: Variation of effective plant dynamics with motor speed undéoad conditions

A time domain comparison of the nonlinear model and the linear model in resfmatEp inputs at the-axis
current demand is shown in Figure 5.29. This comparison shows that slgndeodel dynamics are a good

representation of the nonlinear system behaviour up to a speed oftdd.@asits.
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Comparison of linear and nonlinear model responses to an i ma Step sequence
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Figure 5.29: Time domain comparison of linear and nonlinear models withouasatur

5.4 Anti-Windup Designs for the Complex Model

In this section we present a number of different anti-windup comperssdasigned to deal with saturation
of the current demand vector. Tuning of the model based designs is laydedntinuous time simulations
based on the linear model descriptions presented in Section 5.3. Followirngessful first pass, the designs
are discretised and tested with a multi-rate discrete time model incorporating riireao phase advance
controller and a full three phase description of the motor and drive systém.designs were iterated upon
and re-simulated on the nonlinear model in order to maximise performanceandegsufficient robustness to
cope with the variation in dynamics that is present. For the ad-hoc methoigy tuas performed directly on

the nonlinear model.

Before the anti-windup designs are presented we consider first tlaibah of the nonlinear model without
anti-windup and also that of the model in the absence of the saturationaotstThese are important first
steps to gain understanding of the intended performance and also thieoéxterformance degradation caused

by saturation.

5.4.1 Nonlinear Model Behaviour without Saturation

The response of the nonlinear model to a series of step demands uhoad sonditions without any saturation
constraints applied is shown in Figure 5.30. The plots are normalised sut¢hdmaximum operational speed

of the motor, the maximum available torque, and the maximum magnitude of the tcderand vector are
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Figure 5.30: Nonlinear model step responses - no saturation

equal to one. The magnitude of each step demahdiisinits. Due to the changing dynamics of the system with
motor speed and increased coupling betw@&andg axes at higher speeds, damping is observed to deteriorate
with increasing speed. In addition, the existing tune of the control systesesasery large current demand
transients for such step demands in the high speed range; in the regidntoh@s that of the current limit.
When larger step references are applied such as 2/6 or more in normalisgdhe nonlinear model exhibits
instability as shown in Figure 5.31. In addition larger steps at lower speetisas from 1/6 units to 5/6 units
also introduce instability. There are a number of possible causes of iedats to this instability but for a full
consideration this discussion is deferred to a later section. For now, yh@okets to note are that the system
dynamics vary with motor speed and also with the size of the step refererfasou@e, being a nonlinear
system, the type of input also has a significant effect on the respotise system but for the purposes of this
thesis, abrupt repeatable inputs such as steps are required to gémeisdturation phenomenon we desire to
investigate. To gain a better understanding of the system, it is useful to esgioy linear analysis tools to
assess the properties of the nonlinear model linearised at various equiliwints within the operating range

of the system.

5.4.2 Linear Stability Analysis

In order to perform any linear analysis, the; axis model is used rather than the three phase model as this
can be linearised readily. The limitation of this approach is that it does nstdsnthe operation of the PWM

inverter which introduces a phase lag for discrete implementation as dekriGbapter 3.9 and a contributor
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Figure 5.31: Nonlinear model unstable step response - no saturation

of phase lag is effectively ignored. Based on the PWM inverter model gmeglon the EPHS three phase
model, the phase lag is proportional to motor speed. Therefore, whessass the linear analysis results, this
must be taken into consideration.

The EPHS model was linearised as described in Section 5.3 under a rfdogd oonditions and operational
speeds to allow analysis of the stability properties of the speed loop. Thd apd load range of interest was
guantised and stability properties were tested at each feasible combinati€igute 5.32 the Nyquist plots for
each linearisation condition are overlaid. From visual inspection it is app#rat the gain and phase margins
are of a healthy size. Figures 5.33 and 5.34 show the gain and phasesramgirfiunction of the motor speed
and applied load. For motor speeds below 1/6 units where field weakenémgtiom is inactive, there is very
little variation in the closed loop dynamics as a function of motor speed and appdéiddand the gain and
phase margins are large. The application of a load torque during flukemiey operation increases the gain
margin but decreases the phase margin. The minimum gain margin occursiatumagpeed under no load
and is large at 14.3 in linear units. The conditions in which the phase margia ismgtimum are in the speed

region of 1/4 under maximum load and also at maximum speed, giving valaggpuaiximately 57 degrees.

Based on this analysis, there are no conditions in which the closediqaxis model would be expected to
be unstable in the absence of saturation. It was thought initially that the ilitgtabserved in the simulation
of Figure 5.31 may be due to the increased phase lag present in the tasserpbdel. However, this was ruled

out as simulation tests using the- ¢ axis plant model also revealed the same instability problem.
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Figure 5.34: Discretd-g axis model speed loop phase margin variation

For thed — ¢ axis model without saturation constraints although instability could be inditosds found for
a smaller set of conditions than with the three phase model. Possible explariatitims difference between

the predictions of stability and observed instability in simulation are as follows:

e When the motor accelerates very quickly, the system operates away fipof ghe linear model trim

conditions and therefore the linear models fail to represent the systeamibehaccurately.

e The phase advance map is linearised as two gains that are dependeriheiiom condition and so
in reality these gains are time-varying. This time variation is not taken into coasigle in the linear
analysis and as such, we are effectively making use of the Aizermanjec@amre [45]. Aizermann
hypothesised that for a Lure type nonlinear system with nonlinear gaindooy |, 3], the nonlinear
closed loop would be stable if the linear closed loop formed by replacing thienear gain by a static

gain~ is stable for alle < v < 3. This was shown to be untrue and hence could be a reason why the

linear analysis is optimistic.

5.4.3 Nonlinear Model Behaviour without Anti-Windup

A simulation response for the nonlinear model with saturation constraints dgligven in Figure 5.35. The
exogeneous inputs used for this simulation are the same as applied in the sinn@gtionse of Figure 5.30

which shows the response of the system without saturation. Thus, desompaif these two figures allows
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the effect of saturation on the system to be seen. The bottom plot in FiggesBows the boolean result
of ||a|| > e where is the difference between the constrained and unconstraghaeds current demand and
e is a small positive number. For the first three step demands, the saturation |lmoit é&xceeded and the
response is identical to the case without the saturation constraints in plactheFsubsequent step demands,
the rate at which the motor accelerates reduces as the current the sgatesh is able to inject into theaxis
reduces. In spite of the saturation event, overshoot of the refei®nta similar level to that in the simulation
without the saturation constraints and the oscillations that follow are of lowgnituge. Ordinarily one may
expect the saturated behaviour to be worse, but in this case the redotadspeed gradient as the set-point is
reached, caused by the restriction on control energy, makes the dgstesusceptible to such oscillations. In
addition, the effective plant is stable and well damped (Section 5.3) ane $ertiporary break in the feedback
loop caused by saturation is not catastrophic to performance. Additiespbnses with higher magnitude
step demands are shown in Figures 5.36, 5.37 and 5.38. For these @asffedts of saturation are more
problematic and generally lead to more pronounced overshoots and kettierg times. With the acceleration
demand in Figure 5.38 the motor is accelerated from its idle speed up to the maxipenatianal speed of
the motor. Although this represents the largest step we may expect to eiséne real system, the response
initially is very good. It is only after the initial rise that the system exhibits steabnghaviour and windup
causes the motor speed to exceed the set point. A critical point to note isehateence of the saturation
constraints actually stabilises the system as many of these inputs causeiitingtahe simulations without
saturation. Some theoretical justifications for this phenomena have besnhyivieel [83] but the complexity

of the model used here prevents an analysis based on those results.

The effect of static loads on the system response is shown in Figuresuad39.40. The load is calibrated
such that when the maximum speed is demanded as in Figure 5.40, the speed attateady-state is reduced
by approximately 10%. The presence of this load increases the rise time teattiblé 4/6 unit reference of
Figure 5.39 compared to the no load case in 5.37 but the percentageamtexsti settling time are very similar.
When the load renders the reference demand infeasible as in Figuréie4ystem is locked into saturation
and following some oscillations in the speed response, the response todhserstep demand is delayed and

sluggish.

5.4.4 Anti-Windup Test Conditions

Analysis of the nonlinear system responses without anti-windup revealsntiorder to test the anti-windup
designs we wish to apply to the system, a number of reference demandsdmdimitions must be considered.
The following are a small selection of conditions that capture the main chassiceof the nonlinear system
and shall be used for subsequent anti-windup tests in both simulation pedregnt. These focus on applying
step changes to the speed reference that are large enough to indbmratic saturation and consider the
worst case applied loads. Note that the behaviour during deceleration é®mnsidered. This is because for

practical application, deceleration demands are rate limited to prevent the awitoy as a generator and



CHAPTER 5. ANTI-WINDUP DESIGN FOR EPHS MOTOR SPEED CONTROL

Constrained
current demand

Constrained
current demand

Speed Saturation detected Speed
[normalised]

[normalised]

Saturation detected

True [1] / False [0]

[normalised]

True [1] / False [0]

[normalised]

1.5 T T T T T
1 -
0.5 7
0 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2
1 T T T T T
----- d-axis RESEA .
—— g-axis : :
-1 1 1 1 I I.
0 0.2 0.4 0.6 0.8 1 1.2
T T T T T
1 - -
0.5 ]
0
1 1 1 1 1
0 0.2 04 0.6 0.8 1 1.2
Time [normalised]
Figure 5.35: Nonlinear model 1/6 unit step responses - no AW
1.5 T T T T T T T
A
1r /
0.5 ~ 7
0 1 1 1 1 1 1 1
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
1 T T T T T T T
o~ T d-axis ]
g-axis . e
-1 1 1 1 IR 1 o 1
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 04
T T T T T T T
1 -
05F -
O -
1 1 1 1 1 1 1
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

Time [normalised]

Figure 5.36: Nonlinear model 3/6 unit step responses - no AW

95



CHAPTER 5. ANTI-WINDUP DESIGN FOR EPHS MOTOR SPEED CONTROL

o
ol
T
!

Speed
[normalised]

\

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-8 1 T T T T T T T T
ST
SEZ N
c L=
SSE ofY :
0 = .
883 A
3 - -1 1 L : 1 1 1
0 0.1 0.2 0.3 04 0.5

[EnY
T
1

o

Saturation detected
True [1] / False [0]
o
[6)]

T
|

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time [normalised]

o

Figure 5.37: Nonlinear model idle to 4/6 unit doublet responses undeado loo AW

1.5 T T T T T T T T T
k=) 1+ — i
° 5
Sg’_g 05} .
FE of Ve :
=S
_05_ 1 1 1 1 1 1 1 1 1 ]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-g 1 T T T T T T T T
ST
2ES N
c L=
588 Qf: " .
2EE | o d-axis
Os5& g-axis -
o -1 . L e ] I
0 0.1 0.2 0.3 0.4
:do_',)§ T T T T T T T T T
28 1 :
ok
§= 051 i}
=R
Sy
%E O 1 1 1 1 1 1 1 1 1
» 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time [normalised]

Figure 5.38: Nonlinear model idle to max. speed doublet - no AW



CHAPTER 5. ANTI-WINDUP DESIGN FOR EPHS MOTOR SPEED CONTROL

Constrained
current demand

1 T T T T T T T T T
i yaSS_
T 0
¥z 051 \ .
Qe
"5
S 0 - - _
1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-8 1 T T T T T T T T
SRl
2ES N
c L=
=T © OF v -
e | d-axis
o Qo
OE& g-axis
o -1 | | | | | .
0 0.1 0.2 0.3 0.4 0.5 0.9 1
E § T T T T T T T T T
28 1r ]
3¢
c—~ 05F -
S=
So
§ E O 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time [normalised]

Figure 5.39: Nonlinear model idle to 4/6 unit doublet response under static loo AW

Speed
[normalised]

[EY
T

o
)]
T

0.3

0.4 0.5 0.6 0.7 0.8 0.9 1

[normalised]
o

|
[N

0.3

0.4 0.5 0.6

o

[EY
T

o
)]
T

True [1] / False [0]

Saturation detected

Figure 5.40: Nonlinear model idle to max speed doublet response untietcta - no AW

o

0.1 0.2

0.3

0.4 0.5 0.6 0.7 0.8 0.9 1
Time [normalised]

97



CHAPTER 5. ANTI-WINDUP DESIGN FOR EPHS MOTOR SPEED CONTROL 98

damaging the power electronic drive circuit. This alleviates the problemgawiasi@an during deceleration as
will be shown in the experimental tests later in the Chapter. The presen&taticdoad improves the damping
of the system and so the no load condition is generally considered to bentti@o of greater interest for anti-

windup testing. However, the behaviour of the system when an applieddoaeérs the reference infeasible
also leads to undesirable behaviour and so is also considered. Theiriglitwee simulation conditions are

selected to allow performance comparisons between the varying anti-wétidiiggies.

e Condition 1: Step demand from idle speed to maximum speed under no load

e Condition 2: Step demand from idle speed to maximum speed with a static load applied suctethat th

speed attained is reduced by 10% from the reference level

e Condition 3: Step demand from idle speed to 4/6 units under no load

5.4.5 Anti-Windup Designs

In this section the compensator designs developed for the nonlinear medeleaented and the specifics of

their tuning detailed.

Back Calculation and Tracking

The back calculation and tracking design method described in Chapter 4f8lléwsed, with the anti-windup
feedback gain increased progressively, starting at the recipritted speed controller proportional gain (equiv-
alent to Hanus’ Conditioning). The gain was tuned to obtain the desireddfddetween constraining the in-
tegrator state during prolonged saturation, and limiting the loss of perfoewamen severe but brief saturation

is caused. The resulting design for discrete time implementation as in Figure &fihiscdas

1/T, = 0.38 (5.22)

Full order dynamic anti-windup

The current control system model of (5.21) is selected for anti-winégigd for the reasons given in Section
5.3, along with the controller model of (3.12). Since the nominal linear closgal $gstem is SISO, tuning
of the full order dynamic anti-windup compensator is quite simple, requiritigtbat a robustness weight be
tuned, and the linearisation point of the current control system be chbséerms of linearising the plant, the
key parameters that define the trim point are the motor speed, the phaseadwgle, and the applied load. As
the phase advance angle is fixed as a function of motor speed, this isa giweapplied load only serves to

increase the damping of the plant model, leading to less problematic behavibsio &me no load condition is
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selected for anti-windup design, leaving only the motor speed trim point thdmea. Although decreasing the
magnitude of the robustness weight leads to higher levels performance, we wish to maximise robustness in
order for the design to be capable of maintaining closed loop stability foatiperaway from the linearisation
point and so the robustness weight is increased as much as possiblet\silbdticing performance. The
resulting design derived using the formulae of Turner et al. [88, 94| achieved usindV,, = 20. This was
discretised with a time step of 0.001 normalised units using the Tustin approximggdiing the following

discrete model.

0.1433  0.0265 —0.3818 0.6207 —8.3890 | [ 0.0472
—0.0390 0.0411 —5.9200 -0.0140 -—130.10 0.7315
z(k+1)=| —0.0047 0.0496 0.5808  0.0005 —9.1240 | z(k)+ | 0.0513 | @(k)
0.0001 0.0000  0.0000 0.9999  0.0007 0.0000
| 0.0000 —0.0001 —0.0007 0.0000  0.9809 | | 0.0001 |

—0.0558 0.5006 —7.5870 0.0674 —178.80 0.0000

0(k) = z(k) + m
0.0000 0.0000 1.0000 0.0000 0.0000 0.0000

|7 ||2 = 43.3595

Low order dynamic anti-windup

Due to the high order of the current control system model, the full orgleauahic compensator produced has five
states. This is undesirable, particularly considering that the whole of thenabcontrol system has only three
states. In addition, high order implementations on the target microprocesguarsicularly undesirable as the
limitation to fixed point arithmetic requires that each input, state, multiplicand anditosignal be assigned
scalings to ensure that quantisation errors do not cause a signifiséatiatefrom the intended behaviour using
floating point arithmetic. This is trivial for first order filters but quite compleyond second order filters. As
a result, the low order dynamic anti-windup compensation scheme of [9&tilled in Section 4.4.5 is also
employed. Static compensation would be even more desirable in terms of comaltaiioplicity but in this
case the LMI constraints for its design were found to be infeasible. In #heldder method, providing that the
choice of filter dynamics allow the stability and performance conditions in the toNbe satisfied, a dynamic

design consisting of two independent first order filters can be praduce

The same plant and controller model used for the full order dynamic antiupisynthesis were selected for
design. The choice of filter dynamics was guided initially by approximating tmeirtemt characteristics of
the successful full order design. Thus, given a plant linearisatioditon and performance weight equal to
1 as in the full order case, the only other tuning parameter required washhstness weight. Initially this

was set to a small value so as not to restrict the optimisation and the attentioivemsogthe design of filter
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dynamics that provide a feasible solution to the LMI optimisation. A succedsfign was found in which
both filters were chosen as first order low pass designs. From thibleaslution, the bandwidths of these
filters were varied and simulation tests performed in order to observe et efi system behaviour. It was
found that the bandwidth of filteF; (s) had to be restricted as for stability of the nonlinear loop, the gain at
high frequencies had to be limited. If the bandwidth was too low, the comperiseddittle effect via; and

the design behaved very much like Conventional Anti-Windup, exceptelifsstively. A higher bandwidth
was permissible for feedback via and allowed better control over the integral state. Note that the Nyquist
frequency of the speed loop must be considered during the desigrestédge speed of the filter dynamics are
bound by this. However, in this case the design was not restricted duedoritreller sample rate. Fine tuning
the compensator bandwidths and the robustness weight resulted in thariglidesign which was discretised

at a time step of 0.001 normalised units using the tustin approximation.

6,(2) ~ 2(k+1) = 0.42742(k) + 0.70184(k) 5.2
01(k) = —0.6224x(k) — 0.3112d(k)

0a() ~ z(k+1) = 0.6667z(k) + 0.83~33a(k) (5.24)
0(k) = 0.2206(k) 4 0.1103a(k)

| T |2 = 43.3597

5.4.6 Simulation Analysis

The three compensator designs above, tuned for use with the nonlineal, mm@dcompared against the Back
Calculation only approach in Figures 5.41-5.49 where the three test corsdiifined in Section 5.4.4 are
applied. All three designs provide improved performance over the simuatiihout anti-windup and simu-

lations with back calculation only.

The plots for Simulation Condition 1 (Figures 5.41-5.43) reveal that as as@aturation ceases the BCAT
design ceases to act and nominal control behaviour is resumed. Howeveynamic compensators remain
active for a period of time as the energy stored in their states dissipatetheafiudi-order design is observed to
remain active for a significantly longer period than the low-order desidhdesigns are very successful and
allow the speed response to converge quickly to the set-point whentgaiweases. A greater performance
difference is observed in the response to the reverse step, and altiigigondition will not occur in practice

due to rate limiting of deceleration demands, it does suggest that the BCA®vamtider designs may be more

desirable than the full-order compensator.

The plots for Simulation Condition 2 (Figures 5.44-5.46) reveal that satarpéicsists for the entire duration of
the high speed reference demand. Therefore, performance iskmtiuntil the reference or loading changes.

Whilst the control signal is saturated the plant output evolves in a mantemdeed mainly by the plant
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dynamics and no difference between the three systems is observed. Whdstiration, the behaviour of the
compensators may not have a direct influence on the plant output, bilbtiygthe states of the controller and
the controller output, the time at which saturation ends can be influencedebeltibviour of the control signal

immediately following the escape from saturation can be influenced. Wherasatuceases, the differences

between the differing anti-windup designs are observed.

The plots for Simulation Condition 3 (Figures 5.47-5.49) reveal a more usefiuparison. Saturation ceases
quite quickly after the onset of the step reference, allowing the anti-wicdagpensators to have a greater
influence on system performance. In terms of overshoot of the higluspéerence, the BCAT design performs
best, followed by the low-order and full-order designs. The threeidates provide very similar levels of
performance and so the differences are subtle. A comparison of thet oegponses for the three designs and
simulation conditions is given in Figure 5.50 allows the differences in oveesfbpmance to be seen more

clearly. The main points to note between the different designs are as follows

e Performance levels are very similar for the three candidates

e The low-order design consistently matches or exceeds the performithecather designs

------ Demand No AW - = — Back Calc. BCAT
T T T T T T T T T
= 1 7
e]
s 8
iz
0.5 _
"s
£ .
0 | | | | | |
0.4 0.5 0.6 0.7 0.8 0.9 1
- 1 T T T T T T
o3 §- ------ d-axis
SEH g-axis
c L=
w0 =
§ . : j\/r
8 -1 | IR L | | | | | |
— 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
8 T T T T T T T T T
@ i T | Saturation detected [T
E Compensator active
- 05F .
=
S o
- | | | | | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time [normalised]

Figure 5.41: Condition 1 nonlinear simulation with BCAT
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Figure 5.43: Condition 1 nonlinear simulation with Low-order AW
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Figure 5.44: Condition 2 nonlinear simulation with BCAT
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Figure 5.46: Condition 2 nonlinear simulation with Low-order AW
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Figure 5.47: Condition 3 nonlinear simulation with BCAT

104



105

CHAPTER 5. ANTI-WINDUP DESIGN FOR EPHS MOTOR SPEED CONTROL
------ Demand No AW - —: — Back Calc. Full Order
0 8 T T T T T T T T T
2§ osf :
O =
&g oab .
S
£ 0.2F =
O 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.8 0.9 1
- 1 T T T T T |
s8ss LI e d-axis
SEP g-axis
523 oL
2gE :
o Qo
O 5L
© -1 | | | | | | |
0 0.1 0.2 0.3 0.4 0.5 . . 0.8 0.9 1
§ T T T T T T T T T
o - /T Saturation detected [
E Compensator active
- 05 1
=
S o
o] | | | | | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time [normalised]
Figure 5.48: Condition 3 nonlinear simulation with Full-order AW
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Figure 5.49: Condition 3 nonlinear simulation with Low-order AW
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5.4.7 Perturbed Anti-Windup Designs

The designs presented here represent the best performance &taypnaach of the three anti-windup ap-
proaches on the nonlinear model. Due to inevitable differences betweersnamdiereal systems there is a
further stage of fine-tuning when the designs are applied to the reairsjmtexperimental tests. With simple
control designs such as PI controllers, or simple anti-windup desighsasugack calculation and tracking, mi-
nor modifications can be applied ‘online’ simply by altering gains, allowing theces of perturbing the tune
from the nominal design to be observed directly. With more complex contrallens asH*>° designs, or the
optimal compensators we consider, the design cannot be fine-tunedlimamsiead, a useful approach that
can be employed is to generate a number of ‘perturbed’ designs by altenimg parameters a small amount
in one direction and another. Then, the effect of such perturbatioqeidarmance in both simulation and
practical implementation can be seen. If the model is accurate enough tefbefastuning, the best perform-
ing design on the simulation model should also be the best performing desthe ceal system. In addition,
further confidence can be gained if the performance of the perturdssidrddiffers from that of the nominal
design in the same manner in both simulation and experiment. Perturbed desigothfthe BCAT and low-
order designs are presented in the following sub-sections. Note thatltweder design is considered to be
too computationally demanding for implementation and so is not chosen forimgueal tests. Also note that
because the agreement between the model and experimental resporgdsdh, quite coarse perturbations

are applied.

Perturbed BCAT designs

The following back calculation & tracking designs will be tested on the prdaictem, for which design 1 is
the nominal design and the anti-windup feedback gain is decreased aedsed from nominal in designs 2

and 3 respectively.

BCAT design 1: 1/7; = 0.38a
BCAT design 2: 1/T; = 0.284u
BCAT design 3: 1/7; = 0.48a

Perturbed low-order designs

The following low-order anti-windup designs will be tested on the practigstlesn, for which design 1 is the
nominal design introduced in Section 5.4.5, and in designs 2 and 3, the ioliimadithe filter in channel 1 was
increased and reduced respectively. The amount by which this bathdwés altered was selected to cause
a noticable difference in simulation performance in order for a correlatitmexperimental behaviour to be

made. Bode plots of the resulting compensator transfer functions arenshdwigure 5.54. Note that the
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low frequency gain of channel one is maintained at approximately one &ualtiering the bandwidth in this

channel significantly influences the gain in channel two returned by ttirisption.

Low-order design 1:

O1(z)
O2(z)

Low-order design 2:

Low-order design 3:

}N

x(k+1)= |:

01(k) _
02(k)

oy

Perturbed design performance analysis

0.4035 0
z(k) +
0 0.6667

—0.6224 0
x(k) +
0 0.2206

T2 < 43.3597

0.8182 0
z(k) +
0 0.6667

—0.1989 0
x(k) +
0 0.3711

1T |2 < 43.3669

|: 0.25 0 :| |:
x(k) +
0 0.6667

0 0.0797

—0.7593 0 ]
z(k) +

T2 < 43.3588

=

0.7018
0.8333

S

=

0.9091
0.8333

<

[ —0.3112 ] -
0.1103

! —0.0995 ] -
0.1856

Nonlinear simulation results for the perturbed designs are shown in Figls2snd 5.53 for Simulation Con-

ditions 1 and 3. As found previously, Simulation Condition 1 does not enablsuhtle differences between

the different designs to be observed and the responses from SimulatmtitiGn 3 found in Figure 5.53 are

much more revealing. Here we see that the more aggressive BCAT desifpibis less pronounced overshoot

and design 2, that is less aggressive than the nominal design, exhibiteweosboot. As expected, the effect

of this single gain on anti-windup behaviour is quite transparent. For thetder compensator, designs 2

and 3 both exhibit degraded performance compared to the nominal désiging that the tuning parameter

selected was shifted in opposite directions from nominal to generate theskesigms, it shows that tuning is

less transparent.
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5.5 Experimental Validation

The low-order anti-windup and back calculation and tracking anti-windegigths were selected for experi-
mental testing on an EPHS test rig. Each design was coded in C using Tiakgethid prototyping software
and incorporated into a prototype EPHS software release in order forunton the target 16 bit fixed-point

processor. The following sections give details of the tests and compsua$amnti-windup performance.

5.5.1 Experimental Setup

The PMSM shaft is attached directly to a rotary pump used to direct hydrduwiticthrough a sequence of
hoses. The main flow path splits into two parallel hoses, one with a rotary flalveestriction and one with a
stop tap. These valves are used to mimic the behaviour of the rotary valve stettring column of a vehicle
equipped with EPHS. Down stream of these obstructions the fluid flow mesits agd enters the return path
at the rotary pump. In the pump, as with all hydraulic power steering setapsitha pressure relief valve that
allows hydraulic fluid to bypass the main hydraulic circuit when the pressitinen the pump exceeds a given
limit.

The electronic control unit (ECU) contains a 16 bit fixed point arithmetic@seor on which the control soft-
ware runs, and the power electronic drive stage for the PMSM. CARgpector Software running on a local
PC is used to apply motor speed reference demands to the ECU and alsortbtest signals. Communica-
tion between CANape and the ECU is achieved using the CAN protocol [} i a serial communications
protocol using a two wire bus that has become widespread in automotiarsygartly due to its low cost.
Bandwidth limitations of the CAN protocol mean that a limited amount of data can hemigted across the
bus. As a result, the frequency at which signals are logged by CANaibe ifollowing experimental results
are generally lower than the frequency at which they are updated withiBGkkeand the number of signals to
be logged simultaneously is also restricted. For commercial applications thisagestriction as the require-
ments for communication over CAN are quite limited. As an example, a vehicle staloilityot system may
only require to receive measurements of the vehicle speed and a staggiagreeasurement. However, for the
purposes of these tests, the bandwidth limitation restricted the number of digaiat®uld be measured at a
fast sample rate to four. For the simple designs such as BGAL.J, iq,dmd> Wm, Wm,dama @Ndu were measured
of whichw, 4mq is a reference signal generated within CANape and the anti-windup ssyralonstructed as

the BCAT gain multiplied by with a single speed loop sample delay applied.

For the low order dynamic compensator, the two anti-windup signals alsedeedye logged. Reducing the
sample rate allowed the extra signals to be logged but the lower rate waseuptadel to represent the fast
electrical dynamics. As a “work around”, signals were logged at theehigdte in two separate experimental
runs and the presence of the speed demand signal in both sets of meargsrallowed them to be combined
afterwards. In run 1, the speed and current signals were recaadddn run 2, the anti-windup signals were

recorded along with the speed reference. Although for the plots peddbe anti-windup signals do not match
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the speed response exactly, the repeatability of the experiments waoeerg@the character of the responses

are genuine. This method is undesirable but unavoidable.

A further complication arises due to the serial nature of the CAN interfacdy @e message can be sent at
any one point in time and this includes reference demands sent to the ECEYrereant signals requested
from the ECU and any additional diagnostic communications that may exist &etthe ECU and and the
vehicle computer, or in this case, the PC-based simulator. CAN communicatidntisited by priority and
precedence and the reference signals applied and measurement egoakted may not be of the highest
priority. Therefore they may also conflict with each other and this is eviteintsome of the plots presented
here. For instance, when the results for different anti-windup designesverlaid and aligned by the speed
reference, some systems respond a little later than the others, indicatingddyation of the reference by the

ECU was delayed in some cases.

5.5.2 Experimental Results - Perturbed Designs

First let us assess the behaviour of the perturbed anti-windup de3igdlow comparisons with the simula-
tion results, experimental tests were performed with a reference demaunehse equal to that of Simulation

Condition 1, and with both hydraulic valves fully open.

BCAT perturbed designs

Time histories for the speed response of the system with BCAT designselsBawn in Figure 5.54. The first
observation is that unlike the simulation results for this condition in Figure 5.82ntitor speed accelerates
almost linearly up to and beyond the reference demand. The behavithe fal system is better represented

by the behaviour of the model in Simulation Condition 3, shown in Figure 5.53.

Comparing the behaviour of the three designs, itis clear that design 2texhdreased overshoot and design 3
exhibits reduced overshoot compared to the nominal design. This trendasaitat observed in the simulation
analysis. The discrepancy between Simulation Condition 1 and the equieafeerimental test is thought to

be a limitation of the model and will be discussed in a later section.

Low-order perturbed designs

Time histories for the speed response of the system with Low-order dekigrare shown in Figure 5.55. Cor-
relation with the simulation responses for condition 1 shown in Figure 5.52 is powever, when compared
to the model behaviour in Simulation Condition 3, the same characteristics aeveths Design 1 performs
best, and designs 2 and 3 exhibit greater overshoots and worse dankpirtgermore, as with the simula-
tion predictions, design 3 performs the worst and the nominal designrperfmilarly to the nominal BCAT

design.
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The correlation exercise reveals a deficiency in the nonlinear modelddharupper end of the speed range.
However, the match between experimental results and the model behaviightly lower speeds suggests
that the fundamental dynamics are correct. This is supported by the #t¢héhnominal designs perform best
both in simulation and in practice, and also that the manner in which the perfoernfeaach perturbed design

degrades from the nominal is equivalent between simulation and experiment.

5.5.3 Experimental Performance Comparisons

Comparisons between the BCAT and low-order anti-windup designs withxffexienental equivalents of Sim-
ulation Conditions 1-3 are shown in Figures 5.56-5.58. Also included in fiigaees are experimental results

for an in-house form of Back Calculation and the constrained systemutigmi-windup conditioning.

e Condition 1: Without anti-windup compensation, the high speed reference of Simulatiodit@m
1 is overshot by more than 20 percent (Figure 5.56). Each anti-windsjgml successfully improves
performance and reduces the overshoot to less than 10 percent i$mat a significant difference in

performance between each design and even the in-house Back Caitoiativod performs well.

e Condition 2: Figure 5.57 shows the system responses equivalent to Simulation Conditibarg a
flow restriction in the hydraulic hose restricts the maximum speed of the motoptoxamately 10%
less than the magnitude of the high speed demand. As in the simulation analisigtiGa persists
for the whole duration of the high speed reference. During this time, thevamdiip designs have no
direct impact on the output response as the control signal remains iatsaturHowever, the compen-
sation can influence the length of time spent in saturation and such a differan be seen between the

compensated responses and that without anti-windup.

When the reference demand drops, saturation ceases at the same puoigtfor all anti-windup com-
pensated responses and the deceleration ramp is properly trackedfingde swift return to linear
behaviour. For the system without anti-windup, windup causes satutatc@ase later and the response
to the deceleration ramp is delayed. The delay is minor in this case becausmti@ler output was
only lightly saturated at the onset of the deceleration demand, indicatédbing small. Had the de-
celeration demand been applied at 0.9 units of time just prior to an overflove eftidgrator state, the

effect would be significantly worse.

e Condition 3: Figure 5.58 shows the system responses to the acceleration demandldfcddh Here
the back calculation approach offers no improvement at all over thevd#iseut anti-windup and the
set-point is overshot by 24%. The BCAT and low-order designs pargmilarly although damping is

marginally better with low-order dynamic compensation, and overshootiseedo 14%.

In Figure 5.59 the response of the system to the acceleration demand difi@o3 with a hydraulic

load applied is shown. In this case, the test without anti-windup exhibited a siongashoot of 23%.
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Interestingly, the back calculation approach does improve performancésicate and overshoot is
reduced to 18%. Again, the low-order and BCAT designs perform ddtprovide similar levels of
performance. The low-order design does appear to provide betteiirtathjan the BCAT design and

overshoot of the reference is slightly less at just under 11% ratheltha#o.

5.6 Discussion

The practical implementation exercises presented in the previous secteal tieat the low-order dynamic
anti-windup and back calculation and tracking approaches are botassfictand appealing methods of con-
ditioning an EPHS speed control system to cope with current constraihesbdck calculation and tracking
approach does not afford any guarantees of stability for the nonlaystem yet for the system it was applied
to, yielded very good performance with very little complexity in both design andeimentation. Only one
tuning parameter is required and due to its simplicity, tuning is quite transpaliemting the design to be

tuned online.

The low-order dynamic anti-windup design has some significant benefitstbg more traditional designs
commonly used. One of these is that provided that the designer choodétethdynamics appropriately, a
guarantee of global stability for the nonlinear system is provided at thithesis stage. Furthermore, to aid
its tuning, the design approach is partly automatic as the synthesis routire@dedn optimal gain matrix
to place in series with the chosen filter dynamics such that performance is @uatimianL, sense. In this
application the performance of the low-order design is not a large impravemaer that of the simpler BCAT
design but for more complex systems, the benefits can be more significarde$ityn also proves to be robust

as good performance and stability are observed away from the trim cond#é for its design.
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Figure 5.56: Experimental responses - Condition 1
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Experimental responses under static load
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Figure 5.57: Experimental responses - Condition 2



CHAPTER 5. ANTI-WINDUP DESIGN FOR EPHS MOTOR SPEED CONTROL

Speed

uTilde

AW signal

lidg_dmd|

118
Experimental responses under no load
1 T \ \
------- Demand
BCAT |
‘‘‘‘‘ Back Calc
— — — Low order Design 1
----- No AW 7
| | | | |
0.2 0.25 0.3 0.35 0.4 0.45
T T T I I
BCAT
‘‘‘‘‘ Back Calc
— — — Low order Design 1]
----- No AW
-05 | | | | | | |
%05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
I I I I I I
" BCAT
L 1 |
15 P - - —91
[ 6
1+ [ 2 H
] \
— ‘ —
0.5 \
O | ———— — e e e e e e e e e e mE e e e s e e e — m—— - - mm -
-05 \ \ \ \ \ \
0.35 0.4 0.45
I I
Saturation limit
BCAT ]
‘‘‘‘‘ Back Calc
= — = Low order Design 1|
----- No AW
oo e
| |
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
Time

Figure 5.58: Experimental responses - Condition 3
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5.6.1 Robustness
Low-order compensator stability and performance robustness

Stability of the nonlinear system with low-order anti-windup for operationyafs@m the trim point used for
design can be assessed by using an LMI optimisation similar to that usednigreasator synthesis. For
low-order compensator synthesis, recall that the plant, controller andertsator models are given by (5.25),
(5.26) and (5.27) respectively. For compensator synthesis we stugatisfy (5.28) for minimal, gain,~.
The matrix inequality of (5.29) follows by substituting in fory; andu = w;;,, — ug, WwhereD = Dy + D2 ©.

To check stability andC, performance of a pre-designed low-order compensator, we desiredta §olution
to this inequality for a given perturbed plant model and compensator dpaigmeterised by matri® and
continuous time filterd (s) ~ (A, B1,C1, D1) and Fy(s) ~ (Ag, Ba,Co, D2). To this end, the LMI of
(5.30) in variables) > 0, diagonal matrixJ > 0 and scalary > 0 is solved for minimalky. This LMl is
obtained by pre and post-multiplying (5.29) 6y U 1]’ = [P~! W~! I]" and applying the Schur Complement

to remove quadratic and bilinear terms.

A B B,
G~ | ‘ pd P (5.25)
Cyp ‘ Dpa Dpu
A | Bo B.
K ~ (5.26)
C. | Do D
A ‘ By + BO
M - E—
{ N ~ | C Doy + D16 (5.27)
Cy Doy + D2©
' Pz + 2’ P + yyq — v2uly, wpin + 20 W (u — @) < 0 (5.28)
|| AP+ PA+CyCy P(By + BO) - WC} + C4D 0 T
U * —2W +D'D — W(D()l + Dlé) - (D01 + Dlé)/W w o | <0 (5.29)
Ulin, * * —721 Ulin,
[ QA + AQ (By + BOYU — QC, 0 QCY
% —2U — (Do1 + D1©)U —U(Doy + D1©) I U(Dg2 + D2©O)’
(Dot 19) (Dot 10) (Do2 20) <0 (5.30)
* * —~1 0
i * * * —y
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The LMI of (5.30) is employed for the full range of operating conditionased in the linear stability analysis of
5.4.2 with low-order compensator design 1. The existence of a solution taMhadicates that the nonlinear
anti-windup compensated system is globally finite géinstable at the chosen trim condition. Furthermore,
the £, gain bound;y achieved is an indicator of performance at that condition. Figure 5.60tdepe feasible
operating points for the system and identifies the conditions for which thad. 8éitisfied by the intersection of
dark horizontal and vertical lines in the mesh. This result reveals tharagiee of nonlinear stability is given
for the system compensated by low-order design 1 for the majority of ti@mrefoperation, that the conditions
for which stability cannot be guaranteed by the Circle Criterion are begandtor speed of 0.8 units and that
stability can be guaranteed at slightly higher speeds for reduced loétisugh the Circle Criterion does not
ensure stability for operation close to maximum speed, because this regiorcartain system behaviour is

very small, it is not impractical for empirical stability tests to be employed.

In Figure 5.61 thel, gain bound achieved is plotted against speed and load. LEhgain bound appears
constant for the majority of guaranteed stable conditions but adjacent toghepeed conditions for which
the LMI was infeasible (and, hence, for which tie gain bound is infinity), theC, gain was significantly
larger. Although only isolated peaks are observed here, if the numbsrintfs within the matrix of speed
and load conditions was increased sufficiently, a gradual rigk igain would be observed as speed and load
increased toward the conditions for which the LMI became infeasible. Aveeny these boundary conditions,
the £- gain is essentially static. This is a positive result as it meansthperformance is largely independent

of the operating condition, and hence the low-order compensator exhillitsdbust stabilityandperformance.

BCAT stability robustness

For the purposes of analysis, the back calculation and tracking desigmeceonsidered as a special case of
the static AW approach of [91]. To achieve this, the nominal controller dawt pnodels used for analysis
are altered from that of the standard structure to (5.31) and (5.32). tNatté¢he measured plant outputs are
duplicated, allowing one to be used for the proportional term of the contraltel one to drive the integrator,

that can be modified by the anti-windup feedback.

(5.31)

(5.32)

A static compensator for this syste@®,= [0 ©5]’ is equivalent to BCAT if©; = 0 and©y = [0 1/(k; spa ¥
T:)]" wherek; 4,4 is the controller integral gain. The integral gain term is required becaugbi$ implemen-

tation, the anti-windup signal enters at the input to the controller rather fheatlg into the integrator state as
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Low order AW compensator guaranteed stable operating region
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with the conventional implementation of BCAT. Using the same tools as for the tderanti-windup robust-
ness analysis, the LMI of (5.33) can be derived, which if feasiblejiges a guarantee of stability for the BCAT
compensated closed loop system. Note that due to the modified controller ahchplel implementation, the

constant matrices in the LMI have a different parameterisation, given jreAgix B.4.

QA + AQ (By + BO)U — QC", 0 QCY,
—2U — (Do1 + D1©®)U —U(Dg; + D1©®) I U(Dqgg + D2©)’
* ( 01 1 ) ( 01 1 ) ( 02 2 ) <0 (5.33)
* * -1 0
* * * -1

By requiring two elements of the anti-windup matri®, to be zero, the structure of the static anti-windup
compensator is restricted. In order for quadratic stability to be guarattie@dx 2 upper left hand block of
(5.33) must be negative definite and if this is satisfied, the remaining paré afie¢lquality allows the, gain

to be calculated. Thus, if there existg)a> 0 and a diagonal matrik’ > 0 such that this upper left block is

negative definite, the BCAT compensated system at the given trim poinaisigieed to be stable.

However, for this system and BCAT compensator, the upper left blodkeoL.MI was always found to be
infeasible for all operating conditions and so no guarantee of stability (dB@AT compensated system could

be given, and consequenctly, dg gain could be given either.

5.6.2 Model accuracy

With Simulation Condition 1 the model failed to exhibit overshoot (Figure 5.48@)tha rise time was signifi-
cantly longer than for the equivalent experimental test. This charactexiati©nly observed at the upper end
of the speed range when a large step change in the reference densapolh@ed. There are three main areas of
the model that could be in error to cause this discrepancy; the PWM inveoide!, modelling of the hydraulic
load, and the parameters of the mechanical and electrical system modele RS\ inverter model is a
known over simplification, this was an obvious first place to look. In realitg,itha complex nonlinear system
which if implemented fully within a Simulink environment would lead to a significanteéase in simulation
time. Alternative software such as Saber is typically used for such modétssas designed specifically to
represent the complex behaviour of such electronic and control ciréuitaccurate model of the inverter was
not available during the research, although some useful informatiort #waffect of the simple model used

can be obtained by comparing the behaviour ofdtyeaxis and3® models.

e PWM inverter model: Thed-g axis model is equivalent to the three phase model with an ideal inverter
in place. In comparison, with the discret® model, as the phase voltages are only updated at discrete
intervals in time, motion of the motor causes the voltage vector to effectively moveirase lag in

between samples compared to its demand. This effect is accentuated atdpigbds. Comparing the
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d— q axis and ® models in open and closed loop provides some insight about the appropssia the
PWM inverter in the ® model.

Closed loop simulation responses for Simulation Conditions 1 and 2 are shdviguires 5.62 and 5.63
respectively. The oscillations present in th® Biodel response, particularly for Simulation Condition
2, give a much better agreement with the true system behaviour (Figuneah&The frequency of the

oscillations at approximately 12 cycles per unit time is a good match.

To compare the open loop behaviour, a sequence of step voltage dewenedspplied to the-axis via
the input to the PWM inverter. The resulting speed and current respansiee 3> model and the real
system are shown back to back in Figure 5.64. The fundamental diffelmtween the two sets of time
responses is that the voltage demand applied tg-tirds induces significantly more current in tii@xis
with the three phase model compared to that of the real system. This is mareoamgronounced as the
speed of the motor increases, and the smaller proportion of current ohauite2g-axis leads to reduced
torque and therefore lower speeds for the same input. The same inpethseapplied to thé — g axis
model generated the responses shown in Figure 5.65. In this caserdleenagt is significantly better,
suggesting that the real PWM inverter operates much more like the ideaheawsiés implementation in
the 3> model.

This analysis highlights an obvious limitation of the PWM inverter model for open t@haviour but its

effect on the system in closed loop does improve the agreement with expalirdata. It is considered
that the phase error introduced may not be representative of theystairsbut when the current loop
is closed, the system appears to become robust to this error, allowindéttest match in closed loop.

Therefore, although simplistic, the PWM model is considered to be useful.

e Parameter estimation: To check if modifying model parameters could give rise to a better agreement
between the model and experimental data, the parameters that were mxhsadbe most influential
were included in a parameter estimation exercise. In this approach, theisratthe model is retained
but values of its parameters are altered to minimise the overall deviation froenierental performance.
The process can be applied to open or closed loop systems in the time aedlggrfcy domain. The
process can be automated by the application of commerically available optimisatist@erformed
manually by altering each parameter in an iterative fashion to best match therewagstem behaviour.
With parameter estimated models, although the input-output behaviour of tieensysy better match
experimental performance, the internal properties of the model may déwatdhat in the real system
and it is possible for the estimated parameter values to be non-physical. phrsicsilarly true with the
automated tools that are available, where examples of non-physical wadydse an estimated resistance
that is 50% greater than that of the accurately measured component, ereimexcases it is possible to

have impossible values such as negative inertias or inductances.

To develop a parameter estimated model of the EPHS system, a manual appesaadopted to fit

the open loop motor model to experimental responses in the time domain obtairaaplging step
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Figure 5.64: Open loop response comparison for the nomihah8del with a sequence of step voltage de-

mands applied to the-axis
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Experimental response d—q axis model simulation response — nominal parameters
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voltage inputs to the-axis via the PWM. Although with a manual approach the model fit may not be
quite as good as achieved with an automated approach, there are berefitmtmal approach and it
was quite feasible for this system due to the modest number of parametergstimhated. Only the
lumped mechanical inertid, lumped mechanical damping,,,, resistanceR, and inductancel,, were
considered. By independently varying each parameter and observigeffeits on the system, a better
understanding of the system was gained and in principle this can improfiderce about the validity

of the parameter estimates derived. Another benefit of the manual apgsothat where a trade-off is

required in the model fitting, the engineer can make this trade-off intelligently

A comparison of open loop behaviour using an estimated parameter setis sh&igure 5.66. This
model was fitted using the three phase model and so any error undetrstoedaused by the inverter
model is effectively compensated for by altering the model parameters. \Witsstimated model there
is still a shortfall in motor speed compared to the real system but the variatisteaily-state speed
with appliedg-axis voltage is in much better agreement. In addition, the proportiahaid ¢-axis
current induced by the input sequence is in much better agreementhiordgube speed range. The only
deterioration in agreement is that the parameter estimated model settles attteteady-state speed

condition more abruptly than in the measured response.

These exercises reveal that error in the parameter values of the syséerar in the PWM model both appear
to be possible candidates for the cause of discrepancy in open loamsesp In reality, it is likely that a

certain amount of error is present in both of these aspects of the madiébaa more rigorous analysis, a
match of frequency domain behaviour should also be sought. Howewehanrier to this is that error in the
PWM model may alter the frequency response characteristics of the sgstel@ad to an incorrect estimation

of system parameters.

Some additional insight into the validity of the estimated parameters is gained byitgsclosed loop be-
haviour of the speed loop. A comparison of the three phase model with nicamdaestimated parameters
against measured performance is shown in Figure 5.67 for Simulation Condliti@omparing the speed re-
sponses, the estimated model exhibits a similar overshoot of the high spaetice as the measured response.
In addition, a significantly better match is observed during the deceleration rlowever, the rate at which
the motor accelerates to the step demand is a little too high with the estimated model]ggrdauing the
initial rise, and the settling time is significantly shorter than in the measured spénsimilar comparison
for Simulation Condition 2 is shown in Figure 5.68. Here, damping of the nomindkifris in better agree-
ment with the measured response but otherwise, ignoring the aforemehtixcessive rate of acceleration, the
estimated model captures the fundamental characteristics of the measpeaseewell. From observation of
these closed loop responses, it is clear that the parameter estimated moal&igeémoved from the nominal
model but in some respects the model agreement is improved. Therefamlrination with an improvement
to the PWM inverter model, a more rigorous system identification exercise mhyitfal in fine tuning the

model behaviour.
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Figure 5.66: Open loop response comparison for the estimabech@lel with a sequence of step voltage

demands applied to theaxis
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Response to Simulation Condition 1 with low-order AW
T T T T T

0.8

Speed
o
(o))
T

— — — Demand
Measured response
Nominal model
Estimated model

0.2

0 \ \ \ \ \ \ \
0 0.2 0.4 0.6 0.8 1 1.2 14 16

dmd (solid), id_dmd (dotted)

iq

uTilde

-1 ! ! ! ! ! ! !
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Time [normalised]

Figure 5.67: Comparison of nominal and estimated parameter models with nmieesspense for Simulation
Condition 1 with low-order AW
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Response to Simulation Condition 2 with low-order AW
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Figure 5.68: Comparison of nominal and estimated parameter models with nmieesspense for Simulation
Condition 2 with low-order AW
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5.7 Summary

In this chapter the topic of applying anti-windup conditioning to compensateuioent saturation within a
PMSM speed control system was tackled. The application of a number cdrmogtimal designs and more
traditional ad-hoc designs were applied to a simple single-axis model of ti&VP8peed control system for
application in Electrically Powered Hydraulic Steering. This simple model all@@ete of the characteristics
of the various anti-windup designs to be seen more clearly and a selectienctivesen for testing with a
complex nonlinear three phase model of the same system with control impleraéntattiple rates in discrete

time.

In the nonlinear model, the current demand saturation function is a limit on theitudg of thed-¢ axis de-
mand vector. In order to apply linear anti-windup conditioning, a novel metiaaterpreting this nonlinear
multivariable constraint as a time-varying magnitude constraint on a scafeal sigs devised. This approach
allowed the synthesis of modern optimal anti-windup compensator desighsearised models of the com-
plex model. These designs were tested alongside an appealing classigalidesimulation and then validated
by application on an EPHS test rig. In spite of some discrepancies betweemottel behaviour and that of
the real system, good performance was achieved by the anti-windumsldxith in simulation and in exper-
iment. Furthermore, the effect of perturbations to the designs werevellster be similar in both simulation
and experiment. Therefore it was concluded that although the model mdyeraescribed as high fidelity,
the fundamental dynamics are correct, allowing successful model-basaghs to result. A brief foray into
understanding the limitation of the model revealed that the most likely cause disttrepancy is the PWM

inverter model, although parameter estimation may also serve to improve the nodel fi

The culmination of the chapter is a successful Back Calculation & Trackésigd (BCAT) and low-order
dynamic design. Both compensators were observed to perform verynwadth simulation and experiment
and both out-performed an in-house Back Calculation (BC) approdeBTAT design, benefitted from ease
of tuning and exceptionally simple implementation. Unfortuantely it did not satisfynanlinear stability or
performance guarantees and hence tuning was largely simulation basedpfimal low order compensator
provided similar, if not slightly better performance and although the two fridgrdfilters were easy to imple-
ment, they were obviously of greater complexity than the static BCAT compen$atang was also relatively
easy, and, although some iteration is required, the extra degreesadritggesent in the filter tuning makes
it easier to achieve a satisfactory design. Perhaps the most significantage of the low order compensator
was the stability and performance guarantees it provides. The low avdgrensator tested (synthesised us-
ing a trim point at approximately one third of the maximum speed) was able tadgrstability guarantees
for 95% of the PMSM's operating envelope and yieldedZangain bound which was constant across most
of this. Such characteristics provide reassurance and confidera® imiplementing such compensators in

experimental systems.



Chapter 6

Override Control and its Application to EPHS Motor Control

In this chapter we introduce the topic of override control and demonstrafegtication as a method of handling
motor current magnitude constraints for the EPHS system of Chapter 3antiheindup approach described

in Chapter 5 has shown success in simulation and has also been proveachyab industrial application.
However, one characteristic of the anti-windup approach is that theedesirrrent constraint is imposed by
placing a limit on the magnitude of the curredemandrather than thectual current. This was required to
translate the current limit into a plaitput constraint in order to be amenable to anti-windup compensation.
As aresult, the anti-windup problem generated is, arguably, somewifiaiar A crucial implication of this is
that in spite of the apparent success of a given anti-windup design, tioe cuorent may still exceed the limit
even though the current demand does not. This is a fundamental limitationagfphieation of anti-windup to

this problem.

Override control is a strategy that enables constraints to be applied toatates outputs of the plant. Since
the motor currents are states of the plant for the PMSM system we considagsk of limiting current is

more naturally cast as an override problem. The following sections gieeemwiew of some existing override
control strategies and demonstrate the application of a chosen apprdbelctorent limitation problem. The

performance of this approach is then compared to the anti-windup bagexhap considered in Chapter 5.

6.1 Introduction

Override control has been developed as a strategy which allows limits to beeéchpm some of the states
and/or outputs of a system. These limits are generally introduced due to sadeiyements or to extend
component life by ensuring that they are operating within specification.nitrese limits are approached or
exceeded, a secondary controller ‘overrides’ the nominal controlender to prevent or minimise violation of
these limits. The origins of override control lie in the field of process comthare limits on system variables
such as pressure and temperature are required to be respecte®y20iide control remains a little known

branch of control theory but it has been applied successfully to offgication areas including flight control.
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Figure 6.1: Classic Override Control Problem

Figure 6.1 represents a typical control system for which output limitationgsimed. The primary control
objective is defined as a tracking problem for which the plant oup(tt) is required to track the reference

r(t). The secondary control function is to ensure that an additional plapugu.(¢), remains within the

range(y2min; Y2maz ) -

6.1.1 Classic Override Control Approaches

A classic override control solution to this problem described in [53] is de@im Figure 6.2. This is a multi-
mode control system for which in the primary mode, controltgris active exclusively and governs nominal
tracking performance for output (t). The secondary control mode is designed to resifitt) to the range
(Yamin, Y2maz) @nd a set of logical conditions govern the switching between modes. Thaday controller

is essentially a proportional regulator with gaih and an optional dynamic elemehfy(s) to aid closed
loop stability. This secondary regulator is designed to cagég to track towardyz,,a. OF Yomin Via the
corresponding control signals(t) or u,,(t) and due to the steady-state error associated with proportional
control the constraints will be satisfied at steady state in the absence obdistes. The proximity afz(t) to

the limits at steady-state and any overshoot allowed can be tuned by altexiggittr;.

To better understand the operation of this system let us consider theidnghahen a ramp reference signal
r(t) is applied such that the primary control sigmalt) increases linearly with time and the secondary plant
outputys(t) does likewise toward the positive upper limit,..... Initially, the secondary control signah,(t)

is positive with a valuePys.,,,.. and the primary control signal;(¢) = 0. As the reference is applied,
u1(t) departs from zero and becomes progressively more positive, véheiga) becomes progressively less
positive. At a point in time the signals cross over such thdt) > wu,,(¢). This initiates a mode change and
the switching logic passesy,(t) on to the plant, preventing the ever increasing primary control signal from

driving y»(t) beyondyan.... EqQuivalent but opposite behaviour is observegsds) approaches the lower limit

Y2min -

This override control approach is typical of many classical appr@sheh as found in [19], sharing the

following common characteristics:

e When the output constraints are approached (or violated), an altereatitroller is switched in
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Figure 6.2: Classic Override Control System

e When the secondary controller is active, the closed loop of the primatyotsgstem is cut, potentially

allowing controller windup

e Output limit violation is generally prevented entirely as the mode change is initiai@dt the limits

being met

Such approaches can be simple to design as the two control modes asvexdtuaddition, additional layers
can be added, making the override strategy ever more aggressivesectmelary plant output gets closer to
the limit. However, one of the main drawbacks is that when the secondatsoltenis active, the primary
feedback path is cut. This means that outpi{t) may not be controlled adequately and performance can be
forfeited. In addition, for coupled MIMO systems, violation of a single outpauld initiate a mode change

and may deteriorate performance for all outputs.

6.1.2 Override Compensation

An alternative to the multi-mode override control strategies described aboverride “compensation”. With
this approach, the primary controller is always active and violation of angset of constraints causes an
additional controller element called tbgerride compensatdo become active. This compensator is designed
to modify the nominal control action rather than replace the nominal contrdtighis respect, it is similar
to anti-windup in that the compensator is only active during and immediately aftation of the specified
constraints. The compensator is designed to minimise limit violation but also to mailus@udoop stability
whilst minimising deviation from the desired tracking performance. A simpleesgmtation of this structure
is shown in Figure 6.3. Note that in contrast to the classical approachiltexspreviously, this framework
does not allow violation of the limits to be prevented entirely. However, this eaariirely appropriate if
violation for short periods of time can be tolerated, particularly when dipgralose to the limit is important
for performance. For an overview of some modern override schemieb wtopt this approach please consult

[19, 86, 85, 90]. Some of the main characteristics of the modern apmeach as follows:
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e The primary controller is always active, thereby helping to maintain trackarfppnance and distur-

bance rejection during limit violation

e Output violation cannot be prevented entirely as violation of a limit is requiradtieate the compensator

(although it is possible to artificially lower the limits to produce a similar effect)
e Performance is optimised via a constrained synthesis routine

e Stability of the resulting nonlinear system is sought at the design stage

y,(®

u(t)
rey — Kl(s) o
T - G,9) :

OR

Figure 6.3: Modern override compensation approach

6.2 Override Compensator Synthesis

In this work the override compensation methodology of Turner and Posté@thyB6, 85, 90] is adopted due

to its powerful approach and intuitive and systematic synthesis. A blockadiraghowing the generic override
compensation framework used in this approach is shown in Figure 6.4. itehawve a reference signai,
controller, K, and plant model(z. The outputs of the plant are partitioned %@é Y }/ wherey € R™
represents the plant outputs used for feedback controlaadR? represents the outputs we desire to impose
limits on, the so-called constrained outputs. The limits are modelleg,as- sat(y.) according to (6.1)
and (6.2) wherey represents the number of constrained outputs @ndepresents the saturation threshold
on theith channel ofy.. Symmetric limits are defined here for simplicity but asymmetric limits can also be

accommodated.
sat(ye,i) = [sat(ye1), - - - ,sat(yqq)]’ (6.1)

. v e (—y iy TR
sat(ym) _ | ?{c,z Ye,i ( fl/c,z yc,z) (62)
Sign(Ye,i)Vei V|Yeil > Jesi
The vector signaf;, defined as the difference between the measured and saturated vefgigrbecomes non-

zero when the limits are exceeded and is used to drive the override coatedsto regulate the constrained
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Figure 6.4: Override compensation generic framework
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Figure 6.5: Simplified override compensation generic framework usitig)

outputs to their respective limits via The signaly can also be defined using the deadzone funciion,) =

I — sat(.), according to (6.3), producing the simplified block diagram representatiBigure 6.5.

g = Yc — Sat(yc) = Dz(yc) (63)

The most powerful form of override compensation is that for which thepmnsator is given the authority
to directly alter all controller states and outputs. Other, more simple, ovelrgetiges can be considered
as special cases of this such as in [61], but are not considered in ¢isis.thrhis flexibility is provided by

augmenting the state space matrices of the baseline controller. Assuming ajtee difreedom type baseline

controller withn,. states, viz.

A. | Bo B.
Ce | Do De

K(s) ~

The augmented controller representation has the form of (6.4) wheteR" and¢, € R™ are the elements of
the override signal which alter the controller states and outputs respgclitie linear plant model is described

by the state-space representation of (6.5).

K(S) I.‘C = AC.’L‘C -+ Bcr’f' + ch + ¢1 (6 4)
u = Cexe+ Depr+ Dey + ¢2
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jjp = Ap:cp + ded + Bpuu
G(s) ~ y = Cpxp+ Dpgd + Dpyu (6.5)
Ye = Cpexp+ Dpged + Dpyeu

When the signaj. lies within the limits, we havgy = 0 and the override compensator is inactive. Thus, a
pre-requisite for stability of the override compensated closed loop is thabth@al closed loop is stable and
well-posed, i.e. we have stability wh@n = 0. This is essentially the same requirement as that made on the
nominal closed loop system for anti-windup compensation as describeeviilops chapters except that there

is no requirement for,, to be Hurwitz for global stability.

Due to the fact that the override is activated only whdrecomes non-zero, some violation of the limit must be
tolerated. However, this can usually be reduced to acceptable levelpippapte override design. In addition,
by setting the limits of the deadzone function a few percent lower than theedggtiysical limit, an amount
of ‘headroom’ can be provided. This can be useful to ensure thattisrained outputs lie below the desired

limit at steady-state.

6.2.1 Static Override Compensator Synthesis

Let us consider first the synthesis of a static override compensatorhichw is a static matrix mapping

g € R1to ¢ = [¢] ¢,] € R" ™. This is expounded in [86] using essentially the same tools as those used for
the synthesis of static anti-windup compensators in [91]. Static overridearmsapon can be desirable as it
has no states, making it simple to implement and computationally efficient althoughighre guarantee that

it will provide the desired performance.

The central objective of override compensation is to bring the signalt of saturation in a timely manner
when a limit is exceeded and to minimise the amount by which the limit is violated. Thédesjio returning

to zero quickly and also minimising the magnitudeg;ofA useful method of capturing these requirements math-
ematically is to consider the problem of minimising thenorm of. This performance objective is tackled by
minimising the induced’; gain between the exogenous input= [’ d’]’ andy. A simplified representation

of the corresponding closed loop system is shown in Figure 6.6 wherdateespace representation @f;

is given by (6.6) and the corresponding matrix definitions are deferrégpendix C. Note that for override

synthesis the output need not be considered.

i — Az+ Bow+ Bo
Gal(s)~q y = Cyz+ Dyw+ Dyo (6.6)
ye = Cx+ Dow+ Do

A secondary performance objective used is to minimise the inddgeghin betweenv = [’ d'|' and¢ =

[} ¢5]. This can help to restrict the magnitude of the compensator sigaat therefore allow some control
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)

G(:I

Ye

Figure 6.6: Static override compensation closed loop

over the aggressiveness of the compensator. It also allows a trfadetwken adhering to the limits ap.
and performance of the primary control loop. These two performanedittans are combined to form the

following cost function for which we seek to minimise

<7 lwll, (6.7)

W11/2 N
w2

Here the diagonal matricdd; and1, are used as weights to reflect the relative importance of each perfor-
mance condition. An initial choice di/; is typically an identity matrix, and then the diagonal elements can
be varied from 1 to trade-off the relative importance of each channeleippénformance optimisation. An
initial choice of W5 is typically a diagonal matrix with diagonals in the orderlef® such that the second
performance objective has minimal effect on the initial design. The gaini®hthatrix can then be increased

to add more importance to the second performance condition in the optimisatisadauroed the magnitude of
the override signals. In addition, the matrix diagonal elements can be altelieidiirally to favour feedback to

either the controller states or controller outputs.

For stability analysis of the override compensated closed loop we apply tble Ciriterion [45]. In order to
generate a synthesis routine, the same tools as used for the anti-windupnsaitgp synthesis are applied.
Stability of the override compensated closed loop is guaranteed by the Ciitdadn, for which a sector con-
dition describing the deadzone function is combined with a quadratic Lyadunotion to form the inequality
of (6.8) in P > 0 € R"*" and diagonal matri¥y’ > 0 € RY.

%(x’Pm) — W e — ) <0 (6.8)

The L, performance condition of (6.7) is guaranteed to be satisfied if the inequéli6/3) in the two norm
holds. Using simple matrix arithmetic and by application of the S-procedure,dfiermance and stability
conditions can be combined into the single inequality of (6.10). By substitutingrindrious signals and
applying tools such as the Schur Complement and Congruence Transéorsnéhe LMI of (6.11) is produced.
This can be solved using standard LMI solvers, such as present inAfiéMB Robust Control Toolbox, to

minimise the scalaf? > 0 subject tol, € R("t™)*4 Q > 0 e R"*" and a diagonal matrik/ > 0 € RY.
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The static compensator matrix is then recovere@®as LU ~'. More detail on the derivation of this LMI can
be found in [86].

2
i
2 <y [lwl| (6.9)
W2
d
yr —(2'Pz) + § (W 4+ &' Wa®)§ — v*w'w + 25’ W (ye — ) < 0 (6.10)
[ QA"+ AQ BL + QC' By 0 0o |
* —2U+DL+L'D D U L
* * —nyI 0 0 <0 (6.11)
* * * —T/Vl_1 0
i * * * * —W2_1 ]

6.2.2 Dynamic Override Compensator Synthesis

Static compensation can be applicable to many systems but with some practieaisitds desirable to limit
the bandwidth of the override control signal, This may be simply to smooth the signal or to better manage
the performance and stability trade-off by shaping the frequency dooitéime signal. To this end, a synthesis
routine was designed by Turner and Postlethwaite [86] which allows theexwafor to be specified as a trans-
fer function matrix,®(s). In addition to the above, when the constrained output measurements cooiten

it is desirable to filter this out to prevent the noise component of the sighaaticg the compensator when
the true signal level is still within the limits. This is achieved by including a filté,s), on the constrained

outputs of the system.

The dynamic compensatd(s) is chosen to consist of a dynamic element and static element in series agcordin
to ®(s) = ®(s)K,. Hered(s) is the dynamic element chosen by the designer - usually a diagonal unity DC
gain transfer function matrix - ané, is a static gain matrix to be synthesised. The positioning of these

additional elements in the system is shown in the block diagram of Figure 6.7.

P y |/

L o) Ko |

Figure 6.7: Dynamic override block diagram

Splitting the compensator into the componeﬁt@) and K4 allows the additional dynamic elements to be

incorporated into the closed loop modékz(s), simplifying the system representation from that shown in
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Figure 6.7 to that of Figure 6.8. The optimisation problem that follows, thezef® no more complex than for
the static compensator since we simply seek a static gain matgpavhich minimises the chosen performance

constraint and satisfies the stability condition.

Ko

Gc| ‘ y

Figure 6.8: Simplified dynamic override block diagram

The output filter,F,(s), and the dynamic element of the compensabgs,), are described by (6.12) and (6.13).
These dynamics are absorbed into the state-space representation(<0fin (6.14) and definitions of the

matrices forG,(s) are given in Appendix C.

. o = A o o+B o~c
Fys)~{ FottFo T ol (6.12)
Ye = CroTro
~ tr = A + B
b(s)~4 7 ro+ Bry (6.13)
¢ = C’fxf+Df¢

& = Ai+ Byw+ By
C1# + Doyw + D11 (6.14)
¢ = Chi+ Dot

o\
&
—~

Va)
~—

2
<
e}

I

The performance condition which we seek to minimise is given by (6.7) as iraeaf static compensation.
However, the signal§ and ¢ now have a different representation. In particularjs now an internal signal
within G; and so an explicit expression foris required as given in (6.14). Using this expression¢ga@nd
substituting imy = Kyy, the performance condition is guaranteed to be satisfied if the inequality1d) (6
holds. This is the equivalent of (6.9) in the case of static synthesis. Thatien continues in the same vein
as for static synthesis, resulting in the LMI of (6.16) in variables R("<+™)*4 @ > 0 € R**+"» diagonal

matrix U > 0 € RY and scalary® > 0 for which we seek to minimiss.

2

W2
v Ak (6.15)

{ W,'?(Coz + DyK )
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[ QA"+ AQ BiL +QC} By QC} 0 ]
% DL+ L'Dy—2U Dy 'LD), U
* * —~21 0 0 <0 (6.16)
* * * —W{l 0

i * * * * —Wfl ]

Given solutions to (6.16)K s can be calculated then &§, = LU .

Notes on tuning:

Tuning of the dynamic compensator follows in a similar method as for static cormg@mexcept that there is
the additional freedom of choosing filter dynamics. As the presence ofdilteamics increases the complexity
of the controller implementation and computational demands, it is desirable torsiserfler filters where

possible.

For the noise filtersF,(s), first order low-pass filters are usually adequate and the bandwidthsecehosen
based on an appropriate noise model. These filters typically have little inlumnthe optimisation result
as their bandwidth is usually significantly higher than thoséﬁ). The performance trade-off is generally
between noise rejection, achieved by reducing the bandwidth, andimgdaitase lag in the feedback path,
achieved by increasing the bandwidth. To extract higher performamneemight consider higher order filters

with damping of less than 0.7 to reduce phase lag in the pass band.

The override input filter®(s), is chosen usually as a diagonal transfer function matrix of unity gain l@s pa
filters, simplifying the tuning to the choice of appropriate bandwidths. A goothaodeis to start with low
bandwidths and gradually increase them whilst observing the effectidormance. It is common that higher
bandwidths can be tolerated in the feedback to controller states than to thaleoutputs as some low pass

filtering usually occurs within the controller.

The tuning of the dynamic override compensator is intrinsically more intuitive fitvaan anti-windup design
of similar complexity for two reasons. First of all, the closed loop system idestaithout any compensation
applied. Secondly, there is little reason to consider filter types other thapde#-designs as for the output
(noise) filter we seek to reduce gain at high frequencies, and the ceatpeis mainly required to act at low
frequencies. However, there is much less work on override controkimvitier literature so tuning rules are

still relatively crude.

6.3 Application to Current Limitation in PMSM Speed Regulation

As mentioned in the introduction, for the application of anti-windup to the ctlireitation problem in PMSM
speed regulation we made use of the cascade structure of the PMSMcepdd system to impose limits on
the motor currents via their demands. The success of this approach in limitingptioe current relies on the

premise that constraining the magnitude of the current demand to a given lindawde the magnitude of the
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actualmotor currents to be constrained to the limit also. Due to integral action prieséetcurrent controller
this constraint is satisfied at steady-state, but it may be violated transiemtljodbe dynamic relationship
between the motor currents and their demands. An example of this is showmiie Bi§ where the magnitudes
of the current demand and measured current in the anti-windup simulation ated@®mpared. Note that even
though the current demand never exceeds the limit, the magnitude atile current vector does violate the
limit. Also note that at the onset of the large speed step demand, the cugneand is limited before the actual
current comes close to the limit. Therefore, for a period of time the limit on therudemand proves to be
conservative and unnecessarily restricts the control effort applikis. demonstrates the drawbacks involved

when using a limit on the current demand to impose a constraint on the actrexitcu
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Figure 6.9: Current saturation in the nonlinear model with anti-windup cosgtiem
Since in the override approach, the limit is applied to élotual motor currents rather than the demand, the
application of override compensation may afford more confidence in its limitafitbmeomotor current than
provided by the anti-windup approach.
6.3.1 Current limit model
The constraint we desire to impose on the motor current is a limit on the norne etithent vector according

V242 < imag, (6.17)

hence, the limitis a nonlinear function of the plant states. This is equivaletrticture to the constraint applied

to the current demand vector for the purposes of anti-windup in Chajpted So similar options regarding how

to
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to incorporate the constraint and define the structure of the compenpptgr Bhe key requirement for such a

constraint model is that it is a tractable linear function of the states.

One option is to define time-varying limits on both theand g-axis current measurements such that
[Dz(iq) Dz(iq)] where the width of each deadzone function is determined by the phasecadasagle and
the current limit. This would facilitate a multivariable override design that isetrivy the vector signal and
feeds back to both elements of the current demand vector and also the peddrreeasurement. However,
one problem with this is that because the signio$hould not change during acceleration and deceleration,
violation of thed-axis constraint would cause the compensator to drive the motor speedreraast in the
same direction whether the external inputs demand an acceleration orrdéorleSupposing that the limit
is violated during acceleration, the compensator could be designed stiefiothion of thed-axis constraint
would drive the speed measurement in the positive direction, therebgingdhe magnitude of the error signal
and aiding the system to respect the limits. In the deceleration condition the sampertsator would also
drive the speed measurement in the positive direction, increasing the ntkgyoftthe error signal and serving
to drive the system further into saturation. A neat solution to this problem ddpta SISO representation of

the constraint similar to that used for anti-windup application.

Let us consider that the current angle is determined exclusively by tmemdvance map such that thaxis
current demand is a function of the motor speed and;thris demand. Furthermore let us consider that the
output of the override compensatpr= [¢1 ¢2]” influences thg-axis current demand directly kys and via the
controller dynamics by;. The compensator can now be driven by violation of¢kaxis current measurement
alone and the threshold of the limit on theaxis can be defined as (6.18). With this approach the number of
compensator input and output signals is reduced by one. This redecsizeiof the compensator gain matrix

by four elements and may halve the number of states required for the inpuitfitelynamic design.

= =il < 619
0, lial > imas
As mentioned previously, the form of override compensation adoptedraugsrevent violation of the con-
straint entirely because the constraint must be exceeded for the catgreiosbecome active. To reduce the
amount by which the limit is exceeded it is common to set the limit in software a fesepelower than the
limit we wish to enforce. In this example this would be achieved by calculatipg according to (6.19) with
k < 1. This can be very effective when the limit is approached quite slowly b&wdpproached quickly,
delays in compensation due to filter dynamics, time delays and the dynamict@smérthe current control
loop can result in the limit still being exceeded. In this case, further redutdithe value ok may be required

with the adverse effect that the limit is reduced further in steady-statatqer

=+ kimax 2 i27 iq| < imax
detion = ( )? — g, lial = (6.19)

O’ |’Ld| > imax
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An appealing approach to tackling this problem may be to include derivatii@nan the compensator. This
could increase the aggressiveness of the compensator when the limitgsappimached more quickly. How-
ever, the ‘aggressiveness’ may still be fundamentally limited by stability ceratidns and for practical sys-
tems, derivative control tends to make a system sensitive to noise. Aragttien would be to use a lead-lag
filter design forFy(s) or ®(s) to provide phase advance in a restricted frequency range although thislsna

increase noise sensitivity. Ad-hoc methods that temporarily lower the limit \@Harge transient violation is

expected could also be employed.

6.3.2 Linear simulation results

In the same manner as used for the anti-windup designs of Chapter 5, artindat of the current control
system is constructed using a trim speed of 0.5 units under no load. Thphake advance map is linearised
and incorporated into the current control system model to form the lineaelm@g@s), which we consider to
be the plant for the purposes of override design. The derivation ofribidel is included in Appendix C.2.
The resulting state-space model is given in (6.20) for which the single iaphé g-axis current demand and
the plant output vector ig = [wy, i4 7,]’. Combined in feedback with the linear PI controller of (6.21), for
which the input vector i$ w,,)’, the linear closed loop represents the dynamics of the nonlinear spetedl con
system in the vicinity of the trim point and provides ti@ndg-axis currents as additional outputs for use by
the override compensator. A representation of the override comperdased loop using the linear system

model is shown in Figure 6.10.

Y=o
Vd N . m
e PMSM Model | |
KSpd Vq (linear d-q axis) - iy
Iq
ANYR =S
+C + L,,,,,HWWJ

Figure 6.10: Representation of the override closed loop with linear plan¢imod
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0 0 —9535 0 0 0
0 0 0 -9535 0 9.535
922730 0 —1463 5226  12.05 0
0 22730 —522.6 —1463 —497.3 | 1109
G(s) ~ (6.20)
0 0 0 1683 —3.882 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0
0 \ 13.3568 —13.3568
Kspd(s) ~ (6.21)
1 \ 0544  —0.544

Thed-axis current measurement is used for practical implementation to manipulatduhation threshold on

iq. However, for the purpose of compensator design,dtagis current output is ignored as only thexis
current measurement is passed through the deadzone function ahtbse/e the compensator. Although
the d-axis current does affect the saturation thresholdomthis has no bearing on synthesis since the sector
bounded nonlinearity used to describe the deadzone encompasseasidliggdeadzone and saturation functions
regardless of the limits used. For dynamic override synthesis where theopiignuts to be constrained are
filtered, a SISO output filter is used at the design stage as only-thés current is required to be filtered.
However, for implementation, thé-axis signal will also influence the signalvia its influence ovet ;.
Therefore, in order to reduce noise in the sighélmay also be desirable to filter thieaxis signal also. In the
subsequent linear simulation tests, override compensators are desigrieel odel linearised at a speed of

0.5 units under no load and tested on the same linear model.

Static OR Compensation

A static override compensator was designed ugifig= 1 andWW, = diag(le—7 1le—7). The design produced
is defined by the feedback gain matrix of (6.22) and achievegilgain performance level specified in (6.23).
The choice o, ensures that the secondary optimisation objective has minimal impact on the afiomfsr
performance.

® = [—552.5 108.3]' (6.22)

Ystatic = 9.23 (623)

Figure 6.11 compares the nominal linear (unconstrained) performancattoftthe constrained system with
static override compensation. For best control of the motor current madgnitu= 0.98 is chosen such that the
compensator seeks to impose the limit 2% belgwy,.. This enables the compensator to activate just prior to
reaching the real limit and avoid its violation completely. Static compensation isffexgtive at imposing the

desired constraint and has very little detrimental impact to the tracking peafare. The compensator is able
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to consistently hold the motor current at the limit when activated, facilitating maxinmesrof the available
control effort. This allows for minimum deviation from the nominal linear perfance which we consider to
be the ‘desired’ performance. Although performance of this compenisa¢ssentially ideal, time delays and
noise are expected to cause problems for practical implementation and serfoisnance level may not be
achievable in practice. In fact, even in continuous time simulation a small solveistepevas required for

smooth control behaviour to be observed.

Override compensator testing on continuous time linear model
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Figure 6.11: Static override compensation - linear model simulation

Dynamic OR Compensation

A dynamic override compensator was designed ugiig= 1 andW, = diag(le—7 le—7) and the following

filters:

1

Fs)=—— 6.24

(5) = 0:0004s 7 1 (6.24)

i 1

Hls)=— 6.25
(5) = 001505 7 1 (6.25)

Constraints on the filter bandwidths that could be implemented on the discretéwarddaken into account
at this stage such that the designs produced for the linear continuous steensyould also be tested directly

on the discrete nonlinear system. The bandwidth of the output filter wa®rcho#gially to be as high as
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possible in order to impose the minimum constraint on performance. Congjdienitations due to sampling,
the bandwidth was chosen to equal the Nyquist frequency of the ¢lmm) ﬁ wherer.,; is the sampling
period of the current loop. For the input filter, the bandwidth was inextasogressively until optimum
performance was observed. Generally speaking, the greater theiidémdhe quicker the compensator is
able to act, providing the potential for improved performance. Howevereasing the filter bandwidth also
changes the phase behaviour of the system and it was found thatsingr¢fae bandwidth can also result in
reduced performance as the gain of the compensator had to be redlicedilter chosen was deemed to
provide a good trade-off between the bandwidth of the override signalsaggressiveness of the resulting
compensator. The final stage in tuning was to reduce the bandwidth oftiingt dilter as much as possible to
improve robustness and reduce susceptibility to noise whilst having as littletimpaerformance as possible
and the compensator gain matrix produced and associatehin performance level are given in (6.26) and
(6.27) respectively. Figure 6.12 compares the nominal linear perfoerartiat of the constrained system with

dynamic override compensation. Two results are shown, one for vithiehi, and one for which: = 0.92.
Ky =[-340.4 —1.606] (6.26)

Ydynamic = 15.80 (627)

For the dynamic compensator with= 1, the compensator seeks to impose the limit,af,. The limit is
exceeded by approximately 9.5% at the onset of the large step demandredrtgpa 1% with the static de-
sign. This is because the dynamic compensator has a lower (finite) banénitlih unable to act as quickly.
This bandwidth limitation also affects the action of the compensator immediately afteason. The energy
accumulated in the compensator filters while the current limit is exceeded isadessipnce saturation ceases,
causing the motor current to drop further below the imposed limit. This rediszgge of the available control
effort and results in a larger deviation from nominal linear performawdéh £ = 0.92 the dynamic compen-
sator seeks to impose the limit at 8% belgyy,.., causing the compensator to become active sooner and the limit
to be respected. Note that the limit has to be reduced by a much greatertpgeceith the dynamic design to
prevent violation of the physical current limit. This lower limit reduces the marinsurrent at steady-state as

well as the magnitude of transient peaks and could therefore be quite dealrmeperformance.

Perhaps the most important comparison to be made between the static and dyvemiile designs concerns

the speed at which they are able to act due to bandwidth constraints imppgbd filter dynamics. As
described in the above paragraphs, this accounts for a considerablentaof the performance difference
between the two designs. Another related issue is the aggressiversagshafompensator design. Comparing
the gain matrices of the static and dynamic compensators (6.22) and (6.26)ghltthe same performance
weighting matrices were used for the synthesis of each design, the statiemrsabqr is significantly more
aggressive, which aids performance. Note also that despite the faaatia channel was given the same
weighting in the design via th&/; matrix, the static compensator makes much greater use of the second
channel which directly influences the controller output. This channehdsgs the controller dynamics and

therefore also contributes to the faster response.
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Figure 6.12: Dynamic override compensation - linear model simulation

In summary, the override compensators perform very well on the lineatincmus time model with little
performance deterioration and minimal limit violation. This is particularly true ferstatic design, for which
it is difficult to imagine a better performing design.

6.3.3 Nonlinear simulation results

In this section, the override compensator variants introduced for the Imedel in the previous section are
tested on the nonlinear multi-rate discrete-time model depicted in Figure 6.18ufteat controller( .. and
output filter of the dynamic compensator operate at the fast sample frgquen,, and the remainder of the
override compensatdr, speed controlle,,; and phase advance controller operate at the slowerlratg,;.

A saturation constraint on the voltage is included to ensure that the magnfttioedo— ¢ axis voltage vector
is correctly limited by the finite supply voltage and a simple back calculation typatovndup strategy is
included to prevent windup of the current controller integrator states e voltage demand exceeds this
limit. The inclusion of these additional nonlinearities within the inner currentrobfoop has a significant
influence over performance compared to the linear model simulations. [tioagddhe nonlinearity of the
phase advance controller is modelled fully so the current angle will vapygir the speed range, giving rise to

variations in the current loop dynamics and a time varying saturation limit og-&xés current.

Two of the simulation conditions defined in Chapter 5 are selected for analystsey represent two of the

most demanding conditions in which override compensation is required to@cCdndition 1 the large step
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Figure 6.13: Nonlinear model used for override compensation simulation

change in the speed demand causes large transient violations of tha tiorite For Condition 2, the current
limit would be violated at steady-state and so the compensator is required toim#ietaurrent at the limit
for an extended period. Other input sequences were tested but thelaetesl were found to be sufficient to

capture the most significant characteristics.

e Condition 1: Step demand from idle speed to maximum speed under no load

e Condition 2: Step demand from idle speed to maximum speed with a static load applied suctethat th

speed attained is reduced by 10% from the reference level

Nonlinear simulations under no load (Condition 1)

e No OR: Figure 6.14 shows the performance of the model without override corapensthe speed
tracking performance being shown in the upper left plot. An importantgstt is that the speed con-
troller used in this test was designed for use with anti-windup where a stigigion limit was imposed
on the current demand. The presence of this limit in the anti-windup agpeoetbled the controller to
be tuned more aggressively for better small signal performance witlaosirg large overshoots when
large reference demands were made as the control action was naturally liyiteid constraint. With
this limit removed, the response differs, and an undesirable overshuugasved for the large step refer-
ence. Another consequence of the removal of the current demand limt igéhvoltage limit saturates
more readily. Voltage saturation is indicated by the voltage magnitude reahingin the lower left
plot. It can be seen from this plot that voltage saturation starts at the afrtbet large step demand and
ceases approximately when the overshoot has reached its peak. #righelethe controller tuning will

affect the tracking response, but it is also true that the occurenadtafye saturation itself is influential
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in the response. The bottom right hand plot shows the violation of therduim&t with the motor cur-
rent approaching 1.2 units for a short period of time when the high speedrt is applied. The upper
right plot shows thg-axis current against its time-varying limit, ;;,,,. The key points to note from this
simulation are that the current magnitude exceeds the limit by approximatelyth&®the large step
reference causes the voltage limit to saturate for at least 0.1 units of timé&atritiere is a substantial

overshoot of the high speed reference.

e Static OR: The static compensator presented in the previous section had to be raiuttegfonlinear
simulation model as the high gains caused very chattery behaviour in thetdisoodel. An acceptable
design was achieved usii, = [5¢ — 7 0.1], placing the emphasis on feedback to the controller state
rather than the controller output. The compensator matrix produced is lgwé® 28) which is much
more similar to the DC gain of the dynamic compensator for the linear system €t@éligh still more
aggressive. Consequently, tig gain level achieved by the design increases by two to that given in
(6.29).

® =[-346 — 1.32] (6.28)

Ystatic = 11.63 (6.29)

The behaviour of this static design is shown in Figure 6.15. Tracking oftdpe reference is much
improved compared to the case without override compensation with ovémded completely and
the duration of voltage saturation following the large step reference eddiignificantly. Violation of the
current limit is shown in the bottm right plot and occurs in two phases. InitiddéyJimit is exceeded by
approximately 15% as in the simulation without override compensation. Followisghle compensator
acts, bringing the mean magnitude of the motor current down to the limit but alsaliiting some
chatter behaviour. This chatter is most prominent immediately following the initial limiation, and

causes the limit violation to increase toward 22%. Although this is undesirablep¢an magnitude of
the motor current is brought down to the saturation level very quickly aediatter dies down quite

quickly.

e Dynamic OR: The dynamic compensator was fine-tuned for the nonlinear model by altagrigput
and output filters to (6.30) and (6.31) respectively. In addition for thrpgees of implementation, a
copy of the output filter is also required on ti@xis current measurement, by which fraxis current
limit is calculated. Rather than being a direct copy of the output filter, retakatter was observed by
reducing the bandwidth of this filter. Its transfer function is giverfggs) in (6.32). The compensator
matrix produced is given by (6.33) and achievesfhajain level given in (6.34). Note that in this case,
L, performance is improved over that for the linear design. This is most likelg toelsause more time

was spent optimising the design for the nonlinear system.

- 1
B(s) =
)= G502 M5 11

(6.30)
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1
Fo(s) = 6.31
() = @Bse — D5+ 1 (6.31)

1
Foa(s) = 6.32
%) = A 019c —3)s 4 1 (6-32)
Ky =[—220.1 —1.177) (6.33)
Ydynamic = 13.38 (634)

With dynamic override compensation applied d@ne- 1, the performance achieved is shown in Figure
6.16. Violation of the current limit at the onset of the step demand is of a similanitodg as for
the simulations without override and with static compensation. However, thendgrncompensator
causes the current magnitude to track down to the limit more smoothly and swiftlytteatatic design.
Tracking of the speed reference is comparable to that with the static ddsidact, the slightly less

abrupt limitation of the current results in a small decrease in the rise time to theeftegnce.

A common feature of the simulation results described above is that the clinméns always exceeded by a
similar magnitude regardless of what form of override is applied. This igalties time delays associated with
the discrete-time implementation and fast electrical dynamics of the system. Amofguetant feature of these
results is that the quality of the tracking response can be influenced eoaislyl by voltage saturation and this
has been seen to cause significant overshoots of the referengeitelasse shortcomings, the system with

override engaged performs better than without any override.

Nonlinear simulations with a static load torque applied (Condition 2)

When a static load is applied to the system, the same reference sequenoedenore challenging to track
since current is required in theaxis to reject the load disturbance in addition to that required for the motor
to accelerate and track the reference. For the following tests, the magafttiedeapplied load is chosen such
that the maximum speed reference (1 normalised unit) should be infeasibléhevigiiven current and voltage
constraints. As a result, the current limit is expected to be reached diesdysstate operation rather than just

transiently as in the previous results.

e No OR: Figure 6.17 shows the performance of the system without override caafi@m The first point
to make is that the high speed reference is met even though it should bghtged his is because the
motor currents are allowed to rise above the limit. Another point is that the etbperiod of voltage
saturation between 0.2 and 0.6 units of time prevents the phase advanadl@ofrtbm achieving the
desired current angle. This allow speeds in excess of the referebheeaatthieved without exceeding the
current limit. This fact suggests that an alternative phase advance magdlovayigher speed operation,
but this topic is not considered within the scope of the thesis. Violation of tirertilimit at the onset
of the step demand is more severe than for the no load case and the limit ideckdseapproximately
19%. The current limit is also violated later in the simulation as the current aegiets back to that

demanded by the phase advance controller following the escape frorgesstituration.
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Figure 6.14: Nonlinear Simulation Condition 1 without override
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Figure 6.15: Nonlinear Simulation Condition 1 with static OR
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Figure 6.16: Nonlinear Simulation Condition 1 with dynamic OR
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e Static OR: Figure 6.18 shows the performance of the system with static override ceatpen The re-
tuned compensator fails to prevent the transient violation of the current lithi¢ @nset of the large step
demand, and the limit is exceeded by approximately 22%, partly due to chatieevidr, the aggressive
action of the static compensator brings the system out of voltage saturataktyquith the effect that
correct phase advance operation is maintained for the whole simulation.ressila there is a smooth
rise toward the steady-state motor speed of 0.89 units without overshambbiious drawback to this
design is the introduction of chatter to the motor current and voltage sigh&sidt clear exactly what
causes this but contributing factors are thought to be the use of highigardiscrete implementation,
the interaction of the two discrete feedback loops, and the switching beinaijithe compensator as the
g-axis current is repeatedly driven below the limit by the compensator thendi@ve the limit by the
nominal controller. Another consideration is the time varying nature oft&es current limit which, as
shown in the upper right plot, is seen to change at quite a high frequéhisychatter phenomenon also

presents itself in the motor speed measurement and so is not a featurentbatasserlooked.

e Dynamic OR: Figure 6.19 shows the performance of the system with dynamic overridestsajon.
With the dynamic design, violation of the current limit at the onset of the higbedgeep reference is
slightly increased compared to the case without compensatien28%. This can be attributed to the
slower action of the dynamic design, which also presents itself with a slowenr® the limit. Chatter
type behaviour is also present with this design although the magnitude is sigtiifitower due to the
filtering and although present in the current and voltage signals, doéswe a significant effect on the

motor speed.

Nonlinear simulations with reduced supply voltage

In a vehicle the supply voltage is held at the required level by the alternatbassuming that the electrical
system is functioning correctly, it is appropriate to consider that this voltages within a few percent of the
specified level. If the alternator malfunctions the supply voltage may drophésavill influence the voltage
saturation limit in the EPHS system. In the anti-windup application work of Ch&ptke effect on EPHS
performance was minimal and hence was not reported. However, in treids/ application the different

architecture of the control system allows for a much more significantteffatwarrants some attention.

To generate problematic voltage saturation the supply voltage limit, and treeth&owoltage saturation limit,
is reduced by 10% and Simulation Condition 1 is run, generating the respbos® in Figure 6.20. Dynamic
override compensation is applied in this case but the response is very sintiilautvoverride and with static

compensation because the current limit is not violated for the vast majoritg sirttulation.

The simulation result shows that when the large step speed demand is appliege saturation occurs im-
mediately and the initial magnitude of the voltage vector is high, exceeding thelfispit by 2.5 times. The

presence of this saturation event causes the integrator in the outer loopdagvand the current demand
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Figure 6.17: Nonlinear Simulation Condition 2 without OR
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Figure 6.18: Nonlinear Simulation Condition 2 with static OR
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magnitude rises to 10 times that of the limit, extending the period of voltage satuaatibtie speed tracking

performance is significantly degraded as a result.

In the simulations with nhominal supply voltage, voltage saturation may occuhfmt periods of time but
the current magnitude limit proves to be the more conservative limit i.e. that \ghicinates more readily. In
these cases, the action of the override compensator constrains theliataggaf the outer loop controller
and thus protects against this form of windup. In the override simulation withaed supply voltage (Figure
6.20), the motor current magnitude remains below the limit whilst voltage satumtcums and so the override
compensator does not act, and the windup problem ensues. This analgsits that for the existing override
compensation structure to be fully robust, the current limit should be moreoative than the voltage limit.
This could be ensured by a suitable design of the phase advance mapagptirisons the voltage and current
headroom, or by varying the current limit in accordance with the measuigaysvoltage. An example re-
sponse with the latter solution is given in Figure 6.21 whigrg. is reduced by 15% to coincide with the 10%
reduction in supply voltage. This yields promising results as tracking belraigmot significantly degraded

compared to the nominal system despite the reduction in available power.

\oltage saturation is a complex multivariable problem and the effects of violdt@mit on the current angle
produced is difficult to control with an anti-windup design, particularly witlnaar approach. When anti-
windup is applied to the outer loop, a hard constraint on the magnitude of trentdemand is imposed and
this significantly reduces the severity of voltage saturation as the input torteeloop is bounded. Thus, with
voltage saturation being quite mild, directionality problems tend to be less signifindhe override approach,
since there is no limit on the magnitude of the current demand, voltage saturatidme quite severe. This
leads to potentially greater directionality errors and may be an additionarreesy the current magnitude
remains below the limit while voltage saturation persists in the simulation of Figure BL2ther work in this
area could be fruitful and the design of an advanced, possibly nonlam&windup compensator for the inner
loop that better handles the directionality problem may reduce the susceptibilitg override compensated

system to such performance degradation.

6.3.4 Comparison with anti-windup compensation

Here we compare the best override compensator design with the besirehiipveompensator design in order
to assess the merits of each approach. We choose the dynamic ovesiglewli¢h £ = 0.99 and compare this

to low order dynamic anti-windup design 1 of Chapter 5.4.5 under no loadr@®22).

In the upper left plot it can be seen that the anti-windup compensatedrsgstebits a faster rise-time. How-
ever, from the top right hand plot, we can see that this extra performsrmahieved by violating the current
limit by close to 20% for a period of approximately 1/10 units of time. This highlighgsihin benefit of over-
ride compensation; that it deals directly with the magnitude oftttaal current vector rather than its demand.

Thus, with the exception of some short transient overshoots, the motentunagnitude can be constrained
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successfully to the limit. Although the override compensator fails to preveritied violation of the current
limit, it is arguable that this short duration peak would be less problematic to @écitomponents than a
lower peak of longer duration as observed in the anti-windup respdiiemotor current responses are very
similar but perhaps slightly smoother with override compensation. When cargghe voltage limit violation

shown in the bottom right hand plot it is clear that the override compensaiises saturation to cease sooner.

Figure 6.23 shows a comparison of the two systems under a static load conditidhis simulation, the
tracking performance is much more comparable with the anti-windup appreadhg initially a faster rise,
and the override approach providing lower steady-state error. Althcbhgtter on the motor voltage is not
completely eliminated in the override simulation, the motor currents are quite smam#tion of the current
limit is less prominent, and no oscillations are introduced to the motor speed, wittkéhe anti-windup

approach.

This comparison shows that override compensation is a better conceppuateh to the problem of current
limitation than anti-windup within PMSM speed control. The benefits are that violatiaghe limit can be

controlled more reliably, at least in-principle, that violation of the limit is moredpanent, and that greater
usage of the available current headroom can be afforded. Havithghss the anti-windup approach was also
quite successful and if the observed violation of the limit can be toleratdijtuly faster rise time can be

achieved by using this approach. Another appealing feature of the arisrapproach is that the constraint
on the current demand reduces the size of signals that the inner loopuisetetp respond to and this may

reduce the severity and regularity of voltage saturation.

6.3.5 Conclusion

This chapter has examined the override control problem and its applicatiBM&M current limitation. It
has been shown that the override strategy fits this problem more naturallgrtiawvindup and that improved
confidence regarding limitation of the motor currents can be gained with itsH@&ever, there are certain

drawbacks yet to receive a robust solution.

Testing on a continuous time linear model revealed very good results with minggehdhtion to tracking
performance compared to the linear system and very good limiting of thentufigis was particularly true for
the static design which was able to respond quickly enough to avoid violatibe 6imit almost entirely. When
applied to the discrete time nonlinear model performance dropped to an exitbnitye static design proving
to be quite sensitive to ‘chatter’ and neither design being able to suppaiessetnt violations of the limit when
large inputs were applied to the system. Testing on the nonlinear model has sbhme important differ-
ences between the two forms of override compensation and given caigelmsight into the practicalities of

implementing such control systems.

The stability constraints for the design of a static compensator seem to bed&sstive, allowing for higher

gains than their dynamic counterparts. These higher gains along with theflpblase lag from the dynamic
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compensator filters result in a more aggressive compensator. This guidvédter performance in continuous
time linear simulation but caused chattery behaviour to propagate througlystenswhen applied to the
nonlinear discrete-time model. The dynamic compensator cannot be tungdrassavely and the phase lag
introduced by the filters does restrict its ability to respond to very fastigarss However, this allows for much

smoother control with significantly less chatter introduced to the system.

One of the difficulties associated with override compensation is that violatitimedfmits cannot be avoided
entirely and when violation is caused transiently, the limit can be exceedsitiecably before the compensator
manages to effect a response. Even though the duration of such vislaieynbe very short, the amount by
which they are exceeded may be unacceptable. The extent to which this#sthis dependent upon a number
of factors including the tune of the nominal controller and the dynamics ofiéimt. pr he transient current limit
violation caused by applying large step references could not be avord#te nonlinear discrete time model
even with the most aggressive static compensator. It was observed trdeirfor the compensator to have a
swift effect, feedback via is critical. The gain in this channel, and the bandwidth in the case of a dynamic
design, is restricted somewhat by the stability condition. However, the lmehlas influenced even more by

the latency introduced by the discrete-time implementation.

To reduce this violation, the sampling frequency of the speed controlldd deuincreased to reduce latency
in the system and allow the compensator to act more immediately. This would imp&se bagnputational
demands and so may not be desirable. An ad-hoc solution could be athigweducing the value of
temporarily when conditions are encountered demanding a sharp inaréasecurrent demand. For instance,
when the speed tracking error is beyond a given threshold. Suchpaoaap may prove to be very successful
if designed appropriately but analysis of its effect on the system wouldifbeult. However, due to the
use of the Circle Criterion for stability analysis of the override design, timgimgidimits are automatically
accommodated. A more appealing theoretical approach may be to employraidyiig controller in place
of the PI regulator. The lower bandwidth of this type of controller may allowélairrent spikes to be avoided
without sacrificing performance significantly. Of course this would contleeatost of increased computational

demands.

Simulation analysis with a reduced voltage limit revealed that for the overriggagph to mitigate against
windup in the outer loop, the current limit must be a tighter constraint than thageolimit. This could

be achieved in a number of ways including altering the phase advance meguaing the current limit in
accordance with the supply voltage. A limited analysis also suggested thafltlenae of voltage saturation

on directionality may contribute further toward degraded performancés drkea is ripe for further research
and possiblities for the application of advanced, possibly nonlinear, amtityy compensators to this inner
loop problem exist. Other possible approaches would be to solve the irogatdi-windup in an override
framework by passing theé andq axis voltage demands through as dummy plant outputs. If successful, this

could allow a unified override compensator to be designed to handle botgealtal current constraints.

Overall, override compensation has been shown to be a viable alternatieeaoti-windup approach for limit-
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ing the magnitude of currents flowing in the motor windings. In concept, it is @ @opealing approach as with
the exception of the current transients discussed, it allows the chosstraiot to be imposed more reliably
and precisely. However, before the design can be consideredaykfdo the existing anti-windup solution,
additional work is required to reduce the susceptibility to transient ovetslamd improve the behaviour of the

system in low voltage conditions.



Chapter 7

Improving Anti-Windup Synthesis

Anti-windup compensator design is an inherently nonlinear problem. Theasiatunonlinearity at the heart
of every control system containing an anti-windup compensator meanthéhpeformance of the system is
strongly dependent upon the magnitude of the control input, or equilyglére saturation level. The funde-
mental problem with nonlinear systems is that the results available for theirseahg not as “sharp” as for
linear systems. Stability, for example, is either proved approximately (fanpbeawith describing functions),
or conservatively (for example with Lyapunov functions). The apghdaken in this thesis has been to take
a cautious approach and to use the Lyapunov approach to design aatgrerwhich enforce both stability
and performance properties. This has the advantage of giviaganteesbut of course, the guarantees given,

especially of performance, may be quite vague and potentially of little use.

For the above reasons, it is sometimes the case - particularly for relatingdiesystems - that an anti-windup
compensator which is designed “by hand”, perhaps using engineeiiiogn tand intimate system knowledge,
can out-perform an anti-windup compensator designed using an “optintlbdie While it is difficult to de-
fine exactly what “performance” is in such a context, we take it to meampeance yielded in simulation or
experiment during common test condtions. In situations where a gddtcanti-windup compensator can
be found, it is difficult therefore to justify the implementation of a more compldimgation-based compen-
sator on the grounds of theoretical predictions only. By virtue of themtgredegrees of freedom, the modern
compensator designs offer the potential of significant performancsfiteealong with their guarantees of sta-
bility. However, the difficulties in tuning in order to exploit their full potentiakar significant barrier to their
widespread adoption within industry. Therefore, the field of anti-windujipes for research into improving

tuning methods.

In this chapter, a contribution to the design of anti-windup compensators is.rad main aim of the chapter
is to introduce madifications to the design algorithms of anti-windup compendataiow them to bestow
improved levels of performance on the closed-loop system during andsafteation. For simplicity, and also
for the most freedom, the tuning modifications are demonstrated on the fell-amtl-windup algorithms intro-

duced in Section 4.4. Two approaches to improving the tuning of anti-windinpensators are proposed. The
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firstis based on altering the objectives on the anti-windup compensatigmdesnclude a weighting function
which incorporates frequency domain information. The second is basegmroximating the description of

the saturation (actually deadzone) nonlinearity in order to reduce a@tisen in the algorithms.

7.1 A Critique of the Existing Algorithms

This section discusses the key problems inherent in the anti-windup desigms used so far. The discussion
is focused on the full-order coprime factor-based scheme introducezttios 4.4 [100, 94] but the arguments
apply more generally to many similar schemes [65, 96, 12], including low amtkstatic schemes [91]. These
schemes share two common features: firstly, that performance is gusttarsiag theC, gain; and secondly

that stability is enforced using, in essence, the Circle Criterion. Both o&tfezdures can be criticised as

follows:

e Circle Criterion. The Circle Criterion is a well-known and tractable stability test for nonlingstesns
but it only gives asufficientcondition for stability; that is a system which does not satisfy the Circle
Criterion may still be stable. In the work of [100, 94] (and elsewhere) ih&@eCCriterion is equivalent to
using a quadratic Lyapunov function and a sector bounded nonlindarity, € Sector|0, I] to enforce
stability. While quadratic Lyapunov functions are perhaps the most tradtadl®/I-based analysis and
synthesis, they form only a small class of possible Lyapunov functioimileBly, while sector-based
descriptions of nonlinearities normally lead to tractable computational proegdior most functions,

the sector-based description is not tight and so also introduces catiserinto the design process.

e [ gain. Performance for nonlinear systems is perhaps even more difficgfitte than stability and
there are few computationally tractable performance measures availablestgiheer. One of the most
common is theC, gain which has been used extensively in the anti-windup literature. Whils ib&an
shown in [24] that there exists a full order anti-windup compensator wbéchminimise theZ, gain
of a (nonlinear) map representing the performance of the anti-windupewsafor, it is still debatable
whether such a map is a natural measure of an anti-windup compensatdéosmance. In [100, 91], a
particular nonlinear ma,, was introduced as being particularly pertinent to the anti-windup problem
and it was shown that a coprime fact@s = N (s)M (s)~! which minimised this map could be chosen
by optimisation of an appropriate gain mati#x However since the optimisation was stilh-based,
the performance measure was inevitably coarse. Further attempts on ingpttoeviperformance of anti-
windup compensators has been made in [93, 33, 102], although agaeretiespts are centred around
the Lo-gain.

The work described in this chapter will attempt to address both of the alveas and will derive synthesis
algorithms for full-order compensators which, in principle at least, shdlada #ess conservative compensators

to be produced. Simulation results will demonstrate the extent to which thesecatidifs succeed.
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7.2 Frequency Weighted Anti-Windup

This section proposes a modification to the standard full-order coprimer faated anti-windup synthesis
algorithms in order to address the coarseness ofCthgain optimisation identified above. While research
has shown that minimisation of th&, gain is a sensible and successful approach at designing anti-windup
compensators, such an approach may not capture all the desirabledeaitan anti-windup design and, as
mentioned above, may lead to below-par performance. One reason $er phaeblems is that thé, gain

is optimised over the whole space of energy bounded signals, meaning @hatdmo distinction between

commonly encountered signals and those which are unlikely to be encalimgnectical situations.

In this section, we take inspiration from mixed sensitivity, control and introduce frequency weighting into
the synthesis algorithms. In this, way, it is hoped that the designer canaufedency weight to target the

frequencies of interest and optimise thegain delivered by the compensator to those important frequencies.

The results derived were published in [58] and show how such an iraprent can be achieved using essentially
the same tools as devised in [88] and [87]. The full order anti-windupoamh is chosen because the associated
optimisation has the most degrees of freedom by which the frequencinghapy take effect. However, in
principle, the approach could also be applied to static compensation or l@wvaydamic compensation such
as reported in [91].

7.2.1 A Modified Design Procedure

As with the standard full order anti-windup scheme, we consider the stabée filantG(s) = [G1(s) Ga(s)] €
R'H~ and the stabilising two-degree-of-freedom controli&s) = [K(s) K2(s)] which are described by the

following state space models.

4. | B. | B

K(s) ~ | (7.1)
Ce | Do | De
A, | B, | B

G(s) ~ p | rd ‘ P (7.2)
_Cp Dypa ‘ Dy

Figure 7.1: Augmented plant

In frequency weighted anti-windup we re-label the nominal ptargnd augment it with a frequency weight

as shown in Figure 7.1. In this figure, the physical measurement of theqigsut,y is augmented with a



CHAPTER 7. IMPROVING ANTI-WINDUP SYNTHESIS 170

frequency weighted versiopyy 1, producing the stacked output vecfori; represents the frequency weight -
chosen by the designer - which we use to improve performe@ice.[él G‘g] represents the real, “physical”
plant andG = [G1 Gs] is the augmented plant (see Fig. 7.1); and G, are described by the following

state-space equations

A &y, = Apz, + Byu
Gy~ “P (7.3)
y = Cpp + Dpuy,

1 = Ajx1+ B
Wy ~ 1 171 1Y (7.4)
yw1 = Ciz1 + D1y

/ /
and hence by making the definitions= [ &, } ,andy = [ T } , we have

, A, 0 B,
Ty = R x + . U,
B.C, Ay B D,
Gy ~ W U (7.5)
C 0 D
y= pA T+ Ii U,
D\C, Ci DD,
Gy D,

M (s) and N (s) are chosen again as coprime factorstef which is now the “augmented” plant. The de-
coupled representation of the anti-windup closed loop using the augmdatedspshown in Figure 7.2. Note
thaty;,, andy, have now become the vector signals, = [vy;,, Y1) @d%a = [y Yy 4" in which
yw1,1im andyyy1 4 represent frequency weighted versions of the linear plant outpuliahgbance filter output

respectively.

Whereas in the standard full-order synthesis [87, 88]4henorm of the map fromyu;,, to yq (i.e. ||Z, i 2
was minimised, we now propose to minimise the frequency weighted version afehihe map fromy;,, to
yw1,4, Using the state-space realisation given in equation (7.5). Let us call thigyna This can be achieved

by ensuring that (7.6) holds, or equivalently, (7.7) whirg has the form of (7.8).

1|2
Wit < 92 i ? (7.6)
g:ingd - ’qulin,ulin <0 (77)
el 0
Wy = . (7.8)
0 W,

Typically e would be chosen as a small number to ensuregthatould have little impact on the design aﬁdp

is a weighting matrix used to trade-off the importance of the various channgjg;inNote that such a form
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of compensator fits exactly into the standard framework, except the pdararhadditonal (fictitious) output
and the controller has an additional (fictitious) input as illustrated in Figurd7 tRis figure, the “augmented”
controller is denoteds (s) = [K(s) 0] and has a null input column representing the zero contribution from

yw1 in the actual system. In this figure the standard anti-windup compensatoteatare is used except

M-l [

Ug

£ U a | N

Uijin

d

s AT N G
E |2 E L e y"n~ E lin Y- -
o C L I —T=O—y
E E E W, le,Iln E
E yIin E ____________________________ ]

_________________

Figure 7.2: Augmented plant and controller

now M (s) and N (s) are part of a coprime factorisation of the augmented plant described )n £&5vith the

standard compensator this means that a coprime factorisation can beyg{e@)lwheref’ is a free parameter.

&= (Ap,+ ByF)x + Byt
~Q ug=Fz (7.9)
ya = (Cp + DpF)x
In a similar manner to standard full-order compensator synthesis, exsiegt the state-space realisation of

(7.5), an AW compensator which guarantess stability Andain of the magyy, : w, — Wf%gd is produced
if the inequality of (7.10) holds.

V(@) + 20" W (i — w) + §5Wsiia — ¥ ttin trin <0 (7.10)
Some algebra then yields the LMI:
QAL +L'BL+A,Q+B,L B,V—L' 0 QC,+L'D,]

* -2V I VD!
P <0 (7.11)

* * —I 0

* * * —7Wf*1
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Note here however that becausgs), N(s) are coprime factors of the augmented plant (i.e. that including the
weight ¥, (s)), the order of the anti-windup compensator is greater than that of thpleza)G/(s). With this

in mind, the anti-windup compensator is constructed uging LQ ! and (7.9).

7.2.2 Case Studies

Here the performance of a number of systems with plant input saturatiomgazed for standard and frequency
weighted designs. Some of the analysis makes use of the description ofiaitipamodes [100] where the

behaviour of the nonlinear system is divided into three modes:

Mode | - This represents normal linear operation i.e. when saturation limits have eneleeeded.

Mode Il - This represents the period for which the system’s actuators are satutagedvalently it can be

thought of as the period of time betwegibecoming non-zero, and returning to (and remaining at) zero.

Mode lll - This represents the final convergence to linear performance, whmlroafter saturation has

ceased and in which the states of the disturbance filter relax asymptoticallpto ze

RC Circuit model

The model of an electrical network taken from [24] and depicted in Figusds used.V; is the plant input
voltage, andV,, is the plant output voltage. The state space model of the plant and a rosiadtilsing Pl
controller are given as (7.12) and (7.13) respectively. Note that thécesof the plant output equation are all

negative, hence the plant output is in the opposite direction to that of thie@ppntrol signal.

[ 106 —6.09 —0.9 | 1
. 1 0 0 0
Ga(s) ~ (7.12)
0 1 0 0
-1 —11 =30 | 0|
80 0 1 1]
K(s) ~ 1 0 0 0 (7.13)
20.25 1600 \ ~80 \ 80 |

For this example, the performance of the anti-windup compensator is limited Wwypslies in the open loop
plant, which form the basis of the poles of the disturbance filter in the corapmnd his causes mode Il to
be significantly longer than mode Il, as shown in Figure 7.4. Inspectioneo$tiép response of the standard
anti-windup closed loop system (Figure 7.4) reveals that the contrabipeahce during mode Il cannot be
improved upon, as for the duration of mode II, the plant input is saturataed &ffort to attain the reference

demand. Therefore, any performance gains to be achieved must fakedfring mode Ill. During mode
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Figure 7.3: Electrical Network

I, ug, is a low frequency signal and hence an intelligent choice for the freayuemrighting filter may be

a low pass filter of an appropriately low bandwidth. Figure 7.4 shows a cosopabetween the standard

compensator and that designed using the frequency weight

0.35

Wi(s) = o3

(7.14)

The application of frequency weighting gives rise to a swifter return to tipegformance through its effect
during mode Il and the performance during mode Il is unaffected.

Output response [V]

Control response [V]

RC model step tracking example
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Missile example

Figure 7.4: RC Circuit Step Response

A simplified model of the roll-yaw channel dynamics of a bank to turn missile 2@@ATR type auto-pilot

controller given in [74, 91] is selected for which the linear plant and atletrmodels are given in (7.15) and



CHAPTER 7. IMPROVING ANTI-WINDUP SYNTHESIS 174

(7.16). The two outputs of the simplified plant are roll and yaw and thus dtreetbank-to-turn nature of the

missile, to alter the heading of the missile a response is required in both of treaseets.

[ 08 -1 03] o1 0 |
80.3 —0.6 0 |-1944 376
Gao(s) ~ | —2734 0.1 —2.1| —2716 —1093 (7.15)
1 0 0 0 0
0 1 0 0 0
[ 03 —1078 667 26 04 23 05 |0 0]
107.7 -97.8 640 —45 —54 —408 21 |0 0
6.7 648 —542 —40.8 51 185 —02 |0 0
32 21 296 —631.2 4299 -21 —44.7/0 0
K(s)~| 04 —34 31 —460.0 —0.74 —098 —12 |0 0 (7.16)
0 0 0 0 0 0 0 |10
0 0 0 0 0 0 0 |01
09 85 —17 439 1.1 0 0 |0 o0
| 22 399 184 -85 10 0 0 |0 0|

As shown in Figure 7.5, the standard full order compensator performyswell with the result that linear
performance is almost completely recovered in the second channel. Th@robiem with this design is the
undesirable oscillation which appears during mode 11l when the energgdsitothe compensator is dissipated
through the disturbance filter. In order to suppress these oscillatiorhérghtype high pass filter was used to
penalise these frequencies in g gain optimisation. Figure 7.6 shows how the oscillations in the output are
attenuated as a result of the frequency weighted design using the filezibeelsby (7.17). This performance
improvement does come at the cost of larger compensator poles butgherioy weight can be altered to give

a compromise between performance and pole magnitude.

s+ 19

Wils) = 1359

(7.17)

It is found that using a low pass filter frequency weight can be usefabtaining closer reference tracking
during saturation. A first order low pass filter described by (7.18)lt®guthe performance shown in Figure
7.7. Note that while the tracking is slightly closer during mode lI, the oscillatiomisd mode Il are of greater
amplitude as they are beyond the bandwidth of the filter. In this example it ialalggthat the costs outweigh

the benefits but it does demonstrate the concept.

~ 0.1s+0.1

W1 (S) = s+ 0.1 (7.18)
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Standard full-order AW response
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Figure 7.5: Missile autopilot doublet response - standard AW
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Figure 7.6: Missile autopilot doublet response - HPF frequency weightéd A
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Frequency weighted AW response
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Figure 7.7: Missile autopilot doublet response - LPF frequency weightéd
7.2.3 Remarks on Tuning the Compensator

The extra freedom in this method compared to other anti-windup methods is xi#lifiein choosing the
weight 1171, allowing explicit frequency weighting of the design. However, in cont@standard-., design,

there may be some difficulty in tuning the weidht . There are several reasons for these difficulties:

e There is some conservatism in the method. A strong influence on the swédesguency shaping is
imposed by thé<>° norm of the open-loop plant [79, 24], which can be large for some mssté\s a
consequence, the values-pfvhich can be obtained, are therefore much greater than unity and thus our

specifications are not guaranteed to be satisfied

e In the work to date, there seems to be significant “trial and error” redjuiréhe choice of the weights.
In some systems, low pass filters are useful; in others, high pass filtersameeappropriate. Other
than observation of the system’s response, there does not seem toieraal method of choosing the

weight W (s). This requires further investigation.

!In standardH.. optimisation such as S/KS designy af unity indicates that our design specifications are guaranteed to hene be

met; anything greater than this does not provide this guarantee
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7.2.4 Conclusions and Future Work

A method of tuning full-order AW compensators for improved performarycghiaping arCs gain optimisation
over frequency has been presented. Through a number of cagessthds method has been shown to give the
potential of improved tracking performance and/or the attenuation of iratles frequency content in the

output of the nonlinear system following saturation.

The order of the compensator produced using this approach is indreasgared to standard designs by the
order of the filter used. Although this is undesirable, in practice, Hankeetmeduction could be employed
to reduce the compensator order whilst maintaining the performance bé&mwefguch a reduced order design,
a subsequent stability check would be required as it would no longer fitaiiéme factorisation framework.
However, since stability could be considered in isolation in this case, this vatlold the use of less conserva-

tive stability guarantees if necessary, for example the multivariable Papexian.

It would be ideal if an alternative method could be developed to weightCthgain optimisation without
introducing extra states. This would facilitate the use of higher order pass; shelving or notch filters
in the frequency weighted design without additional cost. This could be\ah trivially for any optimal
compensation strategy in which the compensator order is independentaiéttienodel. One such possiblity
is the static anti-windup approach reported in [91] although the lack ofrdigsan the compensator may limit
the effect that any frequency weighting may have. Similarly, for the loseendynamic approach given in the
same paper the optimisation is only able to influence a matrix gain in series with theyiti@mics chosen by
the designer. It is thought that for the low order approach, the fragtiat the designer has in choosing the
filter dynamics manually may overshadow any subtle variations in the optimisasiol caused by frequency
weighting. Therefore the most fruitful outcomes are likely to be achieveeéreithincorporating a frequency
weightin such a way as not to increase the order of the compensatgrapplication to a dynamic anti-windup

approach that does not make use of coprime factorisation of the plant.

Although performance improvement has been shown, this is not obskenvellisystems and the performance
observed can be quite sensitive to small changes in the frequency wgifiliéin For the examples presented
here, the improvement is fairly modest, although this approach is expectedrore fruitful for higher order,
complex systems. A practically verified example of this is the discrete anti-wicoinpensator of [35] which
is designed for a hard disk servo system using a high pass type fgqueight. It appears that a good baseline
compensator design is given using the standard full-order optimisatiotyring for improved performance
is complex. Frequency weighting is now one of a number of tools available tetigner with which to fine

tune a successful design.

7.3 Reduced Sector Bounds

For the modern anti-windup compensator designs presented in Sectioneddgsilgn approach ensures that

the nonlinear closed loop is globally absolutely stable, i.e. stable for all pogsiules to the nonlinearity and
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all nonlinearities bound by the sector, which in the Weston and Postlethwaaitedvork [100], is the deadzone
function. Since the sector bound is a conservative definition of the deadanction, the Circle Criterion may

be a stronger condition than required to provide stability and some cotisenvaintroduced into the resulting

design. This means that the ‘aggressiveness’ of the compensator mestiieted to ensure satisfaction of the
stability condition. If a representation of the deadzone nonlinearity carsée that more tightly defines the
nonlinearity, there will be more freedom in the optimisation and hence a moressige compensator could be
produced, potentially improving performance. This follows since the sait pbssible nonlinearities bounded

by the sector, for which stability must be guaranteed, is reduced wheizéhefshe sector is reduced.

Firstly, consider the scalar deadzone function defined by (7.19) wharandu represent the bounds of the

deadzone region where the gain is zero.

Dz(u)=4¢ 0 Yu € (—u,u) (7.19)

The function is adequately bound by tHector[0, I], meaning that it lies between theaxis and a line of
gradient equal to one on the graphlof(u) against: depicted in Figure 7.8. However, notice that for inputs
less than a value,,..., the deadzone function could be adequately bound bgdber|0, 3] wheres € (0, 1)

is a positive constant greater than zero. The relationship betwggnandg is dependent upon the saturation
limit, u, and is given by (7.20). This is shown in Figure 7.8 as the sector betweandRis and a line of
gradients.

Dz(u)
A J

Sector[0, B]

Sector{0, ]

Figure 7.8: Reduced sector A,

U

Umax = m (7.20)

More generally, if we consider the multivariable deadzone function
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Dzl(ul) B v .
Dza(u2) -
Dz, (tm)

it follows that, if we define
U
Umazx,i = 1- 5

(7.22)

each componenet of the deadzone nonlinearity locally inhabits $&gigrfor all u; < Fiumaq,i- If we now

let
B = max f3; (7.23)
it then follows thatDz € Sector[0, 5I] for all u € Uyq., Where

Ul U U, Unm,

= [_ul,maxu Ul,max] XX [_Um,max>um,max] c R™. (725)
It then follows that for alk, € U, thereduced sector conditionolds:
Dz(u)' W (Bu — Dz(u)) >0 (7.26)

wherelW > 0 is a diagonal matrix to be defined.

The effect of reducing’ from 1 can be seen by considering the graphical interpretation of tHe chiterion

in the SISO case as follows. Consider the closed loop interconnection oéar lystem((s), with the
nonlinearity,s», bound by theSector[a, 5] and3 > « > 0. The circle criterion states that the nonlinear closed
loop system is globally absolutely stable if the Nyquist lo6{gw)Vw € (—o0, o0) does not penetrate the disc
centred on the real axis with intercepts[%é, =1] and encircles it as many times anticlockwise(¥s) has
unstable poles. Considering stable plants only and that for the sectad atior(0, 5) defined in 7.8 = 0,

the disc has infinite diameter and the requirement for stability is simply that theidygeus must not pass to
the left of the linelR(s) = —1/3. A simple example of this is shown in Figure 7.9, where the Nyquist locus
does not conform to the circle criterion with the standard sector. With acesldsector0, 3), the prohibited
region for the Nyquist contour moves in the negative direction along th@xes allowing the circle criterion

to be satisfied. For anti-windup design, this leads to greater flexibility in thgrdethe linear system model
whilst satisfying the stability guarantee. Of course, the stability guarantgehotds to the extent that the
nonlinearity is bounded by the chosen sector. If the sector bound ofdg kacally, only local stability is
guaranteed. For the deadzone nonlinearity depicted in Figure 7.8, thieaaortlosed loop is guaranteed to be
absolutely stable for any € (—umaz, umaz). TO assess the benefits of using reduced sectors in anti-windup
synthesis, application is made to full-order anti-windup compensation, fichveim LMI effecting anti-windup

synthesis with a user-defined sector bound is derived.
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Figure 7.9: Simple example of the graphical circle criterion bounds on theistycpntour for sectors (0,1) and

(0.9)

7.3.1 Reduced Sector Full-Order Anti-Windup Compensator LMI Derivation

For the synthesis of a full order anti-windup compensator, we requiestarsbound and Lyapunov function
candidate by which the Circle Criterion is satisfied, andZangain condition by which performance of the
nonlinear system is optimised. The following outlines equivalent conditionshf® case where the sector
bound (0,l) is replaced by a smaller sector3(, albeit with the loss of global stability. For convenience of
notation, a compact sét € R™ is defined in (7.27) such that when the controller output in the absence of

saturationyy;,,, belongs to this set none of the plant inputs are saturated.

U :=[—t1, 1] X ... X [—Up, Up] (7.27)

The goal of anti-windup synthesis is much the same as in the standard fetleaske, except that we enforce
stability andZ, gain over theeducedSectof0, 5I]. The idea behind this is that, as such a sector bounds fewer
nonlinearities, it will be a less conservative description and will thereditiosv more aggressive anti-windup
compensators to be synthesised. The derivation of the algorithm psoreadimilar way to the standard full
order case. We wish to ensure tHdf,||; » is minimised, but over a smaller sector. Similarly we wish again to
ensure quadratic stability of the nonlinear system which means finding aihgggunctionV (z) > 0 such

thatV(g:) < 0 whenu € U,,q,- These requirements can be captured by the inequality:

V() + yya — Vg + 20 W[Bu —d) < 0 (7.28)

d - .
%(:p’Px) + yhya — VAl i + 20 W [Bu — 1] < 0 (7.29)

whereP > 0 andW > 0 are diagonal matrices to be defined. Substitutingifes w;;,, — uq, yq andx from
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(4.20) it then follows that inequality (7.29) can be written as

!/
2" | [(CotDpF) (Cp+DpF)+(Ap+BpF) P+P (A, +B,F) (Cp+DpF) Dp+PBy,—BF'W 0

’L~L, *

/ *
Uiin,

D,D,, — 2W

*

181
X
OW u |<0
_721 Ulin,

Noting the presence of nonlinear (bilinear) terms, the Schur Complemebeagplied to obtain the inequality

*

*

*

Al + F'BLP + PA, + PB,F PB,—gF'W
—2W

*

*

0
BW
_721

0

Cj, + F'Dyj,
D,/
0
~1

<0

(7.30)

The matrix inequality of (7.30) is still nonlinear due to cross products betweand P, and also betweeR

andW. These are removed by applying congruence transformations i.e. gqgoah multiplying by a con-

stant matrix which in this case iBag(P~', W~ I, I). The resulting matrix maintains the same definiteness

properties, hence the inequality of (7.31) also implies (7.30).

*

*

*

M - -1 -1 - _ —
P~'AL + PT'F'B, + AP +B,FP ByWl-gP

—owW—!
ES

*

0
51
_721
0

-1 -1 ]
P=1Cl, + PTIF'D),

W=D,/
0
—1

<0 (7.31)

By re-labelling variable§) = P~ > 0, V = W~! > 0, and applying a change of variabld%) = L, we are
left with the following LMI'in @ > 0, diag(V') > 0, andy > 0 (7.32):

*

*

*

[ QAL+ LB, +A,Q+B,L B,V - gL

-2V
*

*

0  QC,+L'Dy

Ol
0

VDh,’
0

<0

(7.32)

F can then be recovered Bs= LQ'= LP. Note that by settingg = 1 the standard sector bound is restored

and the LMI yields standard full-order compensator designs for whidbedlstability is guaranteed.

With the extra freedom allowed by using the reduced sector it is expectegdtiarmance will be improved

locally i.e. improved whetu| < |um,q.|. ANy such improvement is gained at the expense of the global stability

guarantee. However, due to the inherent conservatism of the Circlei@ritee domain of attraction for which

the nonlinear system is locally stable may still be larger than the region in whicetter bound holds.

7.3.2 Reduced Sector Case Studies

Using the LMI of (7.32) and the solver present in the Mathworks Robuositi@l Toolbox, anti-windup com-

pensators are designed for a selection of academic examples found imithénaup literature.
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RC Electrical Network

The RC electrical network introduced in Section 7.2.2 is re-used, for wigispbonses of the unconstrained
system and the system constrained by magnitude lithitsare shown in Figure 7.10 wheie= 1. As the
dynamics of the RC network are quite slow, high gains are used in the contmlil@prove the closed loop
behaviour and these result in vary large control signals for the lineadation; in the order of 200V. When

compared to the saturation limits appliedtaltV, it is apparent that severe saturation will result.

The application of full order dynamic anti-windup is successful andtyréaproves the behaviour of the
nonlinear system as shown in Figure 7.11. By designing with a reducéar $erind defined by = 0.8,
performance is improved further still (Figure 7.11). The anti-windup corsatr performance level, the
associated parameterising matrx, and compensator poles are given in (7.33-7.36) where the subdtFipt o
denotes the sector size used. For the choicé ef 0.8 the range for which the sector condition bounds the
deadzone nonlinearity is given by e [—5,5]. In the simulation results shown, the control signal magnitude
does exceed these limits quite considerably and so stability is not guaraadthedgh it is observed in practice.
The largest pole of the reduced sector compensator is significantlya@duecnagnitude compared to that of
the standard design, and so is more desirable for practical implementatienpefformance improvement

observed is accounted for by an increase in the magnitude of the donmimamae by 11%.

RC circuit responses
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Figure 7.10: RC circuit unconstrained and constrained responseséht-windup

Fo) = [-3182.7 — 33378 —15559], ~ = 33.333 (7.33)
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—3182.8
ANi(Ap + ByFo ) = | —9.9984 (7.34)
—0.48894
Foos) = [~1310.9 — 13816 —7093.2], ~ = 0.44725 (7.35)
~1311
Ai(Ap + BpFopsg)) = | —9.9978 (7.36)
—0.54125

An interesting point to note is that th® gain bound is significantly influenced by the size of the sector. This is
shown in Figure 7.12 where the performance level for the full order emsgtor design is plotted as a function
of 3, which defines the size of the sector. The shape was found to be typalabgstems tested although the

extent to which the; gain changes does vary between systems.

The theoretical minimunt, gain for the full sector is thé{,, norm of the open loop linear system so would
not drop below this value when using a conventional design. HoweVemthe reduced sector is used much
lower gains than this are returned in the optimisation. The aduajain value returned therefore is more
difficult to interpret but its value relative to other optimisation results for tmeesaystem and sector bound is

still useful.

Missile Autopliot with LQG Control

The well-known model of a bank to turn missile introduced in Section 7.2.2 ised-and a simulation was set
up in which both inputs to the plant are magnitude limitedtodegrees. The unconstrained and constrained
without anti-windup simulation responses to a doublet demand applied to batimels is shown in Figure
7.13. The controller performs well with the linear (unconstrained) systdth,the system responding very
smoothly to track the reference and excellent decoupling between theatkaNote also that in order to track
the reference, the majority of the control effort is applied in a single adteai@mnnel. When the saturation
constraints are applied, decoupling between the roll and yaw channelst isnd performance is degraded

significantly.

A full order dynamic anti-windup compensator is designed for this systenguke standard sector bound
and performance and robustness weights equal to the identity matrix. Th@eosator produced is defined
in (7.37), and the corresponding simulation performance is shown in Figlide Note that the subscript of
I denotes the sector bound used for the design to aid the distinction betwtsgarditiesigns. Due to the
restriction on control energy imposed by the constraints, neither cheaale to meet the set-point, however
each channel tracks quite closely to its reference. Notice though thatsalgration has ceased and the system
begins recovery to linear behaviour (Mode IlI), both output chanextsbit a somewhat oscillatory return to

zero. Recall that during Mode 11, in the full-order case, the outptihefdisturbance filter is governed bB¥(s)
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Figure 7.11: RC circuit responses with full order AW
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Figure 7.13: Missile doublet response for the unconstrained model ancbtistrained model without anti-
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and is thugy,(t) = Cp exp(A, + BpF)Z(0). Hence the poles of the full order compensator are central to the
type of return to linear behaviour observed. The compensator poles giy7.38) are underdamped and thus

explain the oscillations observed in Figure 7.14.

2.2795e¢ — 2 1.7686e — 1 4.5274e — 3
—1.7586e — 3 —3.1289¢ —3 —2.3714e — 4

—1.1589 + 32.482;
Ni(Ap + BpFo ) = | —1.1589 — 32.482; (7.38)
—47.713

The control signals in the simulation without saturation violate the saturation bgve5% which could be
enclosed by a sector bound on the deadzone functidh 0f2]. This sector bound is chosen as an initial trial
and if the control signals do not exceed this level in the anti-windup corapethsystem, we might expect to
see the greatest available benefit of using a reduced sector. UsirlgABVis the solver angd = 0.2, the
compensator produced is given by (7.39). Performance in simulation is\eghayver the standard full order
design, with closer tracking of the reference and a smoother respgéigsed 7.15). This is explained partially
by the improved damping of the compensator, shown in (7.40). In the corestreimulation, the magnitude of
the unconstrained control signals (not shown) do remain lessuthginand hence the stability condition does

hold. However, for larger inputs this may not be the case.

1.6956  9.2176  0.33344
Fooan = , v =1.0328 (7.39)
—0.024106  —0.3306 0.025955

—2697.8
Ai(Ap + BpFop.2n) = | —21.877 + 23.503; (7.40)
—21.877 — 23.503;

When investigating the effect of using other sector bounds, some urtegpesults were found. It was thought
that for a system giving stable results with te-tor|0, I], performance would progressively increase as the
sector was reduced up until the point at which the bound is violated and@ssaquence, stability no longer
guaranteed. However, poor performance was also observednar sector bounds where use of a smaller or
larger sector did provide good performance. An example of this iS¢ber|0, 0.8]. A compensator designed
using this sector and the same performance and robustness weighting sriatdietned in (7.41). This design
causes limit cycles in simulation when the same reference demand sequeppéied as shown in Figure
7.16. In this simulation the magnitude of the unconstrained control sigoazceed., ... and so the stability
guarantee does not hold. This is understood to be the cause of the limitbgj@eiour, although, the very
large real pole shown in (7.42) may also be causing difficulties for the simuolstiver, and this is likely to be

impractical to implement.
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Saturated+full-order AW response, sector bound [0,1]
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Figure 7.14: Missile simulation with standard sector bound. - - Nominal linedaturated + AW

Saturated+full-order AW response, sector bound [0,0.2]
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Figure 7.15: Missile simulation with reduced sector AW. - - Nominal linear, —r&td + AW
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Figure 7.16: Missile simulation with reduced sector AW that causes limit cycles

15.859 84.607  3.0364
F(0,0.8I) = s Y= 14172 (741)
—0.2424 —2.7334 0.24027

—24693
Ai(Ap + BpFoos8r) = | —3.6955 (7.42)
—364.04

Increasing the magnitude of the robustness weight in the optimisation cam tteusompensator poles to be

reduced in magnitude. When applied to the design with sector bound [0,8r8)rmance equivalent to that

achieved wi

thsector|0, 0.2] is provided and due to the larger sectoy,,,. is also increased significantly. In this

caseumq, = 40 and so local stability is not restrictive, particularly for this system as the cQ®@roller does

not cause the control signals to saturate heavily. Clearly, the impact optingsation result of reducing the

size of the sector bound is not trivial, but improvements to performancbegained.

Lightly dam

ped system with PI control

This next case study uses the lightly damped plant and Pl controller of) {al&h from [23] and a magnitude

saturation limit,u = 0.5. A nominal linear (unconstrained) response and constrained respotiout anti-

windup are

shown in Figure 7.17. Whether or not the nominal linear regpghould be considered to feod
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Lightly damped system with PI control
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Figure 7.17: Lightly damped system responses without AW

is subjective but for the purposes of anti-windup design we seek a cwatme that minimises the deviation
from the intended linear response. The saturated response is oscitlatoty the lightly damped poles of the
plant and although the system remains stable, the settling time is long and thé spomse of the saturated

system is characterised by large amplitude oscillations.

oy —02 —02] 1
K(s) ~ L G~ 1 0 | o (7.43)
2] 2
04 —0.9] 05

A full order compensator is designed for this system usingStieeor|0, I], performance weighitV,, = 1 and
robustness weight/,. = 0.1 and is defined by (7.44).

Fon = [ —99.777 —11.5585 ] , v =10.7602 (7.44)
—99.859

Xi(Ap + BpF(OJ)) = (7.45)
—0.11775

The behaviour of the system with this anti-windup compensator applied isssihdwigure 7.18. Although this
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design is successful in bringing the system out of saturation and cdirséag behaviour to be regained, the
return to linear behaviour is not as smooth or swift as one might hopegperdue to the slow pole present in
the compensator. The response of an additional full order design tn&Sgctor|0, 0.6] defined by (7.46) is
also shown in Figure 7.18. This compensator was designed using the sdommpace and robustness weights
as previously and although the compensated response still is not smoadleyvtagon from linear behaviour
is reduced: the recovery to linear behaviour is a little swifter, partly due tindrease in magnitude of the
compensator’s slow pole. An important point to note about this example isIthatigh the control signal
magnitude in the linear simulation was not greater than 2, in the constrained simwlgtout anti-windup
the magnitude of the control signal exceeded 8. Finally, in the anti-windonpensated simulations the peak

control signal magnitude approaches 70.

Fo,06) = [ _55.6844 —11.3833 |, -~ =0.42384 (7.46)
_55.6763

Ai(Ap + BpFo0.6)) = (7.47)
—0.2080

7.3.3 Discussion

These case studies show that use of a reduced sector bound can ile@doed anti-windup performance.
There are also examples for which the reduced sector affords no iempemt, although no cases have been
found for which reduced sectors result in degraded local perfacmaBy local performance, we mean per-
formance of the system whilst the sector adequately bounds the nonling@figourse, for control signals
that cause the output of the nonlinearity to exceed the sector bound, biigystmndition is not satisfied and
therefore neither performance or stability can be assured. This rebopemtion has been observed with each

of the case studies but only in the missile autopilot system did this cause detlipenfidamance.

A critical consideration in the use of reduced sectors is whether or netttier is large enough to describe the
nonlinearity for the control signals that will feature during the systemsatioer. In this respect the case studies
show some interesting characteristics. With the RC circuit, the control sighdée dinear unconstrained
system greatly exceeded the magnitude saturation limits that were to be applwmitarre was little likelihood

of being able to reduce the size of the sector significantly and still boundottigearity. As shown in Table

7.1 the peak control signal magnitude;,, actually increased when the constraints were applied, and increased
further still when anti-windup was applied. However, although the seaand did not hold globally and
stability was only guaranteed locally, the system was observed to be stabléogvarge deviations from the

sector bound and a small performance benefit was gained.

For the lightly damped system with PI control, the magnitude of the control sigrthe linear simulation

and the constrained simulation without anti-windup were relatively small. Tigigesied that an anti-windup
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Control response
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Figure 7.18: Lightly damped system responses with full order AW
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Upk

Model @ | Linear No AW Full-order AW
RC circuit 1 165 240 2200
Lightly damped | 0.5 2 8 70
Missile autopilot| 8 10 20 10

Table 7.1: Comparison of control signal magnitudes

compensator designed using a reduced sector bound may be sucddssever, the application of full-order
anti-windup, regardless of the size of the sector, served to increasevhsdty of saturation by an order of
magnitude, meaning that only a small reduction in the size of the sector couttbmimodated if the sector
condition was required to hold during operation. This shows that the sigeeafontrol signal in linear and
constrained simulations without anti-windup is not an indicator of the sizeabbiseequired for the stability

guarantee to apply for normal operation. However, stability was obdényaractice.

The missile autopilot system was a much more successful application of theetedector bound as a per-
formance improvement was gained and the peak magnitude of the contral sigs maintained close to that
of the linear simulation. As a result, it is likely that local stability may be sufficiergrtsure stability during
normal operation. For compensator designs that did cause the sectat foolbe violated during operation,
limit cycle behaviour was observed but by suitable tuning, a performagcefib could be gained whilst still
maintaining a relatively large sector. Of course, the peak magnitude of teksignals that may occur in a
given system are also dependent upon the exogeneous inputs apjiti@ddso some form of global stability
guarantee may still be desired. However, this may be provided by a lessrgative method such as the Popov

Criterion.

The application of reduced sectors has only been shown for the appiitcatfall-order anti-windup but it is
equally applicable to both the low-order and static compensation strategitiseffhenefits of reduced sectors
alluded to in [84] are that they may enable solution to the anti-windup stabilisat@symthesis problem for

non-Hurwitz plants although this area has not been explored here.

Another method available is to optimise local performance using a sector litatatches the expected size
of the control signals, but guarantee global stability by incorporatinguteédctor into the stability condition.
This can be achieved by posing both problems as separate LMIs and dhdrining them together to be
solved simultaneously. Forays in this direction revealed that when the gitaiality condition was present,
the outcome of the optimisation varied very little from the standard case whiarmpance and stability were
considered globally. This reveals that focusing the performance optinmisati@ smaller set of signals has
little effect on achieved performance. Furthermore, it suggests thaizthefghe sector has a more significant
impact on the existence of a stability guarantee for a given system, and ihésalfg this that restricts the

attainable performance level for an anti-windup design.
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7.3.4 Conclusions

The following statements are the conclusions reached from this resetrtheruse of reduced sectors.

e In most cases, use of the reduced sector bound was observed @ pasiive effect on performance in
simulation, although its effect was generally quite minor. The improved fukgperformance may still

lag behind that of a well tuned low-order compensator.

¢ Stability of the anti-windup compensated system is only guaranteed while tloe sendition holds and
therefore for a practical application, arpriori check of global stability is desirable. However, due to
the conservatism of the circle criterion, global stability is often affordedactce and so a single check

using a more complex but less conservative method may be all that is required

e The /L, performance level returned by compensator synthesis using a reskatedreduces sharply with
the size of the sector and loses its relation to#t€ norm of the connected linear system. Therefore, its

value is only of use for comparing compensator designs that employ the satoecndition.

e Whether a given sector bound is sufficient to envelope the given nanilipés dependent upon a number
of characteristics of the system. These include the dynamics of the nomirel $iystem, the type of
controller, the design of the anti-windup compensator, the saturation limits landhe exogeneous

inputs applied.

e Any performance gained by the use of a reduced sector in synthesarapp result from the associ-
ated relaxation of the stability condition rather than focusing the optimisation dopexformance for

conditions in which the control signal is bounded in magnitude hy;..

7.4 Overall Conclusions

This chapter has considered two ways in which the performance of ardispgricompensators could, in princi-
ple, be improved. In both cases, modifications to the existing full-order @antityp synthesis algorithm of [88]
have been proposed, one involving frequency weighting’theerformance objective, the other by considering

reduced sector bounds in order to obtain improved local performance.

Both methods have showed some merit in the simulation examples consideredglalthe performance ben-
efit seen has been modest. The frequency weighted approach sdernwslastow some minor performance
improvements when compared to a baseline full-order anti-windup designaytest be used to fine-tune de-
signs, once a standard full order compensator has been computeckdlived-sector approach demonstrated
inconsistent results in simulation, although in some examples perhaps shavkédsthpotential of the two

approaches.

Combined with the success of similar approaches, for instance in [77 26, the reduced sector technique



CHAPTER 7. IMPROVING ANTI-WINDUP SYNTHESIS 194

seems able to deliver real performance benefits, although these mattdredeenonstrated on more realistic,

practical systems.

Allin all, the theoretical results here should be considered as usefylsanto the difficult territory of designing

optimal, technically rigorous compensators and they lay the foundationgrtbef research of this type.



Chapter 8

Conclusion

The main contributions of the thesis and some areas for future researble sammarised as:-

e The main contribution of this thesis is the application of modern optimal anti-windagpensation to
a high performance Permanent Magnet Synchronous Motor (PMS&8dsgontrol system that is em-
ployed within an Electrically Powered Hydraulic Steering system. Anti-windapsied to compensate
for violation of a constraint on the norm of a current demand vector bigithin the control system.
A novel approach allows this complex multivariable constraint to be coredides a time-varying SISO
constraint for the purposes of compensator synthesis, allowing the ajpmtiof modern optimal anti-

windup approaches.

¢ Following a review of anti-windup compensation strategies, a number ofcdhaad modern approaches
were applied to simulation models of the PMSM speed control system. A selettiuese designs were
tested extensively on a complex multi-rate discrete time nonlinear model of the Ef&t#3n and the
most appealing classical and modern designs were subjected to prastica te an EPHS test rig. For
practical testing the compensator designs were incorporated into a pesatftprare build and run on a
production ECU using fixed point arithmetic. The optimal low order anti-windiegign yielded arguably
the best time-domain performance whilst also providing rigorous stabilityagtess for the nonlinear
system. In spite of variation in the system dynamics with motor speed, theoaatlgkis showed that
a single linear compensator design was able to provide such stability glesdaten excess of 95%
of the operating envelope. Furthermore, theperformance bound was shown to be virtually invariant
with the operating condition of the system. In addition to providing new resulBNSEM speed control,
the success and robustness of the low-order dynamic design for thisadipp gives greater confidence
for the application of this approach to other engineering systems. Furtherthe application results
presented here are believed to be the first application of modern antipwintopensation techniques to

areal PMSM system.

One opportunity for future work in the context of PMSM control is the agtian of nonlinear anti-

windup methods to the current limitation problem. Techniques based on Nanyeamic Inversion
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such as presented in [57] promise effectively to cancel the nonlineartbeiplant. This should reduce
variation of the nonlinear anti-windup closed loop dynamics with the operatinditton and as a re-
sult, may allow stability to be guaranteed over the whole operating envelogaldition, performance

improvements may also be achieved.

A similar but less computationally intensive option would be to design a gain gtdtednear anti-
windup compensator. Both the static and low-order designs could be ddgyite easily into gain-
scheduled designs. This may allow the stability to be guaranteed across tleeopkoating envelope

without a significant sacrifice of performance and with little additional coniyléar implementation.

e It was identified that the problem of limiting current with the EPHS system daslky $ more naturally
cast as an override problem as the currents are states of the plantirél stmicture was proposed apply-
ing a similar simplification of the vector norm saturation problem as in the anti-ypiagplication work.
This structure allowed the application of optimal override compensation apipes to the EPHS system
model and static and dynamic designs were produced. The dynamic evdesiyjn gave encouraging
results, showing more consistent limitation of the current than affordedebgriti-windup approach in
simulation testing. Again, it is believed that this chapter reports the first afiphicaf modern, theoreti-

cally rigorous override techniques, to PMSM systems.

Although override control is considered to be an appealing concepipabach, some minor problems
remain that warrant further research. The first is that transient violafiohe limit can still occur and
although this is more short-lived than in the anti-windup approach, it mayeexite limit by a greater
extent. A key issue with this difficulty is that in the override approach, limit viofai® necessary
to trigger the activation of the compensator. Thus, confining attention to linearide controllers
(in which the reaction will be linearly proportional to the constraint violationyrhna too conservative.
Some recent work on nonlinear override controllers may help to addie$36h95], although, of course,
such controllers have an associated complexity increase. Another #ilteigdhat if the conditions that
give rise to such overshoots can be reliably identified, an ad-hoc mdidificzould be developed that
temporarily reduces the saturation threshold in this condition. Such anambpneay be difficult to tune
but the stability guarantee afforded by the Circle Criterion does accommsideletime-varying limits
and so the stability properties of the system should not be affected. Adgcoblem is that, depending
upon how the voltage and current limits are set, saturation of the voltage limit neagmi violation
of the current limit and allow the outer loop to wind up. Further study betweerinterplay of the

constraints is required to improve understanding of this phenomenon aeldpe rigorous solution.

Another opportunity for future work is to remove the anti-windup compemsatthe inner loop and
tackle this problem via override compensation. This could be achieved $singathed and ¢ axis
voltages through the plant as dummy outputs. This approach is appealingasddtallow the design of

a single override compensator to compensate for both current and vsétagation.

e A theoretical contribution toward improving anti-windup synthesis by the agiidic of reduced sector
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descriptions of the isolated nonlinearity was given. This technique waedpp full-order anti-windup
compensation and shown to provide performance improvements during Modieen saturation has
ceased and the plant output converges toward that of the nominal lystanms Although the improve-
ments seen were modest, the increased flexibility in the synthesis routinesthiéé reay provide more

significant performance benefits in other applications.

Further work in this area could explore applications to both low-order &ttt compensation. For
these more simple compensator designs, the extra flexibility allowed in tuningddbe®wmore transpar-
ent, allowing the characteristics of systems for which reduced sectorglersignificant performance

improvement to be identified.

e A second theoretical contribution considered the idea that’thgain objective can be too general a
measure of anti-windup performance to ensure that a design with opfisngain provides what the
designer would consider to be best performance. Specifically, theepbot weighting performance
objectives over frequency was borrowed from linear robust cbatrd applied to the, design problem
for full order anti-windup compensation. The technique revealed thgiMryg certain frequency ranges
greater significance in the performance optimisation, characteristics oesdting design could be
influenced that allowed a design to be fine-tuned for improved perforeagain, modest performance
improvements were observed in simulation but it is thought that certain, momglew and more realistic

systems might demonstrate the improvement more dramatically.

Other thoughts for future work on performance improvement for fuleommpensators are as follows.
For the low-order dynamic anti-windup compensator, one of the main beapfitsars to be that the de-
signer can choose the dynamics and therefore have a significaritaiféoe outcome of the synthesis.
It is believed that this flexibility allows the true performance potential to be éegolowhich may not
correspond to the lowest possilile gain. Adopting a similar philosophy in the design of full-order com-
pensators, improved performance may be afforded by allowing the @es@impose certain constraints
on the dynamics during synthesis. One possible method may be to restrictéseopthe disturbance
filter to certain regions. Similar work for linear systems and imposing quadtatidisy can be found in
[10].

¢ A significant area of future work is the topic of robustness. The degigggented in this thesis are robust
in the sense that a single linear design has been shown to be robust toiatiervin dynamics present
in the nonlinear system and also to the differences between the model aadsgstem. However, the
topic of robustness in terms of frequency domain uncertainty models ad four®® control has not
been addressed. The lack of rigorous robustness analysis is typtbal majority of work in the field
of anti-windup due to the difficulties in applying such approaches to nomlsyestems. However, some
preliminary work can be found in [88] and [94]. Robustness to strudturecertainty could also be

investigated.



Appendix A

PMSM Control System

A.1 Linearisation of the d — ¢ Axis PMSM Model

By making the substitutions

T iq U Va
xr = 372 g Zq u = UQ g ‘/;1
x3 Wm ug T

the nonlinear! — ¢ axis state equations of (3.10) can be expressed as

1 fiz,u) Y, (1 = Ry + PLyxaws)

d

7| 22 = | falz,u) | = 1/Ls <u2 — Rgxo — PLsx3x1 — %1‘3)
T3 fa(x,u) 1/LS (@keazg —uz — Bx;;)

Linearising about an equilibrium point(, u) gives

T = A% + Ba
where
8fl/axl 8f1/(9x1 8fl/(?:zvl 8fl/Ba:l 8f1/8:61 8f1/8:61
A= afl/ﬁxl 8f1/6x1 8f1/6x1 B= 8f1/8x1 afl/(fhl 8fl/(‘hl
afl/am afl/ﬁxl afl/(?xl afl/@:/vl 8fl/agvl 8fl/agvl
Evaluating these derivatives gives
B Pas(0) P (0) Yo, o 0
A= | —Pxs(0) ~Byp  —Pui) -/ 53| B=| 0 Yp o0
0 eV, —By; 0o 0 Y

wherex;(0) represent the equilibrium value of state The output equation is given by

Wm 0 01 T
iqg |=1]11 00 T2
Iq 010 T3
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and if required, the electromagnetic torque can be determined by

xl

T.=|0 0 H8 1] g2

x3

A.2 Model Parameters

A full set of normalised parameters used for modelling and simulation of theMPBffged control system is

included in the following tables.

Model Parameter Normalised Value

Ry 0.2541

L, 0.1277

B 0.0323

J 1.4837

K, 1

P 5

Tert 200e~% units
Topd le~3 units

Table A.1: Model parameters

Controller parameter Normalised value

kp.crt 2

i crt 2

kp.spd 9.87

Ki spa 413
Tert 200e~°
Tspd le_3

Table A.2: Normalised controller parameters used for design and simulation

Parameter Normalised value

Drive stage voltage limit 1
Supply Voltage 2
PWM modulation depth 1

Table A.3: Additional parameters relating to the Simulink model
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Normalised speed Phase advance angle [Rad] Normalised speed &aseeaangle [Rad]

0 0 2.05794015 1.1244
0.5879829 0 2.11673844 1.14
0.64678119 0 2.17553673 1.1548
0.70557948 0 2.23433502 1.1689
0.76437777 0.0154 2.29313331 1.1823
0.82317606 0.1827 2.3519316 1.1951
0.88197435 0.3115 2.41072989 1.2074
0.94077264 0.4155 2.46952818 1.2191
0.99957093 0.5022 2.52832647 1.2303
1.05836922 0.5761 2.58712476 1.2411
1.11716751 0.64 2.64592305 1.2515
1.1759658 0.6961 2.70472134 1.2614
1.23476409 0.7459 2.76351963 1.2711
1.29356238 0.7904 2.82231792 1.2804
1.35236067 0.8305 2.88111621 1.2894
1.41115896 0.8669 2.9399145 1.2981
1.46995725 0.9001 2.99871279 1.3065
1.52875554 0.9306 3.05751108 1.3147
1.58755383 0.9587 3.11630937 1.3226
1.64635212 0.9846 3.17510766 1.3303
1.70515041 1.0088 3.23390595 1.3379
1.7639487 1.0312 3.29270424 1.3452
1.82274699 1.0522 3.35150253 1.3524
1.88154528 1.0719 3.41030082 1.3593
1.94034357 1.0905 3.46909911 1.3662
1.99914186 1.1079 3.5278974 1.3729

Table A.4: Phase advance map
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Anti-Windup Compensation

B.1 State Space Matrices for Minimal Realisation of Static and Lav Order Anti-Windup
Compensators

Minimal state space realisations for the static and low order anti-windup caatpes presented in 4.4 are
parameterised by the following matrices where the nominal controller and adlargiven by (B.1) and (B.2)
and the matriced andA are defined as shown in (B.3) and (B.4).

'c:Ac ¢t By + Ber
O e Pel T Pert (B.1)

u=Cixe+ Doy + Depr

&p = ApTp + Bpym + Bpad
G(s) ~ p ptp P pd (B.2)
y = Cpxp + Dyt + Dpad

A=(I-D,D,)"" (B.3)
A=(I-D.Dy)"" (B.4)

B.2 Static Compensator Matrices

A, + B, AD.C, By AC,
B.AC, A.+ B.AD,C,

) BOZ

ByuA  —Bp,AD,
B.AD, —B.A

wa]]
Il

Doy =AD.D, Di=[A -AD, |

C=| AC, AD,C. |, Dw=AD, Dy=|AD, -AD,D. |
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B.3 Low-Order Compensator Matrices

[ A, + B, AD.C,  BnAC, BpAC, —B,AD.Ch |
i B.AC, A.+ B.AD,C. B.AD,C; —B.AC,
0 0 A 0
I 0 0 0 Ay ]
[ BuA ] [ B,WAD, —B,,AD.D, |
B.AD | B.AD,D, —B.AD
Bo _ D ’ B = p71 2
0 B 0
0] 0 B, |

Ci=| AD.Cc, AC. ACi ~AD.Cy |, Ca=|AC, AD,C. AD,Ci —AD,D.Ch
DOl = ADcha Dl = |: ADl _ADCDQ i|
Dow = ADy, Dy=| AD,D, —AD,D.D; |

where the filter dynamics chosen by the designer are given by

Ay By
) FQ(S) ~
1 D,

B.4 State-Space Matrices for BCAT Stability Check LMI

A2 By
Co Do

Fl(S) ~

-1

I—D,D. 0 N
A= P A= (I-D.D,)™ !
—D,D. I
= | A+ BuAD0[CC) B, AC,
[0 BJA[C), Cy) Ac+ [0 BJA[D], D)J'C,
ByuA _ By A —B,,A[D. 0]
[0 BJA[D,, D] 0 BJA[D, D] —[0 BJA

C) = [ A[D. 0][C, Cl) AC, } Do1 = A[D. 0][D;, D] Dy = [ A —A[D. 0] }

Co=| AloyCy) AID, DYC. | Doz = AID, D) Do =| AlD, DY ~A[D) DY[D, 0] |



Appendix C

Override Compensation

C.1 State-Space Matrices of7,;(s) and C?cz(s) for Static and Dynamic Override Compensation

Cy = [ AD,C. AC, } Dyo = [ ADpDey ADpq } D, = [ 0 AD, }
C = | DuCi+ DpDeAD,Ce Cpe + DycDeAC, |
Do = { DpcDer + DpeDeADyCe Dpge + Dpe DeADyg }

A + B.AD,C. B.AC,
B,C. + ByD.AD,C. A, + B,D.AC,

D=0 Dyt DpDAD, | A=

B B.r + B.AD,D,, B.ADy; B I B.AD,
0 pr— pr—
BpDer + ByD.:ADLD,.,  Bpg + ByD.AD,q 0 B,+ B,D.AD,
where
1 = Ay 0 - 0
BCy A By
N By . _ _
Bi=| _ C1=[DCf C} Do1 = Dy
BDy;

bi=[D p;| G=[c; o] Di=p;

C.2 Linearisation of the Phase Advance Function

The nonlinear closed loop system formed by the interconnection of thel $pee PI regulator (K), phase
advance functionf) and linearised model of the current control systémié shown in Figure C.1. We desire
to linearise the phase advance function and absorb this into the currgrdl®ystem model. To achieve this,
the nonlinear modulus functions must be omitted. Ignoring the modulus fungtjaied to the motor speed

measurement has no influence on the result as for application in EPHS, threomigtoperates in one direction



APPENDIX C. OVERRIDE COMPENSATION 204

i.e. wp, > 0. On the other hand, the omission of the modulus function omg#res current demand means that
for operation withi, < 0, thed-axis current demand will be positive in the linear model as opposed to zero in
the nonlinear system. Thus, the linearisation will only be accurate wherd. This should not be problematic

as for the operating conditions in which the model is used for compensaigndgéhis will always be the case.

¢
{—mm)= W)=
id,dmd
=)= ki w
Wm,dmd ’_» o X G ri
K . >
> Igq,dmd

Figure C.1: Nonlinear closed loop system with phase advance
From the block diagram we have
id,dmd = [ (igdmd>Wm) = —igdamal X tan((wm))
and we desire to arrive at a linear relationship

id,dmd = [KZq me] {iq,dmd Wm]/

for which
Kig = ;_f(’) (C.1)
/Lq’dmd iq,dmd(o)vwm(o)
Kwy, = 240} (C.2)
80.)m iq,dmd(o)vwm(g)'
The solution to (C.1) is given by
, afl(.
Kiy= 5 = — tan () 0 c3
ba.dmd i, 41na(0) wim (0)
The solution to (C.2) is given by differentiating by parts as follows. Defining ) (w,,), we have that
af.) _ . dtan(a) Oa
Ow,, bg.dmd Oo Owp,
. OY(wm
= —iy dma sec’(a) gi: )
Thus, by evaluating &tv,,, (0), 4,4ma(0)) and substituting in foev = ) (w,,) we arrive at
af () : 2 Op(wm(0))
Kuwy, = = —ig.dmd(0) sec” (Y (wmn(0))) —F—=— (C.4)
Pn O im0
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C.3 Linear Plant Model Matrices for PMSM Override Case Study

The linear plant model is parameterised by the following matrices.

[ 2844 1263 —0.009809 —0.158 0.05071
8.07 —136.9 118.2 261.2 —33.44

Ay = 3.53  —145 —117 —35.66 175.9
7.564 —278.5 —487 —1312 —329.8
| —3.429  116.1 213.1 1255  —1362 |
[ 1543 [ 0.001138 |
—2.204 —0.008051
Bpa = | —0.9575 B, = 0.004471
—2.052 0.03089
| 0.9302 | | —0.03901 |
Cp=| —1.542 0.3585 0.03594 0.0286 —0.002264}

—0.0008787 —0.3851 —0.5068 1.028 0.8355

Cpe =
0.05575  —2.14 08116 1.776 —0.4106

/
Dpd:Dp:O Dpdc:Dpd:{O 0]
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