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Combined Channel Sounding and Direction Finding Studies of HF Radio
Propagation Effects Observed Over High Latitude Communication Paths

Clive Andrew Jackson

Abstract

The high latitude ionosphere is a dynamic region that is subject to a variety of 
disturbed conditions affecting oblique propagation of HF radio signals. Multipath and 
off great circle propagation resulting from rough ionospheric reflecting surfaces 
introduce time dispersion, while movements in the ionosphere impose Doppler 
dispersion. These effects, when combined, result in very complex signal 
characteristics, which cause degradation to the performance of communication 
systems if the delay or Doppler dispersion exceeds system dependent bounds.

Results are presented based around measurements of signals, produced by the 
Doppler And Multipath SOunding Network, recorded using a six channel spaced 
array receiving system, during a 10 day campaign at Kiruna in March 1998. In 
addition to delay and Doppler processing, the directions of arrival (DOA) of the 
signal components were estimated using a super resolution direction finding 
algorithm.

Most signals were narrow in delay and Doppler, however a significant statistical 
spread in their DOA was observed. Statistics on the occurrence and characteristics of 
the remaining signals revealed that trends in DOA are often associated with complex 
delay and Doppler propagation. A number of cases had Doppler spread exceeding a 
specified Doppler boundary of operation, while none exceeded the delay spread 
boundary.

Case studies revealed detailed propagation effects. Of particular interest is the often 
observed East —> West trend in DOA with Doppler offset. This is attributed to 
scattering from irregularities embedded in turbulent bulk convection flows. E-region 
modes with good spectral and geographic distribution of signal energy are often 
observed in otherwise complex cases.

Spatial filtering, using two or three element arrays was investigated and found to be 
effective at reducing large Doppler spreads to lower values more amenable to high 
data rate communication systems. Fast solver spatial filtering methods were found to 
be very robust, effective and a lot quicker.
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1. Introduction

This thesis is concerned with point-to-point digital communications via the high latitude 

narrowband High Frequency (HF) ionospheric radio channel. In such a system, data is 

digitally modulated onto HF radio carrier waves, which are propagated from a 

transmitter on or near the surface of the Earth, via the ionosphere, to a receiver, also on 

or near the surface of the Earth, where they are demodulated and the data recovered.

For a perfect channel there will be no distortion of the signal and the data recovered at 

the receiver will be a perfect copy of that sent by the transmitter. However, the HF 

channel is known to suffer time varying environmental noise, multipath propagation and 

Doppler effects, all of which contribute to signal distortion and consequent errors in the 

received data.

The aim of the work presented in this thesis is to gain an understanding of some of the 

physical propagation processes that have an influence on the performance of HF data 

communication systems operating at high latitudes and to investigate ways of mitigating 

their impact. Of particular interest is the directional structure of incoming signals at a 

receive site after propagation via the ionosphere.

In order to achieve the best performance from a communication system it is necessary to 

understand the characteristics of the channel it is attempting to use.

1.1 The Ionosphere

The ionosphere can be defined as that part of the upper atmosphere where sufficient 

ionisation exists to affect the propagation of radio waves. This occurs in a region that 

extends in altitude from approximately 50km to greater than 1000km. The term 

'ionosphere' is usually used to distinguish the ionised part of the upper atmosphere from 

the background neutral gas. The ionosphere is vertically differentiated and characterised 

by its electron density versus altitude. A typical profile is illustrated in Figure 1.1.

The different layers of the ionosphere are specified alphabetically:

D. -  extends from approximately 60km to 90km in altitude, the D-region is produced by 

Lyman a  and hard X-rays from the Sun.
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E. -  extends from approximately 90km to 140km in altitude, the E-region is produced 

by solar soft X-rays. Under certain conditions a layer, known as sporadic E (Es) 

develops which can have an electron density exceeding that of the normal E-region by 

more than 4 times.

F. - the peak electron density is usually found in the F-region at an altitude of 

approximately 140 km or above. The F-region, which can be subdivided into the FI and 

F2 layers during the summer daytime, is produced by Solar Extreme Ultraviolet (EUV) 

radiation.

The ionised nature of the ionosphere means that electromagnetic waves can interact with 

it. In particular the ionosphere provides a refractive medium for electromagnetic waves, 

which under certain conditions give rise to total internal reflection. Importantly, for 

communications purposes, these conditions are often met for radio waves in the HF 

band (3MHz - 30MHz).

1.1.1 Morphology o f the ionosphere

The structure of the ionosphere varies in a complicated fashion both temporally and 

spatially. For the most part these variations can be accounted for by the amount of 

ionising solar radiation incident upon it and electron recombination rates.

Large diurnal variations in solar illumination occur through the day and lead to changes 

in the structure of the electron density profile, such as those illustrated in Figure 1.2(a), 

where the electron density increases rapidly after sunrise, reaches a peak in the 

afternoon and decreases slowly after sunset. There is also a seasonal variation in 

structure illustrated in Figure 1.2(b). Surprisingly the peak electron densities occur in 

the winter months in these profiles. This is due to an increase in the amount of atomic 

oxygen in the atmosphere in winter allowing more ions to be produced, while at the 

same time the lower temperatures retard one of the ion-electron recombination 

processes.

The 11 year sunspot cycle has an effect on electron density distribution, the increased 

solar activity associated with high sunspot numbers leads to increases in the peak 

electron density, as illustrated in Figure 1.3, which shows marked increases with 

sunspot number.
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There is significant geographical variation in ionospheric structure too, much of this is 

related to other solar phenomena and the interaction of the Earth’s magnetic field with 

the interplanetary magnetic field.

1.2 Solar terrestrial relations

The ionosphere is generated by the action of solar radiation and particles on the upper 

atmosphere and is thus sensitive to changes in this solar flux. However, the ionosphere 

is also affected by the interaction of the Sun and Earth’s magnetic fields in the solar 

wind plasma (see Davies [1990]).

The solar wind is formed as open solar magnetic field lines expand away from the Sun 

and allow coronal plasma to escape and flow into interplanetary space. This solar wind 

plasma in turn interacts with the Sun’s magnetic field and carries it into the 

interplanetary medium, where it is then denoted the Interplanetary Magnetic Field 

(IMF).

This solar wind flows around the Earth's magnetic field to produce the 'geomagnetic 

cavity’, which has a structure illustrated in Figure 1.4.

At low latitudes the Earth's magnetic field is closed and approximates a dipole field 

inclined at 12° to the Earth's axis of rotation. At higher latitudes, however, the 

geomagnetic field interacts with the IMF and is swept back to form the magnetotail. The 

magnetosphere formed in this way has structure. In the low latitudes the closed 

geomagnetic field lines are swept around with the Earth and contain the region known 

as the plasmasphere. At higher latitudes the field lines are swept back into the centre of 

the magnetotail, called the plasma sheet, these field lines correspond to field lines in the 

auroral oval. The auroral oval is the region where precipitation of magnetospheric 

particles causes ionisation of the atmosphere in addition to that from the solar flux, 

producing visible structures called ‘Aurora’. The aurora are confined to this auroral 

oval, which has been statistically specified by observation of photographic data 

(Feldstein & Starkov [1967]) for different levels of geomagnetic activity. The 

orientation of this oval zone is fixed with respect to the Sun, the Earth rotates beneath it, 

Figure 1.5. At high latitudes the open geomagnetic field lines reconnect with the IMF, 

these field lines map back onto the Earth in a region known as the 'Polar Cap'.
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Magnetospheric electric fields, produced by magnetospheric convection, map into the 

polar cap where they drive plasma convection across the polar cap dependent on the 

orientation of the IMF (Bx, By, Bz)

Figure 1.6 gives some examples of these convection flows (Lockwood [1993]). These 

convection flows can extend into the mid latitude sunlit ionosphere and convect highly 

ionised plasma back into the low electron density polar cap. At the altitudes where 

electron recombination rates are low these regions of enhanced ionisation can persist for 

several hours and drift for large distances across the polar cap.

Field aligned irregularities may be produced in the presence of the steep electron density 

gradients perpendicular to the magnetic field in regions such as the edges of electron 

density enhancements or by precipitation within the auroral oval. These irregularity 

structures may be carried in the convection flows over large distances.

The mid latitude trough is a depletion of the electron density in the F-region found 

equator-wards of the auroral oval during night time hours. The pole-ward wall of the 

trough is formed by enhancement of ionospheric plasma density by the electron 

precipitation in the auroral oval, the equator-ward wall is the boundary between the 

trough and the mid latitude ionosphere (.Davies [1990]).

1.3 Ionospheric radio wave propagation

A theory of ionospheric radiowave propagation was devised by Appleton in the 1920's. 

The equation for the calculation of the complex refractive index, n = (p -  i%), of the 

ionosphere is known as the Appleton or Appleton-Hartree equation, Equation 1.1. This 

has been generalised to include the effect of heavy ions and the electron collision 

frequency {Davies [1990]).

X

Y 2 Y 4 21 T T . 2\ - i Z ---------- L_____ + ,______ i______+ Y
2 ( 1 - X  - iZ) A/ 4(1 - X - i Z f  1V 4(1 - X - n

Equation 1.1

Where X = Ne2/eomco2

N = electron density
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e = charge on an electron 

£o = permittivity of free space 

m = mass of an electron 

(0 = radio wave angular frequency 

Y j = eBj/mco

B j = transverse magnetic field (normal to wavefront normal -  in the 

plane of the wavefront)

YL = eBL/mco

BL = longitudinal magnetic field (parallel to wavefront normal)

Z = v/co

v = electron collision frequency

When collisions are considered negligible (Z « 0) and the magnetic field is considered 

negligible (Y «  1) Equation 1.1 reduces to

' h '  

y f  ,

Equation 1.2

W here/ =  radio wave frequency

/  = —  
J n 2k  \

Ne 2
£0m

, the ‘plasma frequency’ (Hz)

Equation 1.3

2
The value j i  represents the real part of the refractive index. Since jit is real, ( I  must be 

greater than 0. In Equation 1.2 it is also indicated that p  is less than 1. This results in p. 

having a value between 0 and 1.

Further examination of Equation 1.2 reveals that the refractive index decreases with 

increasing electron density and/or decreasing radiowave frequency.
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Snell’s law describes ray behaviour in a refractive layer:

jisintj) = |iosin(j)o

Equation 1.4

In this case |i represents the refractive index of an ionospheric layer and (|) the angle 

between the wave normal in the layer and the perpendicular to the base of the layer. <|)o 

and |io=l are the values at the base of the layer.

For reflection to occur (j)r must equal 90° hence:

|ir = sin(J)0

Equation 1.5

In the case of vertical propagation in a horizontally stratified ionosphere 4>o = 0° which 

results in jir = 0. Referring to Equation 1.2 leads to the conclusion that reflection can 

only occur if the ionospheric layer in question has a plasma frequency / n greater than or 

equal to the wave frequency /. If the wave frequency, / ,  is greater than the maximum 

plasma frequency of the ionosphere then the ray will not reflect at all but will pass 

through. This frequency is referred to as the ‘critical frequency\/c.

1.3.1 Applied magnetic field

If the case where an external magnetic field is applied, but collisions are still negligible, 

is considered, equation 1.1 may be written,

2 = 1 ____________ 2 X ( 1 - X )

2(i -  x ) -  yt 2 ± -Jyt* + 4(1 -  x )2 y.!

Equation 1.6

After substituting |i = 0, for vertical incidence reflections, there are three solutions to 

this equation,
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The positive solution gives

X = 1 ‘ordinary wave’ Equation 1.6a

The negative solution gives

X = 1 -  Y When Y<1, for the first ‘extraordinary wave’ Equation 1.6b

X = 1 + Y When Y>1, for the second ‘extraordinary wave’ Equation 1.6c

Equation 1.6a represents the ordinary wave. This is so named since it is reflected at the 

same height as the zero magnetic field case. The negative solutions represent the 

extraordinary wave. In general the ordinary and extraordinary waves have different 

polarisation and reflect at different heights. Under certain conditions, however, energy 

from the ordinary wave may couple into the extraordinary wave. This can occur at high 

latitudes for near vertical incidence propagation since the Earth’s magnetic field lines 

run nearly parallel to the wave direction. In this case the composite signal is called the z- 

wave.

1.3.2 Collisions

If the effect of collisions between the free electrons and neutral gas molecules, in the 

absence of a magnetic field, is considered. Equation 1.1 may be written,

n 2 =  1 _ “ ~ r
1 — i Z

Equation 1.7

In this case the refractive index, n, is complex.

Energy in the propagating wave is transferred into kinetic energy of the free electrons, 

which in turn transfer some of this kinetic energy to the neutral gas molecules via 

collisions. The propagating wave is attenuated and the neutral gas is thus heated.

The absorption coefficient for this case is given by the imaginary part of the propagation 

function,
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C0
K = — Zc

_  (0 (  - X Z  '
'  c { 2 l l ( \  + Z 2) ^

_  e2 N v  
2e0mc p(co2+ p 2)

Equation 1.8

It is clear that at the reflection condition ( jll —» 0) there will be strong absorption. This 

mechanism is known as deviative absorption.

In the lower ionosphere, such as the D-region, although p  > 0 and there is no reflection 

condition, Nv is large and absorption does occur here, this type of absorption is termed 

‘non-deviative’ absorption. The density of the D-region varies with time of day hence 

absorption is usually strongest close to local noon and weakest at night.

In the higher ionospheric layers v2 «  co2 and the absorption is inversely proportional to 

the wave frequency squared.

1.3.3 Applied magnetic field  and collisions

If the case where collisions in a medium with an applied magnetic field is considered, 

the (non-deviative) absorption coefficient for the extraordinary wave is greater than that 

for the ordinary wave.

1.4 Vertical and oblique propagation

The ability of the ionosphere to reflect radio waves is used to allow communications 

over large distances of the Earth's surface and in particular over the horizon or 'Beyond 

the Line of Sight' (BLOS). This requires radio waves to propagate obliquely through the 

ionosphere. A full discussion of oblique propagation is available in standard texts, such 

as Davies [1990], the main points are highlighted below.
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1.4.1 The ‘secant law ’

This relates the frequencies and paths of two waves, one reflecting normally, the other 

obliquely from the same true height. Figure 1.7 represents this graphically, for a flat 

Earth model, in two dimensions.

In the case of the oblique wave, if it is at incidence ((j)0 > 0°) to a plane ionosphere, in 

which the electron density increases with altitude to cause total internal reflection, then 

the wave will return to Earth. If both collisions and an imposed magnetic field are 

neglected then the Appleton formula and Snell’s Law combine to give a relationship 

between the frequency, f0, of the oblique wave reflected at a given real height and the 

frequency, fv, of a normally incident wave reflected at the same real height.

/ „ = / , .  sec 0O

Equation 1.9

fv is known as the 'equivalent vertical frequency' corresponding to f0. This represents the 

ability of the ionosphere to reflect much higher frequencies obliquely than it can 

vertically.

1.4.2 Breit and Tuve's theorem

This states that the time taken for a wave to traverse the curved path TBR, Figure 1.7, in 

the ionosphere is the same as for that wave to traverse the equivalent or virtual 

triangular path TAR in free space.

1.4.3 Martyn's (equivalent path) theorem

This states that the virtual heights of reflection for two waves with equivalent 

frequencies propagating vertically (fv) and obliquely (f0) in a flat ionosphere will be 

equal.

1.4.4 Curved Earth

The curvature of the surface of the Earth is important for ground ranges greater than 

approx. 500km {Davies [1990]). If a thin ionosphere is assumed (the thickness of the 

ionosphere is negligible compared to the altitude) then the curvature of the Earth leads 

to an effective shortening of the distance between transmitter and receiver (i.e. the chord
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through the Earth) and the effective height of the ionosphere is increased by the distance 

BC, illustrated in Figure 1.8. This thin layer approximation is reasonable in the case of 

propagation via Sporadic E.

If the thickness of the ionosphere is significant compared to the altitude then the 

curvature of the layer must also be considered. This leads to a revision of the secant law:

/ „ = / , .  sec 0,

Equation 1.10

where is illustrated in Figure 1.9.

fv, the equivalent vertical frequency, depends on the true reflection height and hence the 

electron density profile. A good approximation to this formula is to replace sec<t>r with 

k.sec({)o where k falls between 1.0 to 1.2 and can be calculated from model ionospheres.

The maximum useable frequency (MUF) for a path is defined as the frequency above 

which rays are no longer reflected by an ionospheric layer, but penetrate and do not 

return to the ground. This MUF can be related to the critical frequency for vertical 

propagation by replacing fv with fc in Equation 1.10

MUF = f cksec(j)0 =Mf c

Equation 1.11

The factor M in Equation 1.11 is known as the MUF or ‘obliquity’ factor.

1.4.5 Oblique ray paths

A radio wave travelling between a transmitter and a receiver may follow a path 

involving several ionospheric reflections, which may or may not also involve 

intermediate ground reflections. Some examples of this behaviour are illustrated in 

Figure 1.10. There is a common nomenclature used to describe these paths, which is 

also illustrated in the figure.

In addition a signal may travel by more than one path to the same receiver as illustrated 

in Figure 1.11. Since movements in the ionosphere at the different reflection points can 

introduce Doppler shifts and spreads to the signal, the signal components will arrive at
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the receiver with different delay and Doppler properties. In general there will not be a 

constant phase relationship between the components and the amplitude of the signal at 

the receiver will also vary with time or 'fade'.

The ionosphere cannot be considered as a smooth reflector and a single mode is 

transmitted via a scattering region as opposed to a point, which introduces 'in-mode' 

fading on the received signal, Figure 1.12. The fading of these composite ionospheric 

reflections can be modelled as the sum of the contributions from a steady, specular, 

component and a diffracted component.

1.5 Radio probing of the ionosphere

The most widely used instrument for probing the ionosphere is the swept frequency 

ionosonde. This is essentially a vertical, high frequency, pulsed radar used to measure 

the virtual height of the ionospheric layers. It operates by transmitting short pulses of 

radio energy vertically into the ionosphere where, providing the carrier frequency does 

not exceed the vertical critical frequency (fc), they are reflected back towards the ground 

by the various layers. The time delay between transmission of the pulses and their echo 

returns gives an indication of the virtual height of each layer. A record of the virtual 

height versus frequency, called an ionogram, is obtained if the carrier frequency is 

varied over time. Various trade-offs must be made in the design of ionosondes, if the 

sounding frequency is varied slowly then a good echo signal-to-noise ratio may be 

achieved by integrating the returning pulses, however, the ability of the ionogram to 

represent short term variation in the ionosphere is compromised. Short term variability 

may be monitored using shorter sweep duration but at the cost of echo signal-to-noise 

level.

An alternative to the pulse sounder design, described above, is the chirp sounder. This 

employs linear frequency modulated pulses and uses frequency analysis to resolve the 

pulse flight times and hence the layer virtual heights. Such sounders are usually much 

lower power than pulse sounders, however, with a relatively slow sweep rate a chirp 

sounder will require a much longer time to cover the HF band than a pulse sounder. 

Other alternatives include the use of digital pulse compression waveforms and digital 

signal processing techniques.
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Oblique ionograms are obtained when the transmitter and receiver are separated, 

provided that good synchronisation between the sites is maintained (usually through the 

use of satellite time signals). These traces represent the state of the ionosphere at the 

path reflection points rather than directly overhead. Such an arrangement can be useful 

if the state of the ionosphere above an inaccessible region (such as the sea) is required. 

Clearly the form of the oblique ionograms will be different compared to vertical 

soundings. In particular the time of flight will depend on the path length as well as layer 

height while the maximum frequency of a layer is now the oblique frequency, not the 

vertical critical frequency. Examination of these traces can lead to an understanding of 

the mode structure and propagation frequency limits of a particular path, which may be 

useful if operating a communications link over the path.

The simplest ionosondes record only the time delays of the returning echo’s, however, 

more complex designs record other properties of the returns such as pulse amplitude, 

polarisation, phase, Doppler shift and even direction of arrival (DOA). An example 

vertical ionogram collected at Svalbard ionosonde is presented in Figure 1.13. Three 

distinct traces are evident, the E-layer reflections at about 120km altitude have a critical 

frequency around 3.5MHz while the F-layer reflections have been split into the ordinary 

(o) and extraordinary (x) waves having critical frequencies of around 5.5MHz and 

6MHz respectively. Note that in addition to the derived virtual height traces, the 

returning pulse amplitude is represented by the colour scale.

Ionosondes are useful tools both for ionospheric research and monitoring. Research 

ionosondes can be installed in specified locations and their operational modes controlled 

directly by a researcher to provide data tailored to their experiment. Monitoring 

ionosondes on the other hand are used to automatically record the properties of the 

ionosphere over long periods of time. The important parameters from ionograms 

recorded over a world wide distribution of ionosondes is collected by the ‘World Data 

Centre for Solar Terrestrial Physics’ at the Rutherford Appleton Laboratory and made 

available over the internet (see References)
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1.6 Off great circle path propagation

In the presence of significant horizontal electron density gradients (tilts) such as are 

encountered in the high latitude ionosphere (for example the walls of the mid latitude 

trough or the edges of regions of enhanced ionisation) ray paths are unlikely to follow 

great circle paths (GCP). Electron density gradients perpendicular to the path or high 

electron density features to the side of a path will lead to non GCP routes between 

transmitter and receiver and the direction of arrival (DOA) of signals approaching the 

receiver will be different to the true bearing of the transmitter, Figure 1.14. Gradients 

parallel to the path will cause the elevation of the incoming wave to be different to the 

non-tilted case, see Figure 1.15.

Radio waves may be scattered by field aligned irregularities within the ionosphere. 

These can occur as described in section 1.2. The scatter propagation is due to Bragg 

scattering from the irregularities, this is strongest when the incident radiation is 

perpendicular to the irregularities. At high latitudes, where the magnetic field is nearly 

vertically inclined, the ray must already be refracted almost as far as reaching reflection. 

The distance between transmitter to irregularity and irregularity to receiver must 

therefore be equal so that the ray is refracted by equal amounts on its upward and 

downward journeys. Off GCP propagation can occur if irregularity regions are off to the 

side of the GCP, although scattering from irregularities is generally aspect sensitive and 

decreases as the angle of incidence moves away from perpendicularity.

If the irregularities are much larger than the wavelength of the propagating waves then 

the effect would be that of a rough ionosphere as described in Section 1.4.5 and Figure 

1. 12 .

Ground side-scatter may also lead to off GCP propagation in multi-hop paths, where 

signal energy is incident at the receiver after scattering from irregularities on the Earth’s 

surface. In some cases it is possible to receive signal energy scattered from directions 

behind the receiver with respect to the transmitter.

1.7 Communications system performance

The performance of an HF communication system, over a given path, is to a large extent 

dependent on the selection of the transmitted waveform as well as more fundamental
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parameters such as frequency, transmitter power and antenna gain. It is important to use 

the appropriate waveform for the propagation path and conditions. In particular it should 

be noted that data modems operate well under conditions of low Doppler spread and 

low delay spread. Their performances degrade significantly when these spreads exceed 

certain, modem dependent, levels.

ITU-R Rec. F-1487 outlines a method for the testing of HF modems using ionospheric 

channel simulators. Cannon et al. [2002], provides more details on the characteristics of 

the channel models used in ionospheric simulators. This is based on the work of Arthur 

and Maundrell [1997], Angling et al. [1997] and Angling and Davies [1999], who 

measured the responses to multipath and Doppler spread of Mil-Std-188-110A modems, 

operating at various data rates using HF channel simulators. Figure 1.16 and Figure 1.17 

are modem performance surfaces for a Mil-Std-188-110A modem operating at 1200bps 

and 300bps respectively. These are based on data supplied by M.J. Angling at QinetiQ, 

Malvern. The 300bps modem is considered to be relatively robust while the 1200bps 

modem sacrifices robustness for speed. For each value of Doppler and multipath spread, 

the surface represents the signal-to-noise ratio (SNR) required for the modem to perform 

with a nominal Bit Error Rate (BER) of lxlO '3. The low SNR at values of Doppler 

spread below 7Hz and multipath spread below 7ms in Figure 1.16, indicate that the Mil- 

Std 1200bps modem works well in this region. In other words, in this region only a 

relatively low SNR (~5dB) is required to achieve a BER within the required range. 

Above these values of Doppler and multipath spread the SNR required rapidly increases 

until the surface reaches a plateau (arbitrarily set at 60dB) that indicates that the required 

BER range cannot be achieved, and that further increasing the SNR cannot reduce the 

BER of the modem. These boundaries in the performance of a given modem have been 

termed the ‘breaking points’. In Figure 1.16, representing the Mil-Std-188-110A 

1200bps modem, these breaking points are clearly seen at around 7ms multipath delay 

spread and 7Hz Doppler spread, while in Figure 1.17, representing the 300bps modem, 

the breaking points are around 7ms delay spread and 25Hz Doppler spread.

1.8 Channel sounding

The same radio signal may arrive at a receiver with a number of different times of flight. 

This can be due to the signal travelling via multiple modes (e.g. IE, IF, 2F etc.) as
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described in Figure 1.11; the signal may also travel via off great circle propagation 

paths, thus introducing further delays. Since the nature of the ionosphere varies 

geographically and temporally, in general, its behaviour at the reflection points for the 

various paths will be different. In particular, considerable Doppler shifting and/or 

spreading will occur if the ionosphere at a given reflection point is disturbed. Thus for a 

transmitter -  receiver channel, the resulting characteristics at the receiver may be 

complicated by the signal being multi-moded and each separate mode subject to 

different delay and Doppler dispersion. For a communications system, operating over 

such a channel can be challenging.

The amount of frequency and time dispersion over a channel can be described by the 

‘Channel Scattering function’; it describes the way in which signal energy is 

redistributed in delay and Doppler as a result of propagation via the (ionospheric) 

medium. This scattering function can be represented as a three dimensional surface 

having x- and y- axes with units of delay and frequency respectively, and a height (z- 

axis) with units of power. This representation is commonly known as a ‘scattergram’ or 

a ‘delay-Doppler surface’.

An approximation to the scattering function may be derived from pulse response 

functions measured with a channel probe. Each pulse response consists of a series of 

complex samples, s,- = l..n, separated by time increment t. A series of pulse responses 

are repeatedly measured with a period of T  between the start of each measurement. The 

scattering function estimate is arrived at by computing the set of discrete Fourier 

transforms of each of the sequence of samples, st, with time intervals T.

By providing delay and Doppler spread parameters, along with knowledge of the signal 

to noise ratio, the channel scattering function is a useful diagnostic for evaluating the 

state of a given channel and hence its performance potential for communication 

purposes.

The signals used in the investigations described in this thesis are generated by two of the 

transmitters in the Doppler And Multipath SOunding Network (DAMSON) operated by 

the Radio Science and Propagation Group, QinetiQ, Malvern. This network has been 

established to allow the characterisation of a number of high latitude communication 

paths, in terms of delay and Doppler, in support of the development of applications
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requiring high data rate communications. Transmitters are located at Isfjord Radio 

Station on Svalbard and at Harstad in Norway while receivers are located at Tuentangen 

in Norway and Kiruna in Sweden. As illustrated in Figure 1.18 these provide for a range 

of path lengths between 192km and 2019km with orientations both tangential and 

parallel to the auroral oval. Of the two paths studied in this thesis, one is the long trans- 

auroral path from Svalbard -  Kiruna and the other the short sub-auroral path running 

tangential to the oval from Harstad -  Kiruna. While the DAMSON network uses a 

number of waveforms, the most suitable for the purposes of estimating scattering 

functions is denoted the Delay-Doppler (DD) waveform. A typical scattergram derived 

from processing of a received DD signal is plotted in the coloured centre panel of Figure 

1.19. The x- and y- axes have units of time and frequency respectively while the z-axis 

is represented by a colour code where the value is normalised to OdB relative to the peak 

over the surface. In this example the received signal energy does appear to be clustered 

into three distinct regional components on the scattergram where each component has 

different delay and Doppler offsets and spreads. Clearly the signal energy has been 

propagated via multiple paths with different Doppler properties at the reflection points. 

Due to the large delay of the third component it seems likely that there has been off 

great circle propagation too but the reflection points cannot be inferred because the 

spatial distribution of the incoming signal components is unknown.

The investigations described in this thesis use data, recorded from a multi-channel HF 

receiver system connected to a wide aperture antenna array, to measure the direction of 

arrival of narrow band pulsed channel sounding signals propagated over high latitude 

paths. The delay and Doppler characteristics of the high latitude paths were found by 

processing the signals received on each antenna to provide an approximation to the 

channel scattering function. A direction finding algorithm was then used to determine 

the directional characteristics of each of the signal components.

This thesis is intended to show that the integration of direction finding information 

alongside traditional DAMSON processing will provide useful diagnostic information 

towards the analysis of HF propagation at high latitudes.

Also, given the disturbed dynamic nature of the high latitude ionosphere and the 

sometimes localised nature of ionospheric features, the spatial distribution of signal 

energy and the relationship to its delay-Doppler characteristics is of particular interest.
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With this information it may be possible to explain some features, already observed in 

previously collected DAMSON data sets.

This will lead to a better understanding of propagation of HF radio signals at high 

latitudes and may provide options for improved signal processing in high data rate 

applications.

Chapter 3 of this thesis contains details of the disposition of the transmitters and the 

receiver system used for the data capture, along with a detailed description of the delay- 

Doppler signal format and some of the signal and image processing techniques used to 

calculate the channel scattering function, determine the directional characteristics of 

each of the signal components and characterise the propagation. Included in Chapter 2 

are a description of the objectives of the DAMSON project and a review of some of the 

findings to date. A section of Chapter 2 will be dedicated to a review of some direction 

of arrival studies conducted over various high latitude paths in recent years.
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Figure 1.5 UV image of the Auroral Oval taken from space above the North Pole -  
“Image taken by the Spin-Scan Auroral Imaging instrument on board Dynamics 
Explorer -  1. Courtesy L. Frank, the University of Iowa, and NASA.”
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Figure 1.6 Model of the cross polar cap convection flow, Lockwood [1993]
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2. Review of channel sounding and direction finding studies

Since the investigations in this thesis are concerned with the combined channel 

sounding and direction finding of HF radio propagation effects observed over high 

latitude communication paths, each topic is separately reviewed below.

2.1 Channel sounding

As described in Chapter 1, a channel sounding system provides the opportunity to 

determine the channel scattering function, which is a useful diagnostic of the state of a 

communications channel. Several channel sounding systems have been used to probe 

the ionosphere, the following discussion highlights two of these systems with an 

emphasis on the findings over high latitude paths.

2.1.1 The Naval Research Laboratory's (NRL) HF channel probe

The NRL HF channel probe is a bistatic, wideband, coherent sounder for measuring the 

complex pulse response of an ionospheric channel on a number of different frequencies 

in the HF band. It uses a long bi-phase modulated Pseudo Noise (PN) sequence to 

modulate a transmitted HF carrier frequency. After detection at a receiving site the 

signal is cross correlated with a series of delayed replicas of the transmitted sequence, 

this results in an output signal equivalent to a short pulse sounder. The probe is able to 

operate at several signal bandwidths between 31.25kHz and 1MHz. The transmitter and 

receiver are scheduled to synchronously step through a frequency band of interest. 

Sample rates are selectable and can accommodate a Doppler spread of up to ±30Hz. The 

channel probe can also be operated as a conventional sounder in order to measure the 

general condition of the ionosphere.

Wagner et al. [1988 and 1989] made measurements, using this system, between October 

1985 and July 1986 on a 2300km transauroral path between a transmitter at Frobisher 

Bay, Canadian Northwest Territories and a receiver site near Rome, New York. They 

compared these with data collected over mid-latitude paths. During quiet magnetic 

conditions, when the one-hop path midpoint was to the south of the furthest extent of 

the auroral oval, the channel behaviour was similar to a mid-latitude path with single 

specular reflections having narrow Doppler spread, see Figure 2.1(a). At other times,
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however, the channel also showed specular multipath behaviour with comparable SNR 

but broader Doppler spread. At night, when the path midpoint was within the auroral 

oval, low SNR returns were observed with large Doppler spreads, up to ~10Hz, 

consistent with propagation via scattering regions, see Figure 2.1(b). The delay 

dependent Doppler shifts in the two earliest signal groups of Figure 2.1(b) were 

attributed to motion of the signal scatterers transverse to the great circle path between 

transmitter and receiver. Asymmetries in this delay-Doppler characteristic could be 

explained as reflections from a tilted, drifting irregularity region, however, neither the 

orientation of the tilt nor the drift direction could be inferred from these measurements.

In 1988 Wagner and his co-workers measured scattering functions on a short high 

latitude path for a variety of HF channel conditions varying from benign to highly 

disturbed. The incidence of a large transient fluctuation in the terrestrial magnetic field 

was highlighted. Figure 2.2 illustrates the ionospheric conditions 2 hours before the 

magnetic disturbance. At this time there was little Doppler spread but appreciable delay 

spread. The measurements illustrated in Figure 2.3 represent the ionospheric conditions 

soon after the magnetic disturbance, they reveal a diffuse scattering function 

characterised by delay spread of the order 1.5ms and Doppler spread of the order 15Hz. 

The implications are that the irregularities responsible for the scattered returns are both 

spatially extensive and drifting at high speed after the magnetic disturbance compared to 

previously. A selection of these measurements, chosen to illustrate the variability of the 

auroral radio channel, and their conclusions were presented in Wagner et al. [1989 and 

1991].

Results from a campaign involving channel probe observations of propagation 

conditions along a 1294km transauroral path between Sondrestrom, Greenland and 

Keflavik, Iceland over the period from 13th March to 2nd April, 1992 are described in 

Wagner el al. [1995]. Received signals for this path fell into three groups (1) strong, 

specularly reflected ionospheric returns characteristic of a daytime ionospheric channel 

during magnetically quiet conditions; (2) strong specular multipath signals reflected 

from horizontal gradients of electron density associated with large irregular patches of 

enhanced electron density and encountered regularly at night; and (3) weak scatter 

returns from embedded field aligned irregularities, also at night. The multipath and 

scatter returns both exhibited large delay and Doppler spreads, however, the scatter
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returns were usually observed at delays exceeding those expected for one-hop 

propagation. A simple irregularity drift model produced delay and Doppler shift curves 

that were consistent with those observed for the scatter component of the received 

signal, see Figure 2.4, and supports a hypothesis of irregularity drift parallel to the GCP 

with a velocity of around 1200m/s.

In these studies using the NRL HF channel probe, two different working definitions of a 

‘channel spread factor’ were used. The first definition is the simple product of the delay 

and Doppler spread factors, where the individual spread factors are defined as twice the 

standard deviation (2a) of the parameter spread about its mean value. The second 

definition, which may be more representative of channel spread, is defined by the area 

on the delay-Doppler plane beneath a given fraction (0.75 in Wagner et al. [1991]) of 

the power in the scattering function. In most cases these two definitions provide 

comparable results.

Although the combined data sets of the campaigns described by Wagner and his co­

workers are extensive, it was observed that additional measurements in other seasons 

and other phases of the solar cycle would be necessary to provide a more comprehensive 

set.

2.7.2 The DAMSON project

DAMSON (Doppler and Multipath SOunding Network) has been developed by QinetiQ 

(formerly the UK Defence Evaluation and Research Agency (DERA)) in collaboration 

with the Canadian Communications Research Centre, the Norwegian Defence Research 

Establishment, the Swedish Institute of Space Physics and the Swedish Defence 

Research Establishment. It is an oblique channel sounding system designed to 

characterise the disturbed narrow band (3kHz) HF channel by measuring its scattering 

function. The approach used to measure the scattering function is similar to that of 

Wagner et al. [1988], however the real time nature of the DAMSON processing makes 

it unique in the frequency range.

The objective of the DAMSON project is to statistically quantify Doppler spreads, 

Doppler shifts, multipath delay and signal strengths for a number of high latitude paths. 

In addition, however, the information obtained will be used to assess the effects of high 

latitude propagation conditions on current and future HF data modem waveforms and
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used to specify HF simulator characteristics for more representative testing of 

communications systems and modems. It may also be possible to incorporate the 

knowledge base acquired through the experiment into propagation prediction codes.

A summary of the important features of the system are given below while a detailed 

description can be found in Davies et al. [1992] and Davies and Cannon [1993].

The system hardware is based on commercially available equipment (such as Personal 

Computers, DSP interface cards and HF transmitters and receivers). Global Positioning 

System (GPS) receivers provide accurate system timing to within ~10jxs and allow 

absolute time of flight measurements to be made. Figure 2.5 illustrates the transmitter 

and receiver equipment configurations.

A variety of pulse compression waveforms are used to measure time of flight, time 

dispersion, frequency dispersion, signal strength and signal to noise ratio over point to 

point communications paths. These waveforms are flexibly scheduled for transmission 

at different times and on a range of frequencies in the HF band between 2MHz and 

22MHz. The waveform designed for measuring the scattering function has been denoted 

the delay-Doppler (DD) waveform, it provides for measurements of multipath spread up 

to 12.5ms and Doppler spread up to ±40Hz with a resolution of 0.63Hz.

The majority of DAMSON measurements have been made on high latitude paths 

between four sites in Scandinavia (Cannon et al. [2000]). Transmitters are located at 

IsQord Radio Station on Svalbard and at Harstad in Norway while receivers are located 

at Tuentangen in Norway and Kiruna in Sweden. As illustrated in Figure 1.18 these 

provide for a range of path lengths between 192km and 2019km with orientations both 

tangential and parallel to the auroral oval. This system was operated almost 

continuously between 1995 and 1999 and provided a very large data set of high latitude 

HF channel characterisations.

Early analysis concentrated on the long Svalbard -  Tuentangen path (Cannon et al. 

[1995] and Angling et al. [1995(1)]). Example scattergrams were seen to have large 

Doppler and delay spreads, Figure 2.6. These were identified with propagation due to 

scattering from drifting irregularities as per Wagner et al. [1988] and Wagner et al. 

[1995]. Time sequences were produced which showed marked diurnal variations in 

Doppler spread, with the maximum spread occurring at night, and a correlation with the
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Q activity index. It was also found that, for sounding frequencies up to approximately 

15MHz, Doppler spread decreased with sounding frequency rather than increasing as 

predicted by the Doppler equation, this is illustrated in the upper panels of Figure 2.7. 

The effect was attributed to a change from 1-hop to multi-hop propagation over the path 

such that one of the multi-hop control points fell within the disturbed auroral 

ionosphere, the lower panel of Figure 2.7 illustrates the path geometry.

Estimations of the relative stability of the channel over all paths were made and 

presented in Willink and Landry [1997] and Willink [1997]. These involved the 

definition of an exceedance function, which was a measure of the continuous amount 

time, in minutes, a particular parameter (SNR, Doppler spread or delay spread) 

remained within certain bounds in the measured data. Plots of exceedance functions are 

presented in Figure 2.8. It was found that SNR varied much more rapidly than the other 

parameters and would probably be the limiting factor in choosing a time between 

channel probes for a communications network. While all paths varied more rapidly 

during the night and had reduced exceedance at higher frequencies, the Harstad -  Kiruna 

path was the most variable of all. In Willink [1997] and Willink et al. [1999] the need for 

robust waveforms was recognised. Values of the SNR and spread parameters beyond 

which a non-robust waveform will typically fail were used to estimate the proportion of 

the time a robust waveform would be required. It was concluded that in order to 

maintain 95% availability over these paths, the robust waveform should be designed to 

handle multipath spreads up to 12ms and Doppler spreads in excess of 40Hz.

In work described in Angling et al. [1997] and Angling and Davies [1999], estimations 

of the availability of high data rate HF modems such as Mil-Std-188-110A 300bps and 

1200bps, were made. These were arrived at by comparing data collected over all the 

DAMSON paths with modem performance results similar to those described in section

1.7 and illustrated in Figure 1.16 and Figure 1.17. It was found that, as expected, the 

Mil-Std-188-110A 300bps modem had the highest availability, however, over the period 

of the experiment the overall throughput (i.e. the modem availability multiplied by the 

data rate) of both the M il-Std-188-110A 300bps and Mil-Std-188-110A 1200bps 

modems are very similar. The implication is that this throughput could be maximised if 

the system were able to adaptively vary the data rate in real time in response to the 

varying channel conditions.
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After making the observation that it is less common for both large delay and Doppler 

spreads to occur simultaneously than for them to occur separately, see Figure 2.9, Otnes 

and Jodalen [2001] proposed a solution whereby a system can choose from a pool of 

waveforms at each data rate. The basic waveform in a pool is one of the currently 

standardised waveforms such as Mil-Std-188-110A. The other waveforms in the pool 

are designed to have either improved tolerance to delay spreading or improved tolerance 

to Doppler spreading (but not both at the same time). This is achieved by changing the 

length and repeat frequency of the regularly inserted channel probe sequences in the 

waveform. The system must then estimate the delay and Doppler channel conditions and 

select the best waveform for these conditions. DAMSON data from both the Harstad -  

Kiruna path and the Svalbard -  Tuentangen path were used to analyse the increase in 

availability using such schemes. The increase in availability was found to be generally 

small, with the Harstad -  Kiruna path demonstrating better improvements at both data 

rates than the Svalbard -  Tuentangen path. The improvements were generally better at 

night than during the day. It was observed that increasing the number of available 

waveforms in a pool from 1 to 3 resulted in some improvements, however it was found 

that there was little to be gained by increasing the number of waveforms further up 

towards «j. Similar work, examining the effect on availability of improved waveform 

tolerance to low SNR, is presented in Otnes [2001(1)&(2)]. It was concluded that when 

the availability is low, there is generally more to gain from improving the SNR tolerance 

than from improving the delay spread or Doppler spread tolerance.

Recently DAMSON has been upgraded to 12kHz bandwidth with new DSP boards and 

software. Complex uniform Barker-25 is used as the pulse compression code {Jodalen et 

al. [2000]). This system has been operating simultaneously over the Harstad -  Kiruna 

path and a shorter (90km) Harstad -  Abisko path, both of which can be considered 

NVIS (Near Vertical Incidence Skywave) paths. Comparison of the channel parameters 

over both paths reveals that the channels are very similar, as indicated in Figure 2.10. 

The lower panel of Figure 2.10 reveals that at times around geomagnetic midnight there 

exists a strong auroral E-layer giving good availability of signals but with low SNR. 

Another experiment utilising the new 12kHz bandwidth DAMSON over the path 

Harstad -  Tuentangen is described in Smith et al. [2001]. Simultaneous measurements 

are made at different non-contiguous frequencies in order to aid the design of effective
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multi-carrier modems and simulators. Unfortunately the 12kHz data set was prone to 

strong interference for long periods of the day so analysis was concentrated on a limited 

set of 3kHz bandwidth measurements and the reaction of the channel to sunrise. 

Scattering functions for two simultaneous measurements at frequencies separated by 

219kHz are presented in Figure 2.11. It was found that the Doppler spreads measured at 

different carrier frequencies over approximately 0.5MHz were well correlated. Further 

investigations, however, are required to determine whether this result is applicable to 

other forms of ionospheric disturbance.

2.2 Direction finding

Direction finding (DF) systems are used to determine the Direction of Arrival (DOA) of 

incoming signals, they generally employ arrays of antennas where measurements of the 

phase and amplitude of the incoming signals are made at each antenna.

When an array is illuminated by an incoming wavefront from a particular direction, 

there is a characteristic phase relationship between the signals received at each antenna. 

If a combination of phases are added to the signals received at each antenna in such a 

way that when the resulting signals are combined they are in phase, then the array will 

be particularly sensitive to signals arriving from this direction. It can be said that a 

sensitivity ‘beam’ has been steered in that direction. The width of this beam depends 

largely on the dimensions and geometry of the array. Most common HF arrays are 

classed as ‘Wide Aperture Direction Finders’ (WADF), see British Standard 204 

[1960], and extend over a distance comparable to or greater than one wavelength. This 

is important when attempting to resolve the direction of arrival of more than one signal. 

If the signals are arriving from directions within one beam width of each other then they 

cannot be resolved.

Super-directivity has been defined {IEEE standard [1969]) as ‘The directivity of an 

antenna when its value exceeds the value which could be expected from the antenna on 

the basis of its dimensions and the excitation that would have yielded in-phase addition 

in the direction of maximum radiation intensity’. This can also apply to antenna arrays 

where the processing of the signals at each antenna makes it possible to resolve multiple 

closely spaced signal DOA, even when the physical dimensions of the array appear to be 

insufficient, by using super-directivity or super resolution techniques.
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The resolution of multiple signal DOAs has been an active area of research in HF DF 

for a number of years, Gething [1991] provides a good survey of some of this work as 

does Johnson and Miner [1986]. In recent years, the development of high speed digital 

signal processing has allowed the design and implementation of operational real time 

super resolution direction finding (SRDF) systems. One particularly successful 

implementation, employing the ‘classic’ SRDF algorithm called MUSIC, is described in 

Tarran [1997]

Limitations in the performance of MUSIC at HF, however, has lead to a lot of work 

being carried out investigating alternative super resolution direction finding algorithms. 

A number of papers, by authors including Strangeways, Zatman, Featherstone and 

Warrington, are included in the references section at the end of this thesis. In particular 

the Iterative Null Steering (INS) algorithm, which is based on the IMP (Brandwood 

[1994]) and DOSE {Zatman et a l  [1993]) algorithms, performs well at resolving 

multiple DOA without a priori knowledge of the number of expected DOA and has 

been found to be particularly robust when used at HF. On a typical wide aperture DF 

array INS is capable of resolving multiple directions of arrival and provides the DOA (to 

within -1°) of at least the strongest two (primary and secondary) incoming signals.

The detailed operation and performance of the INS algorithm is not discussed here. An 

in depth description of the algorithm and performance comparisons of INS with 

MUSIC, have been carried out by Warrington [1995(2)].

2.2.7 Experimental direction finding studies

A number of experimental direction finding studies have been carried out by members 

of the Radio Systems Laboratory at the University of Leicester. The following is a brief 

review of some of these studies. The purpose of the experiments is to attempt to gain an 

understanding of ionospheric radiowave propagation in terms of its effect on the spatial 

distribution of signals arriving at the receiver and the physical processes which occur to 

cause these distributions.

In November 1990 DF investigations (described in Jones and Warrington [1992] and 

Warrington and Jones [1993]) over high latitude paths in Northern Canada were carried 

out including long transauroral paths and two short paths (one contained entirely within 

the polar cap). Two types of DF instrument were used, a wide aperture goniometric
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system and an interferometric system, neither of which employ super resolution 

techniques. On geomagnetically quiet days the measured directions of arrival were close 

to the GCP direction of the transmitter, however, on more active days large deviations 

from the GCP direction were observed. On the mid-latitude short path these deviations 

were always seen to the North of the path while for the polar cap path, large swings in 

the bearing (>±50°) were seen and the direction of change of the bearing was reversed in 

the afternoon compared to the morning, this is illustrated in Figure 2.12. It is suggested 

that these large bearing errors are the result of reflections from large blobs of over-dense 

plasma convecting across the polar cap. The reversal in the direction of the swings on 

the polar path are accounted for by the rotation of the earth under the convection flows 

changing the orientation of the path with respect to the flow patterns, also illustrated in 

Figure 2.12. This topic was revisited in detail by Warrington et al. [1997(2)].

A series of experiments was carried out in 1991 and 1992 where the direction of arrival 

of oblique chirp sounder signals was measured (Warrington et al. [1992 and 1993]) for 

two long transauroral paths. Deviations from the GCP direction in the measured bearing 

up to -20° were found to be associated with a spread nose extension in the oblique 

ionogram traces at propagation above the conventional MUF, see Figure 2.13, with the 

largest deviations occurring at the highest operating frequency. It was concluded that 

these effects were produced by reflection from ionospheric tilts and gradients, which 

produce a propagation path longer than the direct GCP. The bearing deviations 

throughout the experiment were consistent with such tilts being present in the auroral 

zone region through which the signals propagated.

In 1994, measurements of the amplitude and phase of ionospherically propagated HF 

radio signals, transmitted from a number of European broadcast transmitters, were 

received over an array of spaced antennas in the UK. These measurements were used to 

estimate the directions of arrival of the radio signals through the use of two separate 

super resolution direction finding algorithms, MUSIC (Schmidt [1986]) and the iterative 

null steering (INS) algorithm. The details of these experiments are described in 

Warrington [1995(1)] and a detailed description of both the INS and MUSIC algorithms 

is included in Warrington et al. [1995(2)]. It was concluded that the iterative null 

steering algorithm was significantly better at resolving the various propagation modes 

than MUSIC particularly in the cases when the number of modes is unknown and/or for
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short signal analysis periods, Figure 2.14. A similar study, using a modified null steering 

algorithm resulting in smoother time history traces, is related in Moyle and Warrington 

[1997].

Observations of signals propagated over two paths which lie tangential to, and equator- 

ward of, the auroral oval indicate that propagation occurs at times outside those 

predicted by computer based, long term, HF prediction models. Direction of arrival 

measurements on these signals, collected between December 1993 and March 1994, 

were made using a goniometric DF system. These measurements, described, amongst 

others, in Warrington et al. [1996] and Rogers et al. [1997], show large off GCP 

bearings at the times when the models predict no propagation and GCP bearings during 

the predicted propagation times, Figure 2.15. These off GCP signals are thought to have 

reflected from electron density gradients associated with the mid latitude trough, whose 

existence, extent and intensity is dependent on several factors including the time of day, 

the condition of the IMF and geomagnetic activity. Bearing swings were also noticed at 

dawn and dusk, this was associated with the conventional models of the ionosphere, 

which indicate that the electron density is always greatest to the south of the path at 

these times. Prediction models often employ numerical maps of the ionosphere based on 

vertical soundings and it is assumed that the signals are propagated via great circle paths 

between the transmitter and receiver. It was suggested that prediction models could be 

modified to incorporate this information and hence provide improved prediction.

A ray tracing simulation to investigate this off great circle propagation in the presence of 

the mid-latitude trough was carried out by Stocker et al. [2000]. In this investigation two 

propagation mechanisms were studied. It was found that results obtained from non- 

specular sea scatter at locations to the south of the trough appeared to give a better 

agreement with the experimental observations than reflections from the trough wall 

itself, Figure 2.16.

It is clear from the results of the experimental studies that significant off great circle 

propagation can occur over high latitude paths. Furthermore these large bearing 

deviations can be the result of a variety of physical propagation processes including 

reflection and scattering from convecting blobs across the polar cap, auroral tilts, the 

walls of the mid latitude trough, day/night terminator effects and non specular sea
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scatter. Although an understanding of these physical processes was gained, the effect of 

the processes on a potential communications link was not addressed.

2.3 DAMSON DF

The combination of a channel sounder and a DF system is a powerful tool in the 

analysis of HF propagation and its effect on the received signal. The spatial distribution 

of signal energy and the relationship to its delay-Doppler characteristics is of particular 

interest. The following describes some of the work to date on DF measurements 

associated with DAMSON soundings of the ionosphere.

In 1995 direction of arrival estimates of the components of DAMSON pulse 

compression sounder signals transmitted from Svalbard, were calculated from 

measurements made on a multi-channel receiver system in southern England 

(Warrington [1996(1) and 1997]) using the iterative null steering SRDF algorithm. 

Some large Doppler spreads were observed along with a variation in the bearing with 

Doppler frequency. Although the midpoint of this long path should be well south of the 

furthest extent of the auroral oval, these bearing trends were attributed to reflections 

from drifting ionospheric irregularities. Figure 2.17 is an example of this behaviour, at a 

sounding frequency of 14.4MHz, with an accompanying schematic illustrating the 

geometry leading to the Doppler spreading. The sense of the Doppler shifts are in 

agreement with supporting evidence, obtained from CUTLASS HF backscatter radar 

measurements made at the same time, indicating the presence of drifting irregularities at 

similar latitudes to the path midpoint. The magnitude of the Doppler shifts, however, are 

larger than anticipated from the CUTLASS measurements of flow velocity.

Similar investigations were carried out on data collected in 1996 at Alert in the 

Canadian North West Territories (Warrington and Jackson [1997]), with largely similar 

conclusions. Spreads in bearing up to -35° were observed on these measurements and a 

change in the angular spread of incoming signals was also seen when propagation 

changed from 2- to 1-hop as the transmission frequencies increased.
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Frequency Mean Standard deviation

2.8 MHz 64.7° 26.4°

4.0 MHz 67.7° 34.7°

4.7 MHz 67.0° 32.7°

6.8 MHz 74.7° 1.1°

9.0 MHz 69.8° 2.2°

11.2 MHz 71.2° 0.1°

Table 2.1 Variation of the mean and standard deviation of the angular power distribution
with sounding frequency. 01:46 UT, 22 January 1996

These two sets of measurements are re-visited in detail in Warrington [1998].

Some results from the DAMSON DF measurement campaign conducted in March 1998, 

over two paths between Svalbard -  Kiruna and Harstad -  Kiruna using a six channel 

receiving system are presented in Warrington et al. [2000(1)]. Continuing investigations 

into this data set are the subject of Chapters 4 and 5 of this thesis.

Most recently it has been suggested that it may be possible to combine received signals 

in simple two or three element receiving arrays in such a way as to steer beams or nulls 

in the array directional sensitivity pattern to enhance selected signal components or 

remove others, in order to improve the spread characteristics of the signal presented to a 

communications modem. Investigations into this, using the existing DAMSON DF data 

set collected at Kiruna, are the subject of Chapter 6 of this thesis and two published 

papers (Warrington et al. [2000(2) and 2001]).

2 - 1 2



DELAY
(US)

TIME: 13:19:21 EDT
DATE : 4/25/86 
FREQ: 12.5 MHZ 
DELAY: 8.500 ms

l 10 dB

•i.e 9 1.0
DOPPLER FREQ (HZ)

(a)

DELAY
(US)

TIME : 21:38:37 EDT 
DATE : 7/21/86 
FREQ: 10.5 MHZ 
DELAY: 8.725 ms

[ 10 dB

-8.0 0 8.0 
DOPPLER FREQ (HZ)

(b)
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3. Experimental arrangement

Described below are the details of the experimental arrangements, including (a) the 

location of the receive and transmit sites of interest, (b) the collection of the DAMSON 

signals using the RSL multi-channel DF system, (c) the processing to produce delay- 

Doppler (DD) plots from the stored signals, (d) the direction finding to produce the DD- 

DF information and (e) the subsequent data processing referred to in the analysis 

chapters.

The analysis in this thesis is based around data collected during an experimental 

campaign at a receiving site in Kiruna (67.84°N, 20.40°E), northern Sweden. The site 

was shared with a co-located DAMSON receiver system, which was operational 

throughout the campaign. The signals of interest were generated by the DAMSON 

transmitters in Isfjord (78.06°N, 13.63°E), on the Svalbard archipelago, and Harstad 

(68.48°N, 16.30°E) in Norway. Figure 1.18 is a map with the locations of the transmitter 

and receiver sites marked. The great circle ground tracks and lengths are also marked. 

The campaign was conducted over the period between 18th to 30th March 1998.

3.1 The RSL multi-channel HF-DF system

The data was collected using the Radio Systems Laboratories multi-channel HF 

receiving system, developed in Leicester by this student. Typically a multi-channel 

system such as this employs a spaced antenna array, each element of which is connected 

to a separate, good quality, HF communications receiver. The output of these receivers 

is sampled simultaneously and stored, using a computer, for subsequent processing and 

analysis. In order to achieve acceptable performance from the Super Resolution 

Direction Finding (SRDF) algorithm it is necessary to have reliable amplitude and phase 

matching through the receivers. This matching is achieved by calibration of the system 

at appropriate intervals, dependent on the native phase-amplitude stability of the 

receivers. Subsequent correction of the collected data is based on the results of the 

calibration analysis.

Figure 3.1 is a diagrammatic representation of the RSL multi-channel HF-DF system as 

used during the campaign. In this system, the spaced array was composed of six Rhode
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and Schwartz active measurement antennas. These were disposed in a field, according to 

the plan in Figure 3.2, and their positions accurately measured by professional surveyors 

using laser rangefinding theodolites. The direction of North was determined by placing a 

pole to the North of the array centre, in line with the sun at local midday. Errors in the 

measurement of the direction of North are due to: (a) a possible alignment error of 

~0.5m in the positioning of this ‘North pole’ leading to an error of -1.7°, (b) A 

correction must be made in order to account for variations of the Earth’s orientation 

relative to the Sun, when the array was surveyed, in early March, ‘Sun time’ was 11 

minutes slow relative to ‘Clock time’. This correction has not been applied, which 

would account for -2.6° of error. The measurements reported here are always relative to 

‘Array North’ as measured. To correct for the differences between ‘Array North’ and 

‘True North’, -4.3° should be subtracted from the measurements to result in a better 

estimate of the true DOA.

Each antenna was connected to separate inputs on a switch box, located at the centre of 

the array, via sections of large diameter, coaxial screened, cable cut to the same length, 

with an accuracy of 5mm. This ensured that any phase or amplitude differences 

introduced by the cables were minimised. A seventh input to the switch box was 

connected, via a programmable attenuator, to a phase continuous calibration source (a 

swept frequency synthesiser).

The six outputs from the switch box were connected, via lengths of low impedance 

coaxial cables, to separate HF receiver units mounted in a rack in a control cabin 

approximately 90m distant from the array. Depending on the state of a control signal 

sent via a cable from the computer, these outputs each carried either the separate signals 

from the antennas or identical calibration signals.

The separate HF receiver units depended on three (common) frequency stable local
• rdoscillators. Two of these were of fixed frequency while the frequency of the 3 was 

controlled by the computer, via a GPIB bus, and set to the sum of 45MHz and the 

desired reception frequency. A separate control line from the computer controlled the 

(common) gain in the receivers. The baseband output of the receivers was connected to 

a 12 bit Analogue to Digital (A/D) card, mounted in the computer, where they were 

sampled simultaneously at 20kHz per channel and stored to disk. In order to maintain
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time synchronisation with the transmitters the computer was also equipped with a GPS 

timing card which updated the system clock and provided a 1 pulse-per-second (lpps) 

timing signal which was simultaneously recorded on the trigger line of the A/D card.

3.1.1 The system scheduler

The system’s operation was controlled from a master schedule on the computer. This 

determined both the time of occurrence and the sequence of system activity for every 

event detailed in the master schedule file. A typical file is listed in Figure 3.3. This 

master schedule ensured that logging events occurred at the same time and frequency as 

the DAMSON transmissions.

There were two types of event that could be scheduled:

1) A logging event

The event time and sounding frequency are read from the schedule file. The schedule 

program then executes a series of actions as follows:

• Local oscillator, L03, is programmed to the sounding frequency + 45MHz, the

calibration synthesiser is turned off.

• The switch box is switched to allow the antenna inputs through to the receivers.

• The most recently calculated gain, for the selected frequency, is accessed from

memory and the selectable gains on the receivers are set to this value. If there is 

no gain value stored in the memory then a middle value gain of 35dB is used.

• The lpps signal from the GPS card is enabled Is before the event time.

• The receiver outputs are streamed to disk via the A/D card. Streaming begins

~0.2s before the expected transmission time and ends ~0.2s after transmission

ends. The lpps is recorded on the A/D trigger channel for use later in the

analysis. The receiver gain value is also stored in this data file.

• The streamed data file is read back into memory and the maximum signal

amplitude is found. The calculated gain is adjusted -5dB if this amplitude

requires > 9bits of the 12bit A/D range and +5dB if it requires < 9bits. This
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process maintains the dynamic range of the recordings. The previous gain value 

is stored in memory for use by the calibration routines.

2) A calibration event

The event time and sounding frequency are read from the schedule file. The schedule 

program then executes a series of actions as follows:

• The calibration synthesiser is programmed to generate a linear frequency sweep 

±5kHz around the selected frequency.

• L03 is programmed to the sounding frequency + 45MHz.

• The switch box is switched so that the calibration signal appears at the input to 

all the receivers.

• The selectable gains in the receivers are stepped, through the gains used in the 

previous data logging events on the selected frequency, at intervals of Is, while 

the programmable attenuator is simultaneously set to the same values as the 

gains. This ensures that the receivers present similar signal levels at the inputs 

to the A/D card as those present during logging of a signal. The receiver 

outputs for each gain level are streamed to disk via the A/D card.

The data files resulting from the above operations were initially stored on the 

computer’s local hard disk drive. This drive was periodically archived to digital audio 

tape (DAT), for long term storage and further processing.

3.2 DAMSON schedule and signal format

The DAMSON system software includes scheduler routines, which allow transmissions 

to occur at selected intervals over any chosen time period. During the period of the 

campaign, transmissions occurred at 10 different frequencies, between 2 - 22MHz, 

according to the schedule illustrated in Table 3.1. To avoid interference between 

transmitters, the Harstad transmitter ran the reverse frequency schedule to the Svalbard 

transmitter. Within each 1 minute frequency interval a sub-schedule of different 

sounding waveforms were transmitted.
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Start time (minutes 

past each hour)

Duration of interval 

(minutes)

Svalbard TX 

frequency (MHz)

Harstad TX 

frequency (MHz)

5,15,25,35,45,55 1 2.8 21.9

6,16,26,36,46,56 1 4 20

7,17,27,37,47,57 1 4.7 17.5

8,18,28,38,48,58 1 6.8 14.4

9,19,29,39,49,59 1 9 11.1

0,10,20,30,40,50 1 11.1 9

1,11,21,31,41,51 1 14.4 6.8

2,12,22,32,42,52 1 17.5 4.7

3,13,23,33,43,53 1 20 4

4,14,24,34,44,54 1 21.9 2.8

Table 3.1 DAMSON transmission schedule

3.2.1 Signal format

Although the DAMSON system was designed to use a wide variety of sounding 

waveforms, of the waveforms in use during the campaign, the delay-Doppler (DD) 

waveform was the most appropriate to the experiment. The delay-Doppler waveform is 

designed to allow the determination of the multipath and Doppler characteristics of a 

channel. The waveform is made up of a series of bi-phase shift keying (BPSK) Barker- 

13 sequences modulated at 2400 bits per second, giving a time resolution, after 

processing, of approximately 0.4ms. The multipath window is defined by the frame 

width (time between successive sequences), which is 12.5ms wide. 128 frames are sent 

during 1.6 seconds of transmit time, resulting in a frequency resolution of 0.63Hz after 

processing. Figure 3.4 is a representation of the DD signal format.

This DD waveform is transmitted six times, at five second intervals, within each 

frequency transmission interval. The rest of the 1 minute interval is occupied by other 

sounding waveforms.

The receiver logging schedule implemented on the RSL multi-channel system during the 

collection campaign included all six DD transmissions in each frequency transmission 

interval and alternated between the 10 minute frequency schedules of each transmitter.
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The revisit time between successive recordings at a given frequency from a particular 

transmitter was thus 20 minutes. Receiver calibration events were scheduled to occur 

immediately after the last DD transmission in the 1 minute time slot for a given 

frequency.

3.3 Post processing

Prior to analysis the collected data files were processed in order to calibrate the system 

and to extract the delay-Doppler and direction finding information.

3.3.1 Calibration

The inputs to the DAMSON analysis routines and the SRDF algorithms must first be 

corrected for any amplitude and phase variations between receiver channels. The 

amplitude correction was achieved by multiplying the FFTs of each recorded channel by 

a factor derived from processing of the calibration files. The phase matching was done 

in a similar way by adding appropriate phases, derived from calibration file processing, 

to each channel.

Since the calibration synthesiser produces a waveform, which sweeps across the 

bandwidth of the receiver, the recorded data is in effect a frequency response for each 

receiver. This calibration data was first Hilbert transformed, to provide the complex 

amplitudes, then a Fast Fourier Transform was performed giving the frequency response 

of each channel in the frequency domain. Due to the nature of the calibration 

synthesiser, the waveform it produces is a digital sweep consisting of a finite number of 

discrete frequency steps over a given period and frequency range. The resulting FFT of 

the signal has an equal number of discrete peaks in the frequency domain. The energy 

under the discrete peaks in the FFT was determined from a 3 point rolling sum over the 

bandwidth. Only the resulting local maxima were of interest since it is only at these 

positions in the spectra that phase information has any significance, these were selected 

by finding the 3 point local maximum. The amplitude and phase responses of all the 

channels were then available, over the whole bandwidth of the system. Figure 3.5 

represents the amplitude and phase frequency responses of one channel of the system 

tuned to 4.921650MHz, the phase response is measured relative to a reference channel. 

It is possible to use the amplitude and phase information at each frequency step across
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the whole of the receiver bandwidth in the calibration corrections, however, this is 

computationally very expensive. A good approximation to the necessary corrections is 

obtained by taking the mean of the amplitude and phase responses over the 3kHz 

bandwidth window of the DAMSON transmissions. This is the calibration procedure 

that was used.

In order to correct the sampled baseband output of the receivers, contained in the data 

files, it was first necessary to apply a Hilbert transform to provide the complex signal 

amplitudes. A filter was then used to remove signals outside the DAMSON bandwidth. 

In order to use the standard DAMSON processing routines, the data was resampled at 

9600 samples per second. The previously calculated calibration factors were then 

applied.

3.3.2 Time o f flight corrections

Although the transmit and receive timing was nominally synchronised to within ~10|is 

using the 1 pulse-per-second GPS time signals, there are systematic errors in the time of 

flight measurements due to delays in the transmit and receive equipment. In order to 

measure absolute time of flight, the delays were characterised for both the DAMSON 

transmitters and the RSL receiver system and have been used to correct the collected 

data during the post processing.

Data from the co-located DAMSON system was also made available for comparison in 

order to validate these time of flight corrections as applied to the RSL system.

3.3.3 DAMSON signal processing

A number of signal processing techniques were used to obtain the standard DAMSON 

output illustrated in Figure 1.19.

• Digital Pulse Compression (by signal cross correlation with a perfect Barker-13 

sequence)

As described earlier, the DD waveform is composed of a number of Barker-13 

sequences, as represented in the first panel of Figure 3.6. In the same way as other 

pseudo random compression codes, when Barker sequences cross correlate with a 

perfect copy of themselves, they result in a complex correlated sequence with a large
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peak having an amplitude equal to the length of the sequence. A special property of 

Barker sequences, however, is that the other elements of the correlated sequence only 

have an amplitude of either 1 or 0. The maximum sidelobe level of a Barker sequence is 

thus the reciprocal of the Barker sequence length compared to the peak. In the case of 

the DAMSON DD waveform this results in a pulse compression processing gain of 13, 

with sidelobes 13x (~22dB) smaller, as illustrated in the second and third panels of 

Figure 3.6. The pulse compression process has traded 13 times longer transmission time 

for a 13 times signal gain in the processing, whilst achieving a time resolution of 

l/2400s (approximately 0.4ms).

• delay -  Doppler processing

If no dispersion were introduced during signal propagation then the resulting complex 

correlation sequences for each frame would be identical and have a gain of 13 on one 

element and correlation time sidelobes with unity gain. This will not occur in the 

general case and the correlation sequences for each frame will be different. Any 

dispersion (delay and Doppler shifts/spreads) observed on the received signal would be 

due to ionospheric propagation effects.

The delay and Doppler dispersion of the incoming signal can be represented as a delay- 

Doppler surface, similar to that illustrated in Figure 1.19. The horizontal axis has units 

of time, with the maximum defined by the 12.5ms frame width, and represents the delay 

dispersion. The vertical axis has units of Hz and represents the Doppler frequency 

dispersion, with a maximum spread of ±40Hz. The colour scale has units of dBr and 

represents the power, relative to the peak, in each delay-Doppler signal component.

Figure 3.7 illustrates the process by which this delay-Doppler surface is generated. Each 

frame of the pulse compressed correlation sequence is composed of complex samples 

with a spacing of (1/9600) seconds. Samples from each of the 128 frames, 

corresponding to the same time offset within the frames, are grouped together and 

passed through an FFT algorithm. This is repeated for each of the 120 time offsets 

within a frame and results in 120 complex Doppler spectra. These Doppler spectra can 

be plotted against their time offset within the frame, the resulting surface has a value of 

the complex Doppler amplitude for every delay offset and Doppler frequency. In the

3-8



main panel of Figure 1.19 and Figure 3.7 the magnitude of the complex Doppler 

amplitude is plotted using a colour scale for display purposes.

Summing the Doppler amplitudes at each Doppler frequency across all time delays 

generates a Doppler profile for the entire waveform, represented in the right hand panel 

of Figure 1.19. A delay profile may be generated in a similar way by summing the 

amplitudes at each time offset across all Doppler frequencies, as in the top panel of 

Figure 1.19.

These processes are applied to the recorded outputs of each of the n HF receivers in the 

system, resulting in multiple complex delay-Doppler surfaces.

The DD surfaces presented in this thesis are the result of delay-Doppler processing each 

recorded 1.6s DD transmission. This is not the same as in the majority of DAMSON 

studies, where the DD surfaces presented are the result of incoherently averaging the six 

DD sounding measurements made on a given frequency in a minute. Because 

ionospheric variability occurs on the order of seconds it is felt that the advantages of 

being able to examine separate DD surfaces in each minute outweighed the advantages 

of increasing SNR by incoherent averaging.

It should also be noted that, due to differences in the local frequency references for the 

RSL 6 channel system, small offsets from zero on the frequency axis are present in the 

recorded data. These did not affect the signal processing and can be corrected for in the 

analysis if desired. For the most part it is relative values of Doppler that will be 

considered in the analysis.

3.4 First pass data selection.

Over the course of the six DD recordings made in a transmission interval, the receiver 

gain will have been iteratively modified by the system according to the rules described 

in section 3.1.1. By the time of the last DD recording in a transmission interval, the 

receiver gain should have converged to its optimum value. This first pass analysis 

therefore uses only the last recorded sounding from a given transmission interval.
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In order to determine if a DAMSON signal, with sufficient SNR for further processing 

is present in a given recording, the average value of the normalised time delay amplitude 

profile is calculated. If this is less than 0.75, then a DAMSON signal is deemed to be 

present. This test was empirically derived and worked well with the examples tested, 

one example is illustrated in Figure 3.8. For those cases where the wanted signal was 

evident, the 1000 cells within the delay-Doppler profile containing the most power were 

input to the direction finding algorithm. This first pass analysis produced 2884 cases for 

the Svalbard -  Kiruna path and 1505 for the Harstad -  Kiruna path.

3.5 Direction finding of received signals.

In the examples discussed here, estimates of the direction of arrival of components of 

the ionospherically propagated DAMSON signals were made using a super resolution 

direction finding algorithm called Iterative Null Steering (INS), which is based on the 

IMP (Brandwood [1994]) and DOSE (Zatman et al. [1993]) algorithms. As described in 

section 2.2, the algorithm is capable of resolving multiple directions of arrival and 

provides the DOA of at least the strongest two (primary and secondary) incoming 

signals and is particularly robust at HF. This method of analysis is suitable for the 

processing of data from the RSL spaced antenna array.

The detailed operation and performance of the INS algorithm is not discussed here. An 

in depth description of the algorithm and performance comparisons of INS with an 

alternative SRDF algorithm, called MUSIC, have been carried out by Warrington 

[1995(2)]. However, it is necessary to identify some limitations in the direction finding 

capabilities of the system.

3.5.1 Antenna sensitivity patterns and sidelobes.

As has been discussed in section 2.2 an array can be made particularly sensitive to 

signals arriving from a given direction by the selection of an appropriate combination of 

phase corrections to the signals received at each element before coherently summing 

them together. It can be said that a sensitivity ‘beam’ has been steered in that direction. 

Figure 3.9 is a typical sensitivity pattern for the RSL 6 antenna array deployed in 

Kiruna. The colour scale represents the relative sensitivity of the array to signals
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arriving from different directions in azimuth and elevation when a given combination of 

phases is added to make it most sensitive along 300° azimuth.

One of the consequences of the array geometry is that the main sensitivity lobe is 

relatively narrow in azimuth, which is good from a direction finding viewpoint, 

however, in elevation the lobe is very broad, which means that the resolution of the 

system in elevation is very poor.

Also of note is a secondary lobe of sensitivity along -200°, a ‘sidelobe’, this indicates 

that the combination of phases chosen to enhance sensitivity along 300° is very similar, 

to the combination of phases required to steer a beam along 200°. This similarity may 

introduce an ambiguity in the DF processing which can on occasion lead to the wrong 

DO A being reported.

3.5.2 DD-DF calculation

The information for calculating the DOA estimates comes from the multiple complex 

delay-Doppler surfaces described in section 3.3.3. Each of the n surfaces represents the 

incoming signal at a given antenna while each value in the 120x127 element surface is a 

complex pair representing the phase and amplitude of the incoming signal for a given 

delay-Doppler offset. The phase and amplitude values, for the 1000 elements carrying 

the most signal power, together with the accurately surveyed antenna positions are 

passed to the INS algorithm. The algorithm returns azimuth and elevation estimates for 

each of these delay-Doppler offsets. The azimuth and elevation estimates are stored in 

data structures similar to the delay-Doppler surfaces, except that at each delay-Doppler 

offset an azimuth or elevation estimate is stored instead of a complex amplitude.

3.6 Visualisation

It is convenient to represent the delay-Doppler (DD) information and the direction 

finding information described above in a common format, known as a DD-DF plot. A 

typical DD-DF plot is illustrated in Figure 3.10. The upper frames of these figures show 

the received pulses (after digital pulse compression) with normalised amplitude on an 

absolute time delay scale. The Doppler spectra of the received signals, also on a 

normalised scale, are given in the right hand frames of the figures. The delay-Doppler 

surface is indicated in the upper colour plot of the figures with a colour scale on which
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the amplitude of the peak power value is represented as OdBr. The Barker 13 pulse 

compression time sidelobes can be suppressed by setting to zero any points with relative 

amplitude < -18dBr, however, in most cases this has not been done. The middle colour 

plots indicate the primary measured azimuths on a colour scale as a function of absolute 

time delay and Doppler frequency. The lower colour plot displays the primary measured 

elevation angles in a similar manner. Although the SRDF algorithm calculates both 

primary and secondary DOAs, generally only primary bearings are considered in this 

analysis.

3.7 Data analysis

In order to extract parameters of interest from the processed data files, a selection of 

characterisation routines were developed. The information of interest is stored in three 

data structures; the delay-Doppler surface, the Azimuth surface and the Elevation 

surface as described above. These surfaces are composed of individual pixels, which are 

indexed by the delay and Doppler offsets, and are thus amenable to certain image 

processing techniques for the extraction of parameters. Some of the techniques used in 

this investigation are described below.

3.7.1 Thresholding

Since the analysis is mainly concerned with signal parameters on the DD plane, it is 

useful to find the power level that separates the signal and noise power. This detection 

threshold is set based on the noise floor of the delay-Doppler surface. The calculation of 

this threshold, based on the method used by QinetiQ’s DAMSON analysis software 

(Angling [1995(2)]), is presented below:

The DD surface (in linear power units) is first scaled so that it’s maximum has a value 

of 32767. The projection of this surface onto the time axis is calculated by taking the 

maximum of each Doppler spectrum for each time delay offset. This profile is then 

divided into 5 separate, equal length slices. The mean value of each slice is calculated 

and the noise floor level is taken as the smallest of these mean values. Figure 3.11 

illustrates this process. A sliding threshold is calculated based on this noise floor using 

the logic presented in Table 3.2 below.
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Any signal power above this threshold is retained and used in the data analysis while 

any power below this threshold is discarded. The resulting delay-Doppler surface 

indicates regions where there is sufficient signal power to exceed the threshold. These 

regions typically represent a propagation mode. It is the characteristics of these regions 

that are of interest.

Noise floor boundaries

Lower Upper Threshold

0 653.8 653.8*1.99

653.8 1000 (noise_floor*3.981) - 1301.7

1000 12216.4 (noise_floor* 1.99)-689.3

12216.4 32767 25000

Table 3.2 Threshold calculation logic 

3.7.2 Region finding, clustering and parameter extraction

In order to identify which pixels are associated with each thresholded region, the pixels 

are indexed (as a function of absolute time delay and Doppler offset). The indices are 

then associated with each other, using a grouping function, on a region by region basis.

These indices can be used to extract parameters of interest from the relative power, 

azimuth and elevation data structures. These derived parameters can be displayed or 

stored in a database format.

The following list is a subset of the more important parameters that were extracted from 

every case in the first pass data set and stored in a characterisation database for later use.

• Ttspr -  total time (delay) spread per case

The time spread is measured in terms of the minimum width, in the time dimension, into 

which 80% of the indexed signal power falls. The disposition of the signal power into 

separate modes is not considered so even a single mode will have a measurable Ttspr. 

This parameter is a total for each case and not for each region.
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• TDspr -  total Doppler spread per case

The Doppler spread is measured in terms of the minimum width, in the Doppler 

dimension, into which 80% of the indexed signal power falls, in a similar way to the 

total time spread calculation described above. This parameter is a total for each case and 

not for each region.

• SNR -  overall signal to noise ratio per case

This signal to noise ratio parameter compares the power in the selected regions with the 

overall noise power for the case. Because the power in the selected regions is itself a 

combination of signal power and noise power then a correction based on the already 

calculated noise floor is necessary. This value is normalised by 30/13 to account for the 

duty ratio of the uncompressed pulse train.

  P o W € T in a llse le c te d rg io n s  N o iS 6 jn a lls e le c te d r e g io n s  30
NoiseTotal 13

Equation 3.1

This parameter is a total for each case and not for each region. It should be noted that 

this method of calculation of overall SNR differs from that used in subsequent papers 

( Warrington et al. [2000(2)] and [2001]). The treatment used here includes only signal 

power that has been selected on the basis of the applied threshold. The method used by 

Warrington et al. does not involve thresholding and therefore includes all the power in 

the DD domain in the SNR calculation. This leads to a difference in the actual values of 

SNR between authors for the same data.

Notwithstanding this difference in calculation method, it would not be possible to make 

direct comparisons of measured SNR with the already large body of DAMSON analysis 

for the following reasons.

a) The RSL system antennas and receivers are not as sensitive as the co-located 

DAMSON system at Kiruna, therefore the SNR for the same signals measured by 

both systems will be worse for the RSL system.
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b) Differences in the calculation of the channel delay-Doppler surface. Most DAMSON 

studies are based on a DD surface created as an incoherent average of six individual 

DD measurements made in a frequency time slot, while in this study, only one of the

DD measurement in a time slot is used.

Although the measured values of SNR will be different, trends in the behaviour of SNR 

should remain the same.

• tmean -  mean propagation time per region

This is the mean of the delay offset for each indexed region in a thresholded DD plot.

• Dmean -  mean Doppler offset per region

This is the mean of the Doppler offset for each indexed region in a thresholded DD plot.

• SNRm -  mean signal to noise ratio per region

The signal to noise ratio for a given region, calculated for each indexed region.

• MPE -  Equivalent multipath parameter per case

The MPE parameter is an SNR weighted time difference between two signal modes in 

the DD plane and has units of time. The subscripts 1&2 represent the two signal modes.

MPE = (,2- t l) mia(SNR" SNR>) 
max(SA«1,,SA«2)

Equation 3.2

In the case of one mode, MPE = 0. In the more complex case of 2 or more modes, the 

largest MPE of each combination of two modes is chosen. If two modes contain the 

same signal power (as is the case in the Watterson [1970] model of an HF channel), the 

MPE is the same as the actual time of flight difference between the modes. This 

parameter is used in the analysis of the larger DAMSON data set and is evaluated here 

to allow comparison between the DAMSON data set and this DD-DF data set. The 

parameter is a total for each case and not for each region.
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• AZpwm -  power weighted mean azimuth per region

The azimuthal DOA information for each delay-Doppler offset in an indexed region is 

weighted with the power in that index before the mean is taken. In this way the resulting 

value will be more representative of the direction of arrival of most of the useful signal 

power.

y  AZ  • Power
  selectedregion

pwm y  Power
selectedregion

Equation 3.3

This is calculated for each indexed region in a case.

• ELpwm - power weighted mean elevation per region

This parameter is calculated in the same way as AZpwm by substituting the elevation 

DOA information for each region.

• AZstd -  power weighted azimuth standard deviation

• ELstd -  power weighted elevation standard deviation

Some of the major characterised parameters are illustrated in Figure 3.12.

3.8 Interferer signals from -165° azimuth.

On a number of occasions during the collection campaign, an interfering signal was 

observed on a frequency close to 9.04MHz at the same time as the DAMSON signal. 

The presence of interferer signal power on nearby frequencies contributes significantly 

to the delay and Doppler spread values for these cases.

Interfering signals may be much stronger than the DAMSON signal due to their 

proximity to the receiver. However, because the Barker-13 pulse compressed DAMSON 

signal achieves a 13:1 processing gain on reception (in ideal conditions), the processed 

DAMSON signal can still present more energy in the DD domain. In order for an 

interferer to have an effect in the receiver/processing chain it must not be significantly 

reduced through the pulse compression processing. Signal reduction may occur if the

3-16



interferer has a different format to the DAMSON transmissions, however, if it has 

similar properties to the DAMSON signal (such as bi-phase modulation and/or 2400 

bit/sec chip) rate then there may only be a little interferer signal reduction.

In Figure 3.13 a sequence of DAMSON soundings at 9.04MHz illustrates occasions 

when an interferer has appeared in the collected data. Due to ionospheric variability the 

relative signal strengths of the DAMSON signal and the interferer at the receiver have 

changed over time. The interferer appears to be a parallel tone modem using nearby 

frequencies, this is particularly clear in the lowest panel. This lowest panel, a 

transmission over the Harstad -  Kiruna path, indicates the presence of the same 

interferer as for transmissions over the Svalbard -  Kiruna path. The azimuth of the 

interfering signal, at -165°, is clearly different to the DAMSON signals. These 

examples are from a sequence of cases where an interferer appeared at the same 

frequency over the course of several hours, starting around 19:00 on day 77.

For each propagation path, histograms of the azimuthal DOAs for all the characterised 

signal modes in the data set are presented in Figure 3.14. Both paths show evidence of 

signal energy arriving from -165°, it is interesting to note that, since the azimuth of 

these incoming signals is always -165°, the cause of them must be independent of the 

propagation path, they are most probably due to the interferer described above.

On examination of the 102 cases that have signal energy arriving from between 160° —> 

170° azimuth, on 9.04MHz, over both paths, 90 cases indicate the presence of an 

interferer. These cases are spread relatively evenly throughout the periods when data 

was collected.

Although soundings at 9.04MHz do appear to be more likely to be contaminated with 

interference, there are image processing techniques available to mitigate the effects of 

an interferer. Such a technique is illustrated in Figure 3.15. For each Doppler row of the 

DD surface the mean value for the row is subtracted from each pixel along the row. In 

the case of an interferer such as encountered here, the mean will be large at the interferer 

Doppler offsets and will have a large effect, while for the other Doppler offsets the 

mean is small and has little effect.
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The technique is not perfect, however, and it may still be necessary to visually filter 

cases for the presence of an interferer before any detailed propagation analysis can be 

done.
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8 1 7 4 5 0 0 0 0

9 1 9 9 5 0 0 0 0

1 0 2 1 8 8 0 0 0 0

[ SCHEDULE]

9 8 \ 0 3 \ 2 0  1 0 : 4 5 : 0 0

6 0 0

g p s s e t  

0 
0 
0 
0 
0 
0 
0

0  

0 

0 

0  

0  

0  

0

t i m e  i n c f r e q n u m l o g c a l

0 0 : 0 0 : 2 0 1 0 1 0

0 0 : 0 0 : 2 5 1 0 1 0

0 0 : 0 0 : 3 0 1 0 1 0

0 0 : 0 0 : 3 5 1 0 1 0

0 0 : 0 0 : 4 0 1 0 1 0

0 0 : 0 0 : 4 5 1 0 1 0

0 0 : 0 0 : 5 0 1 0 0 1

0 0 : 0 1 : 1 9 9 1 0

0 0 : 0 1 : 2 5 9 1 0

0 0 : 0 1 : 3 0 9 1 0

0 0 : 0 1 : 3 5 9 1 0

0 0 : 0 1 : 4 0 9 1 0

0 0 : 0 1 : 4 5 9 1 0

0 0 : 0 1 : 5 0 9 0 1

Figure 3.3 Partial listing o f a typical schedule file used on the campaign.
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4. Survey of campaign data

Over the course of the campaign, at all times that a GPS time lock was available, the 

receiver system recorded data following the DAMSON schedule. At approximately 12 

hour intervals recording was stopped for 100 minutes to allow the transfer of data to 

tape for storage. Table 4.1, below, indicates the times when data was collected, the day 

number column is the number of days since the 1st January 1998. Shaded times indicate 

periods in the data collection where measurements were made for less than 1 hour of the 

3 hour period, these are mainly due to loss of GPS time synchronisation.

Also shown in Table 4.1 is the level of geomagnetic activity, as indicated by the 3- 

hourly ap and daily Ap indices.

Date Day 0- 3- 6- 9- 12- 15- 18- 21- Ap
num 3 6 9 12 15 18 21 24

14 March 1998 73 6 3 5 9 9 22 15 15 10
15 March 1998 74 00 39 27 7 9 6 5 15 20
16 March 1998 75 22 15 12 7 12 18 7 S 4 12
17 March 1998 76 9 12 5 15 6 3 4 Qy 8
18 March 1998 77 3 6 3 2 2 3 3 7 4
19 March 1998 78 5 2 2 3 4 4 3 6 4
20 March 1998 79 1 2 J 3 4 7 7 15 9 9 8
21 March 1998 80 9 6 9 32 67 94 56 9 35
22 March 1998 81 7 9 15 22 | 12 18 12 4 12
23 March 1998 82 1 2 § 12 3 2 3 3 3 6 6
24 March 1998 83 2 3 7 6 9 5 7 15 7
25 March 1998 84 9 15 4 9 32 39 12 6 16
26 March 1998 85 3 6 2 9 22 27 15 9 12
27 March 1998 86 18 12 18 12 15 15 18 12 15
28 March 1998 87 9 15 6 15 12 6 6 18 11
29 March 1998 88 39 27 9 5 9 39 22 12 20
30 March 1998 89 5 6 12 7 7 9 5 12 8
31 March 1998 90 18 22 15 5 5 2 0 4 9

Table 4.1 Geomagnetic indices vs. date, with data collection periods superimposed.

It is clear that Day 80 is the most geomagnetically active day of the campaign, 

particularly in the early afternoon. Fortunately this coincided with a successful 

collection period.
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4.1 First pass data analysis

The first pass data set contains 2884 DD-DF cases over the Svalbard -  Kiruna path and 

1505 DD-DF cases over the Harstad -  Kiruna path. The number of first pass cases, 

collected over each path, are plotted on a colour scale against day number and time of 

day in Figure 4.1 while the distributions of first pass cases against transmit frequency 

are plotted in Figure 4.2.

Propagation over the longer Svalbard -  Kiruna path was more successful than over the 

Harstad -  Kiruna path. This success is due to the obliqueness of the path allowing 

propagation of the higher frequency transmissions to the receiver.

Both paths show evidence of preferential propagation in the afternoon and evening, this 

is more noticeable over the Svalbard -  Kiruna path than the Harstad -  Kiruna path. 

Although the empty data periods reported above generally occurred in the mornings, it is 

evident from examination of the colour plots in Figure 4.1 that even on the days when 

there were few empty data periods, propagation is more successful in the afternoon and 

evening. This coincides with expected peaks in the diurnal variation of ionospheric 

electron density as previously indicated in Figure 1.2.

The distribution against transmit frequency for the Svalbard -  Kiruna path, in Figure 

4.2(a), indicates that, while propagation is supported on each of the transmit 

frequencies, there is preferential propagation over the middle frequencies in the range. 

This is expected, since at the lower frequencies there is likely to be increased absorption 

while the higher frequencies may penetrate. The Harstad -  Kiruna path distribution with 

regard to transmit frequency illustrated in Figure 4.2(b) is very different. There appears 

to be minimal or no support at the higher frequencies while there is very good support at 

the lower frequencies. Again this is expected since the path is much shorter and the 

maximum oblique propagation frequency for this path will be much lower than for the 

longer, more oblique, Svalbard -  Kiruna path. Calculated values for the oblique 

propagation frequency, based on F2 virtual height and vertical critical frequency 

measurements made at Kiruna ionosonde and retrieved from the world data centre 

website (see references), are plotted in Figure 4.3. These indicate that the oblique 

propagation frequency for this path should never have exceeded 8.1MHz.
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In order to assist in the analysis of this data, automatic characterisation scripts were 

developed which extract parameters of interest from each composite DD-DF case. These 

scripts use image processing techniques and have been described in section 3.7. They 

have been used to generate a parameter database for the first pass data set, which may be 

searched for cases exhibiting particular properties.

4.2 Time delay spreads

Delay spreading was observed in the first pass data sets for both the Svalbard -  Kiruna 

and the Harstad -  Kiruna paths. Figure 4.4 and Figure 4.5 are examples from each path. 

Delay spreading is often caused by signal propagation via multiple paths. Multiple paths 

may have reflection points distant from each other, generally leading to well separated 

modes in time (as can be the case for combined single and multi-hop propagation or 

combined great circle and off great circle propagation). However this is not always the 

case, reflection points may be clustered close to each other leading to an apparent delay 

spread mode or the time of flight difference between propagation paths may be smaller 

than the time resolution of the measurement system.

Two of the characterised parameters describing the amount of delay spreading on a 

signal are the 80% power time width (Ttspr) and the equivalent multipath spread 

(MPE), these were described in section 3.7.2. In order to distinguish genuinely multi- 

moded cases, as opposed to broadly spread single modes, the time resolution of the 

system must be considered.

As described in section 3.2.1, the DD waveform has a time resolution of approximately 

0.4ms, however, the incoming DAMSON signals were oversampled at a rate of 20000 

samples per second and then interpolated down to 9600 samples per second for 

processing. The RSL system processing therefore has the same time resolution of 

l/9600s (approximately 0.1ms) as the standard DAMSON processing. The extent of a 

perfectly propagated mode in the time dimension, after processing in this way, should be 

measurable at 0.4ms. With reference to Figure 4.4 and Figure 4.5, the assumption that a 

single mode has an approximately Gaussian shape seems reasonable. The measured 

80% power widths of the individual modes in these cases is ~0.4ms, which is very close 

to the ideal compressed pulse width.
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The minimum condition to resolve two modes is that the peaks of each mode must be 

separated to avoid the tails of the modes overlapping enough to look like a single mode, 

this will occur when the mode centres are separated by at least 0.65ms. When this 

condition is met the new 80% power width for the two modes is ~ 1.2ms (see Figure 

4.6(a)).

In terms of the MPE parameter, the condition to resolve two separate modes is that the 

detected modes must be separated by at least one resolution cell. In practice many 

observations indicate that the extent of the signal energy above the detection threshold 

(as defined in section 3.7.1) is close to 1ms, even for a very cleanly propagated signal.

The example in Figure 4.6(b) has two modes of a given compressed pulse width, x, each 

with the same signal energy, separated by one resolution cell in time. This situation will 

give an Equivalent Multipath, MPE, value of (Viz + Viz + 0.1ms). For the observed, 

detected, pulse width of 1ms this gives a minimum resolvable MPE value of 1.1ms.

4.2.1 Signal to Noise ratio considerations

In low SNR cases there will be a number of noise spikes exceeding the detection 

threshold. The nature of random noise means that these spikes will be distributed across 

the whole DD plane. Some of these noise spikes will be very distant from the actual 

signal energy on the DD plane. The examples in Figure 4.7 illustrate the effect. If this 

occurs, the time term in the MPE equation (Equation 3.1) will dominate and the MPE 

parameter will be unrealistically large. The statistical nature of the Ttspr calculation, 

however, means that these noise spikes will not have such a large effect on the Ttspr 

parameter. Nonetheless, in order to reduce the uncertainty in the statistics, first pass 

cases that fell below an SNR threshold of 0.2 (-7dB) were discarded.

For the purposes of selecting cases for analysis, the Ttspr parameter appears to be an 

appropriate guide and based on the previous discussions, 1.2ms is a representative value 

of Ttspr, above which it is likely that multipath propagation is occurring.

Of the 4224 first pass cases remaining after the elimination of the low (<-7dB) SNR 

cases, 487 (11.5%) exceed this delay spread criteria of >1.2ms. Over the Svalbard -  

Kiruna path 310 (11.2%) of the 2773 remaining first pass cases for that path exhibit
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such delay spread. Over the Harstad -  Kiruna path the value is 177 (12.2%) out of 1451 

cases.

Conversely, the number of cases with very little delay spread (Ttspr < 1.2ms) is 3737 

(88.5%) out of 4224 cases overall, with 2463 (88.8%) out of 2773 for the Svalbard -  

Kiruna path and 1274 (87.8%) out of 1451 for the Harstad -  Kiruna path.

4.3 Doppler spreads

Due to the varying dynamic nature of the ionosphere, it was expected that Doppler 

spread propagation would be observable in the first pass data. Over the course of the 

campaign a number of examples were recorded.

Figure 4.8 is a DD-DF plot illustrating a Doppler spread example over the Svalbard -  

Kiruna path. In this case there is a large amount of Doppler spread (frequency 

dispersion) contained in a single mode having some time dispersion too. As discussed in 

section 2.1.1, Wagner et al. [1988 and 1995] suggest that such signal properties are due 

to propagation via scattering from drifting irregularities rather than a specular reflection 

process. They were unable to determine the drift direction from the scattergram alone. 

Direction of arrival information, however, may be able to resolve this ambiguity.

Doppler spreading can occur on any or all modes of a multi-moded signal. Some 

example case studies will be examined in detail in Chapter 5 with a view to forming an 

understanding of the propagation processes leading to such characteristics.

Section 1.7 describes the response to multipath and Doppler spread of two Mil-Std-188- 

110A modems (operating at 300bps and 1200bps respectively). These were measured 

using an HF channel simulator and presented in Figure 1.16 and Figure 1.17.

It was noted that there were boundaries, in terms of multipath and Doppler spread, in the 

performance of a given modem, beyond which it will fail to operate. These breaking 

points were seen at around 7ms multipath delay spread and 7Hz Doppler spread for the 

1200bps modem, while the 300bps modem breaking points are around 7ms delay spread 

and 25Hz Doppler spread. For convenience, cases referred to here as having ‘Wide 

Doppler spread’ are those that exhibit Doppler spreads in excess of 7Hz, which is the
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upper Doppler spread boundary on the performance surface of the M il-Std-188-110A 

1200bps modem.

4.3.1 Signal to Noise ratio considerations

Figure 4.9 is a plot of the SNR vs. Doppler spread for both paths. The red line indicates 

the 7Hz threshold, while the histogram displays the distribution of first pass cases 

having wide Doppler spread against SNR. It is clear that a significant number of wide 

Doppler spread cases have low SNR. It was noted that for many of these wide Doppler 

spread, low SNR, cases it is unclear whether there is a genuine Doppler spread due to 

dynamic propagation conditions or whether the applied thresholding process is 

capturing noise, which may appear over all Doppler offsets, as well as actual signal 

energy. Again Figure 4.7 illustrates the problem.

There appears to be no discernible signal in Figure 4.7(a), simply a lot of noise. It is 

surprising that this case passed the first pass criteria of mean power < 0.75*peak power. 

However, examination of the top panel of Figure 4.7(a), showing the normalised power 

vs. time, indicates that there might be a signal around 4ms delay and that it is this power 

that is allowing this case entry into the first pass data set. Nonetheless, with such a low 

SNR it is almost impossible to set an appropriate threshold in the DD domain and 

subsequently extract information about the propagation conditions.

The same is true of Figure 4.7(b), however, in this case the signal energy arriving 

around 4ms delay is more apparent in the top panel although there are no obvious peaks 

on the DD plane. This indicates that it probably is a genuinely Doppler spread case that 

also has very low SNR.

In Figure 4.7(c) the signal energy is more apparent, appearing around 4ms. A lot of the 

energy in this signal appears to be around 0Hz Doppler shift and is not very spread. 

However, the SNR of this case is also quite low and noise energy is again appearing 

above the detection threshold and contributing to the calculation of Doppler spread. In 

this instance there has been a misrepresentation of the propagation conditions where the 

characterisation indicates large Doppler spread on the signal when there is only modest 

Doppler spread and a poor SNR.
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In order to address problems with low SNR, a threshold of -7dB has been used to 

eliminate first pass cases such as described above. Of the total 4224 cases with SNR >-7 

dB, overall 473 (11.2%) have wide Doppler spread, which include 297 (10.7%) of the 

2773 cases occurring over the Svalbard -  Kiruna path and 176 (12.1%) of the 1451 

cases occurring over the Harstad -  Kiruna path.

Conversely, the number of cases which do not exceed the 7Hz threshold are 3751 

(88.8%) out of 4224 overall, with 2476 (89.3%) out of 2773 over the Svalbard -  Kiruna 

path and 1275 (87.9%) out of 1451 over the Harstad -  Kiruna path.

4.4 Summary

Figure 4.10 is a summary, over all frequencies, of the simultaneous distribution of delay 

and Doppler spread for all cases exceeding -7dB SNR over each path. Also marked are 

the breaking point boundaries for a Mil-Std-188-110A modem operating at 1200bps. It 

is interesting to note that no cases exceed the delay spread boundary, while a number do 

exceed the Doppler spread boundary. The hyperbolic line is a line of constant spread 

factor, where spread factor is the dimensionless product of delay spread and Doppler 

spread. In this case the spread factor has been fixed at 7Hz x 7ms = 49xl0‘3.

For the purposes of grouping the first pass data set, using the parameter database, 

boundaries on the definition of delay spread cases and Doppler spread cases have been 

chosen based on the discussions in sections 4.2 and 4.3. Any case having Ttspr >1.2ms 

is characterised to be ‘Delay spread’ and any case having TDspr >7Hz is characterised 

to have ‘Wide Doppler spread’. The numbers of first pass cases, which equal or exceed 

an SNR of -7dB, falling into each category, are summarised in Table 4.2.

From this table, it is clear to see that by far the most common form of characterised 

signal observed in the first pass data set are narrow in both delay and Doppler spread. 

These comprise 3454 (81.8%) of cases out of the total 4224 with 2282 (82.3%) out of 

2773 over the Svalbard -  Kiruna path and 1172 (80.8%) out of 1451 over the Harstad -  

Kiruna path. The low number of delay and Doppler spread cases reflects the generally 

quiet geomagnetic conditions prevalent during the campaign, resulting in relatively 

favourable propagation conditions. These numbers would be likely to increase as
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geomagnetic activity increases and propagation conditions become less favourable. 

Nonetheless there are sufficient cases to justify a statistical treatment.

Not delay spread (< 1.2ms) Delay spread (> 1.2ms)

Svalbard Harstad Both Svalbard Harstad Both Total

Narrow Doppler 

(< 7Hz)

2282 1172 3454 194 103 297 3751

Wide Doppler 

(> 7Hz)

181 102 283 116 74 190 473

Total 2463 1274 3737 310 177 487 4224

Table 4.2 Numbers of cases falling into each category

4.5 Occurrence statistics of both narrow delay and Doppler spreads

Since signals having both narrow delay and Doppler characteristics, as defined above, 

comprise the largest part of the first pass data set, they provide the most statistically 

stable sample. Figure 4.11 illustrates typical examples of these signals. This type of 

signal falls within the boundaries of operation of the Mil-Std-188-110A 1200bps 

modem, so should provide favourable operating performance.

On examination of the distributions of transmit frequency vs. time of day (Figure 4.12 

and Figure 4.13) there is a distinct trend in propagation success of the different 

frequencies. During the course of the early hours of the morning, over the Svalbard -  

Kiruna path, support for the lower frequencies is good and for the middle frequencies 

improves during the morning towards midday. This support continues through the 

afternoon with success of higher frequency propagation evident in the early evening, 

after when support for the high and middle frequencies drops off towards midnight. This 

behaviour is consistent with the expected diurnal variation in ionospheric electron 

density, see Figure 1.2(a), including in the D-region which is responsible for absorbing 

the lower frequencies during the middle of the day. Over the Harstad -  Kiruna path there 

is of course no support for the higher frequencies. Around midday there is increased
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propagation towards the top end of the lower frequencies and a reduction in the 

propagation of the lowest frequencies, which tails off during the evening.

Direction of arrival and time of flight are plotted vs. time of day for each path 

respectively in Figure 4.14 and Figure 4.15. Each point is colour coded to the transmit 

frequency and histograms of the distributions are also shown. Due to the length of the 

Svalbard -  Kiruna path, not much structure is visible in the time of flight plot, with 

measurements between ~4 —> 5ms. As expected, the majority of direction of arrival 

(DOA) measurements over the Svalbard -  Kiruna path fall close to the GCP direction, 

however, there is a significant number of measurements spread across all DOA.

Over the Harstad -  Kiruna path, increases in the time of flight, associated with support 

for higher transmit frequencies, during the daylight hours are clear, this is consistent 

with the diurnal variation in F-region height and oblique frequency (as indicated in 

Figure 4.3). Short flight times of around 1ms, at the lower frequencies, still occur 

throughout most of the day; these flight times are consistent with 1-hop E-region 

propagation, where the measured E-region virtual height was between 110km and 

130km.

The DOA measurements for the Harstad -  Kiruna path have a broad distribution around 

the GCP direction, with a small cluster of arrivals appearing around 200°. There are few 

arrivals from the North or the East of the receive site. The majority of the successful 

6.78MHz transmissions, one of the higher frequencies supported on this path, appear 

from a direction North-West of the receiver, around -340°. As expected longer flight 

times are associated with non-GCP propagation, while the shorter times of flight are 

associated with lower frequency near-GCP E-region propagation. The variation in DOA 

appears to be greater for F-region propagation than for E-region.

Figure 4.16 presents azimuth histograms for the lowest four frequencies propagated over 

the Harstad -  Kiruna path. It is clear that there is some variation in measured DOA 

against frequency with the peak directions of arrival at 298° and 294° for the lowest 

three frequencies and the previously noted daytime arrivals from -340° on 6.78MHz.

The small cluster of arrivals from the south at around 200° seems to occur on most days 

between approximately 0500 —> 1700 with the majority before midday. The preferred 

propagation frequencies for this DOA appear to be 3.95MHz and 4.70MHz. This
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behaviour occurs consistently during the campaign. It is possible that these signals are 

arriving via reflections from the mid-latitude trough to the south of the path midpoint, 

however, during the campaign sunrise was slightly earlier than 0500 so that the path was 

in daylight during the time when these southern arrivals occurred. This would be 

inconsistent with the usual behaviour of the trough. The elevation measurements for 

these cases are higher than usual, while the flight times are similar to a normal F-region 

mode. This suggests that a local tilt or irregularities close to the south of the receiver 

might be producing these southern arrivals. Such ionospheric behaviour, however, is 

unlikely to occur as consistently as seen here. Although an interferer could be a more 

consistent feature, the cluster is clearly not due to an interferer since the times of flight 

are consistent with normal F-region propagation and it occurs on two frequencies. 

Importantly, the cases have been selected for both small delay spread and narrow 

Doppler spread, neither of which are characteristic of interferers.

Figure 4.17 illustrates this cluster more clearly using a time of flight vs. azimuth plot in 

the upper panel and an elevation vs. azimuth plot in the lower panel, both have a colour 

scale proportional to the transmission frequency. The lower frequency transmissions are 

generally associated with the shorter E-region times of flight. The cluster of arrivals 

around 200° azimuth is clearly visible, having a 1-hop F-region time of flight and 

transmit frequencies, similar to the -300° DOA arrivals, of 3.95MHz and 4.70MHz. The 

3.95MHz and 4.70MHz cases are obviously split between -300° and -200° azimuth. 

Recalling the discussion in section 3.5.1 and examining the array sensitivity pattern in 

Figure 3.9 indicates that this could be a cluster of ambiguous measurements due to the 

array sidelobe characteristic, with the elevation preference due to slightly increased 

sidelobe sensitivity at those elevations. This does not depend on ionospheric behaviour 

and can occur quite consistently. The sidelobe is thus a likely cause of the cluster of 

measurements around 200° azimuth.

4.5.1 Summary

The majority of first pass cases have small delay spread and narrow Doppler spread. The 

distribution of cases vs. time of day, frequency and DOA is as expected for the long and 

short paths respectively.
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The statistical mode, mean and standard deviations of the power weighted time of flight 

and azimuthal DO As of these cases, for each path are included in Table 4.3, along with 

the great circle path azimuths at the receiver. The tabulated values have been corrected 

for the 4.5° error in estimating the direction of North, described in section 3.1.

Path Time of flight, ms GCP, ° Azimuth, °

Mean Standard

deviation

Mode Mean Standard

deviation

Svalbard -  

Kiruna

4.15 0.54 352.2 352.0 341.4 49.3

Harstad -  

Kiruna

1.64 0.81 294.6 293.5 284.9 51.0

Table 4.3

With the exception of bearings measured in a sidelobe of the array pattern, most of the 

measured azimuths are around the GCP direction. The Harstad -  Kiruna path has a 

broader range of azimuths around the GCP, although the standard deviation of these is 

no larger than for the Svalbard -  Kiruna path because that path exhibits a small number 

of arrivals from a very wide range.

There is a diurnal trend in propagation success of the different frequencies for both 

paths and for the Harstad -  Kiruna path the diurnal variation of F-layer height is clearly 

seen in the time of flight measurements.

Most of the direction of arrival structure is seen over the Harstad -  Kiruna path since 

this is the shortest and hence most sensitive to small changes in propagation geometry. 

An important observation as far as communications systems are concerned is the 

variation of DOA with transmission frequency over this path.

The DOA plots and Table 4.3 reveal that, although the cases examined were narrow in 

both delay and Doppler, there is considerable variation in the direction of arrival of 

these signals. This indicates that there must be some spatial variation in the ionosphere 

in these regions, which allows non-GCP propagation while not imposing Doppler 

spread in the same way as for propagation via irregularity regions.
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4.6 Occurrence statistics of time delay spreads

Figure 4.18 and Figure 4.19 indicate the delay spreads for all cases having SNR >-7dB 

irrespective of whether this is due to single or multi-mode spreading. Some of these 

cases may also be Doppler spread, however, Doppler spread cases will be dealt with 

separately in section 4.7. The upper 10 panels are plots of the measured delay spread vs. 

time, in units of day number, for each transmitted frequency throughout the campaign, 

there is a dashed red line indicating 1.2ms of delay spread. The histogram in the right 

hand panel indicates the number of cases at each frequency that exceed this 1.2ms 

threshold while the histograms in the lower two panels represent the distribution of 

cases over all frequencies with delay spread that exceed 1.2ms vs. day number and time 

of day respectively. The time of day plot also has a superimposed blue trace representing 

the measured delay spreads > 1.2ms over all campaign days. The total number of delay 

spread cases is identified in red to the right of these histograms.

The time of day histograms reveal that over the Harstad -  Kiruna path there is a trend 

for less delay spread propagation during the daylight hours and more overnight. The 

lack of an absorbing D-region during the night allows more multipath propagation via 

longer (non-GCP) paths. Since non-GCP propagation over such a short path will lead to 

pronounced increases in delay compared to the GCP path, these cases will have larger 

delay spreads. Over the Svalbard -  Kiruna path this effect is less apparent since it is 

already a long, oblique, path allowing the propagation of higher frequencies that are less 

affected by absorption.

When the Frequency distributions for each path are examined, the Svalbard -  Kiruna 

frequency distribution for the delay spread cases demonstrates a preference for 

propagation at 4.7MHz, which is a lower frequency than for the overall distribution 

presented in Figure 4.2(a). Over the longer Svalbard -  Kiruna path, a large proportion of 

the delay spread cases are likely to be due to multi-hop propagation. These multi-hop 

paths will have a lower MUF than the predominantly one hop single moded cases with 

delay spreads < 1.2ms. Since the Harstad -  Kiruna path is already a short, near vertical 

incidence (NVIS), path where the time differences between 1-hop and multi-hop 

propagation is significant but the angle of incidence at the ionosphere is virtually the
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same, the frequency distribution is very similar to the overall distribution in Figure 

4.2(b), with most cases propagating at 4.7MHz and very few above this frequency.

Figure 4.20 and Figure 4.21 indicate the properties of each separate propagation mode, 

detected by the image processing scripts, for all delay spread cases propagated via the 

Svalbard -  Kiruna and Harstad -  Kiruna paths respectively. The top panel of Figure 

4.20, which is colour coded for azimuth, reveals that most of the detected modes over 

the Svalbard -  Kiruna path, with small times of flight, arrive from close to the GCP 

direction, while the longer delayed modes arrive from a range of azimuths. The lower 

panel of Figure 4.20 is plotted in polar coordinates with time of flight represented 

radially against azimuth and the points colour coded to the transmit frequency. It is clear 

that although there is a range of azimuths, there is a strong tendency for arrivals from 

the West. There is also a trend in delay apparent on this plot with the delay increasing as 

the direction of arrival moves from close to the GCP direction around to the West and 

then the South. A feature of this plot, however, is the ‘spoke’ of points, at the same 

frequency, aligned along -165°. This is clearly characteristic of the interferer described 

in section 3.8. Although the interference mitigation technique, described earlier, was 

used before the First pass data were processed by the characterisation scripts it has not 

been completely effective. Closer examination of the upper panel of Figure 4.20 

indicates that the interferer only appears to be present between ~18:00hr and 01:00hr 

each day, this has been confirmed using the histogram of frequency of occurrence of 

such signals vs. time of day in Figure 4.22. Given that this interferer has now been 

identified, the best way to reduce its impact is to ignore detected signal energy arriving 

from -165° at 9.04MHz during the times when it is expected to be present.

The upper plot of the Harstad -  Kiruna data presented in Figure 4.21 shows a similar 

trend to that in Figure 4.20 whereby the shorter delay modes arrive from close to the 

GCP direction while the longer delay modes arrive from a range of azimuths. The lower, 

polar, plot reveals that most of the detected modes are arriving from the West.

4.7 Occurrence statistics of large Doppler spreads

Figure 4.23 and Figure 4.24 display the Doppler spread statistics in a similar format to 

that used previously for the delay spread statistics. In these examples the y-axes of the 

upper 10 panels represent the measured 80% Doppler width of all the first pass cases
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with SNR >-7dB, with a dashed red line indicating the 7Hz Doppler spread threshold 

above which a M il-Std-188-110A modem operating at 1200bps will fail. The 

histograms represent the occurrence of such wide Doppler spread cases vs. frequency, 

day number and time of day respectively.

The largest numbers of wide Doppler spread cases occur on Day 84 for the Svalbard -  

Kiruna path, while for the Harstad -  Kiruna path Days 80, 84 and 88 have the most. 

These times align well with the periods of higher magnetic activity as indicated in Table 

4.1.

The wide Doppler spread cases appear to occur most frequently in the evening and 

night. These times approximately span midnight CGMLT (Corrected GeoMagnetic 

Local Time) at around 21:30 UT during the campaign. This is when the auroral oval 

reaches its most southern extent and thus when the propagation medium is most likely 

to be disturbed.

The shape of the distribution of Doppler spread cases vs. frequency over the Svalbard -  

Kiruna path is very similar to the overall distribution of all first pass cases vs. frequency 

for this path, irrespective of Doppler spreading (Figure 4.2(a)). The peak has moved 

from 6.78MHz to 9.04MHz, probably due to the higher levels of electron density in the 

ionosphere during the more disturbed periods when Doppler spreading occurs, which 

also allows higher propagation frequencies.

The shape of the distribution of Doppler spread cases vs. frequency over the Harstad -  

Kiruna path, however, is quite different compared to the overall distribution of all first 

pass cases vs. frequency for the path, irrespective of Doppler spreading (Figure 4.2(b)). 

The distribution has moved to higher frequencies with Doppler spread propagation 

appearing to occur most often at 4.7MHz and 6.8MHz and many fewer cases appearing 

at frequencies below these. The higher levels of ionisation during the disturbed periods 

allow the propagation of higher frequencies but causes absorption at the lower 

frequencies.

Histograms of the distributions of wide Doppler spread cases are plotted against 

azimuth in Figure 4.25 for each path. For the Svalbard -  Kiruna distribution, while there 

appear to be slightly more Doppler spread signals arriving from close to the GCP, there 

are very few Doppler spread signals arriving from the North-East (-0° —> -90°). The
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most obvious feature of the distribution is the peak around -165° which is due to the 

interferer mentioned in section 3.8, this has been confirmed by verifying the frequency 

to be at 9.04MHz. It is clear that the interference mitigation technique described in 

section 3.8 has not been completely effective again. There is also an interferer peak 

around 165° in the Harstad -  Kiruna distribution too. Apart from this there is not much 

structure in the distribution with Doppler spread cases arriving from all directions, 

although there does appear to be a slight preference for directions near to the GCP 

direction.

The small number of wide Doppler spread cases means that, beyond these relatively 

straightforward observations, not much more can be said about the distributions.

4.8 Concluding remarks

The first pass data set has been surveyed with the aim of classifying the different types 

of propagation observed during the campaign. It is clear that there are a variety of 

propagation mechanisms occurring to cause the observed variation in the characteristics 

of the DD-DF plots.

The data set was classified according to delay spread (narrow or wide) and Doppler 

spread (narrow or wide). Two useful parameters for the estimation of delay spread in a 

scattergram (MPE and Ttspr) were discussed in terms of the resolution of the DAMSON 

system and their sensitivity to poor SNR. Ttspr was chosen to characterise delay spread 

because of its lower sensitivity to SNR. Similarly, Doppler spread was estimated with 

the TDspr parameter. Boundaries were placed on the definitions of narrow and wide 

delay and Doppler spread according to the performance of the DAMSON system and of 

the M il-Std-188-110A 1200bps modem discussed in section 1.7. These boundaries were 

set at 1.2ms delay spread and 7Hz Doppler spread. The numbers of cases in the data set 

falling into each category are summarised in Table 4.2.

The majority of first pass cases are seen to have small delay spread and narrow Doppler 

spread. Due to the generally quiet geomagnetic conditions prevalent during the 

campaign, there are only a relatively small number of cases that exhibit complex 

properties related to the propagation environment.
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Since signals having both narrow delay and Doppler characteristics, as defined above, 

comprise the largest part of the first pass data set, they provide the most statistically 

stable sample. In general the occurrence statistics for these signals were as expected, 

with diurnal variation in successful propagation frequency and time of flight consistent 

with well understood changes in ionospheric structure during the day. Surprisingly, 

however, there was a significant statistical spread in the measured directions of arrival 

over both paths.

The statistical behaviour of the more complex delay or Doppler spread cases generally 

agrees with observations made previously by other authors involved with the DAMSON 

project. For the wide delay spread cases, analysis of the DF information did reveal that 

while much of the signal energy arriving at longer delays was from off GCP directions, 

the shorter delayed signal energy was often from the GCP direction. For the wide 

Doppler spread cases, signal energy was seen to arrive from a large range of angles with 

a small preference for directions close to the GCP. Doppler spreading was more 

prevalent around midnight CGMLT, which is when the auroral oval reaches its most 

southern extent and thus when the propagation medium is most likely to be disturbed

Since there is only a small number of these delay or Doppler spread cases available, the 

statistical value of this analysis is limited. Information regarding the short term 

behaviour of the channel, and the propagation environment, however, can be gained by 

studying a few cases in detail. This will also allow the best use of the available direction 

of arrival information.
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Figure 4.19 Harstad -  Kiruna delay spread statistics
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5. Propagation analysis

5.1 Time delay spreads

The afternoon of Day 82 (23rd March 1998) provides a number of cases displaying large 

delay spreads. Some of these are examined below.

5.1.1 Svalbard -  Kiruna, 13.00UT —> 23.59UT, 23rd March 1998 (Day 82)

Data collected during the afternoon and evening of the 23rd March contains a number of 

delay spread cases. Figure 5.1 —» Figure 5.3 are DD-DF plots of transmissions over the 

Svalbard -  Kiruna path for 13:27UT —> 13:29UT (note that the Doppler scale has been 

reduced to ±20Hz). They represent the first delay spread cases of interest during the 

afternoon. On observation of the 4.7MHz transmission, there are four distinct 

correlation peaks with a small amount of Doppler shift on each (never exceeding 3Hz), 

none of them have any appreciable Doppler spread. The delay separation between the 

first and last peaks is approximately 5ms, which corresponds to an excess path length of 

1500km.

The azimuth information indicates that the first peak is in the GCP direction (-352°), 

the second at -340°, the third at -330° and the fourth at both -300° and -200°. Clearly 

off GCP propagation is occurring.

The measured elevations for each peak are -5°, -2°, -30° and -30° respectively. These 

differences in elevation suggest that there is a change from single to multi-hop 

propagation, which will contribute somewhat towards the range of multipath spread.

The properties of the correlation peaks in all three cases are summarised in Table 5.1. 

The expected elevation angles and flight times for various multi-hop modes, using a 

curved Earth - curved ionosphere model for this path, are indicated in Table 5.2 (note 

that generally for off GCP propagation these elevation angles will reduce and the flight 

times increase as the excess path length increases).
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Time - Date Frequency
(MHz)

Delay
(ms)

Azimuth
(°)

Elevation
(°)

Doppler 
offset (Hz)

13:27 - 23/03/1998 4.7 3.9 352 5 -0.7
5.0 340 2 -0.5
6.7 330 30 -1.8
9.0 200 and 300 30 -1.7

13:27 -23/03/1998 6.8 4.1 0 0 -0.9
5.9 356 30 -0.7

13:27 - 23/03/1998 9.0 4.0
4.8

0
0

1
16

-1.5
-1.3

Table 5.1 Measured DD-DF properties

ElOOkm F250km F.iookm F350km

N°
Hops

Elevation

(°)

Delay
(ms)

Elevation

(°)

Delay
(ms)

Elevation

(°)

Delay
(ms)

Elevation

(°)

Delay
(ms)

1 7.1 4.0 20.3 4.3 24.2 4.5 27.8 4.7

2 17.6 4.2 38.9 5.2 44.0 5.7 48.3 6.2

3 26.3 4.4 50.9 6.4 55.7 7.3 59.6 8.1

Table 5.2 Svalbard -  Kiruna, modelled elevation and delays for different layer heights 

For the 4.7MHz case the time of flight of the first peak, at 3.9ms, is consistent with 

GCP propagation via an E-region at an altitude of ~100km. It is not clear whether this is 

via 1- or 2-hops since the time of flight resolution is not fine enough to discriminate, 

however, the elevation measurement is small suggesting 1-hop propagation. Although 

the second peak’s elevation is low, the antenna beam pattern in elevation is very broad 

and the time of flight of 5.0ms is consistent with 1-hop F-region propagation at an 

altitude of ~300km (see Figure 4.3) and an offset of -12° in azimuth from the GCP 

direction. The third peak’s elevation is much larger and the time of flight is also 

consistent with 2-hop F-region propagation, this time with an azimuth offset of -22° 

from the GCP direction.

The fourth peak contains enough signal energy and has azimuths away from the GCP 

direction and the azimuths of the other peaks, to indicate that it is not simply a Barker- 

13 correlation time sidelobe. However, the analysis for the fourth peak is somewhat 

complicated by it’s very large time of flight and multiple DOA estimates. For an
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azimuth of 300°, the excess delay due to multiple hops, does not account entirely for the 

observed time of flight for the fourth peak. If, however, an azimuth of 200° is used, then 

signal power is arriving from behind the receiver and therefore introducing significant 

excess path length, which may account for the large time of flight. This does not account 

for some of the measured bearings arriving from 300°, however, when the secondary 

bearings are examined, most of the secondary signal power for this peak is arriving from 

-200°. The array sensitivity pattern at this frequency for a beam steered to 200° has a 

sidelobe at 300°. There is thus a directional ambiguity similar to that discussed in 

section 3.5.1. It appears that the fourth peak may have an actual azimuth of 200°, which 

accounts for the excess path delay, and that the DF algorithm is selecting the wrong 

ambiguity for some of the pixels in the DD-DF plots.

As expected for multi-hop propagation, the number of peaks present in the scattergrams 

of the higher frequency soundings is much fewer. At 6.8MFlz there are only two peaks, 

both within a few degrees of the GCP direction, they have a time of flight and elevation 

consistent with 1-hop E-region and 2-hop F-region propagation respectively. The much 

smaller peaks, at the same Doppler offset and azimuth, beyond about 6ms are Barker-13 

correlation sidelobes this time.

The 9MHz case at first appears to be composed of a single E-region mode, however, 

there is a shoulder in the correlation peak which suggest that a small amount of signal 

power may be arriving at 4.8ms via a 1-hop F-region mode. Elevation estimates do 

indicate that this signal power is arriving from a higher elevation than the E-region 

mode.

Less oblique multi-hop paths have increased angles of incidence at the ionospheric 

reflecting layers. At the higher frequencies, signals attempting to propagate via these 

paths will penetrate the ionosphere. This accounts for the reduction in the number of 

multipath peaks as the transmission frequency increases.

None of the DD plots in the figures show evidence of large Doppler spread, which 

suggests that propagation is not via irregularity regions. The 3 hourly ap index for the 

time 12:00 —> 15:00, was 3 (see Table 4.1). The time of day (being close to local 

midday) means that the statistically modelled auroral oval will be displaced northwards 

and the mid-latitude trough will be absent. The control points for both single and multi­
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hop propagation will be outside the auroral oval disturbed regions where irregularity 

structures are most likely to be found. The off GCP propagation does indicate, however 

the presence of electron density gradients in the ionosphere to the West of the great 

circle path.

Figure 5.4 and Figure 5.5 are the delay-Doppler scattergrams for all of the 4.7MHz 

transmissions collected between 13:00UT and 23:59UT. They indicate that this type of 

complex multipath propagation continues throughout the afternoon, until sunset at 

approximately 17:30 UT after when the propagation conditions begin to change leading 

to a reduction in SNR and an increase in Doppler spread. The delay spreading continues, 

but the discrete structure of the modes is lost as the correlation peaks broaden in delay. 

These conditions change around 21:30UT after when there is less successful 

propagation at this frequency and the SNR drops further, this roughly coincides with the 

time of Corrected Geomagnetic midnight at 21:21UT for Kiruna when the ionosphere is 

likely to be most disturbed as the auroral oval moves to its southernmost extent. The 

remaining few detected cases appear to be single F-region modes with little delay or 

Doppler spread.

5.1.2 Harstad -  Kiruna, 13.00UT -> 23:59UT, 23rd March 1998 (Day 82)

Data collected over the shorter, Harstad -  Kiruna, path, also contains a number of delay 

spread cases in the afternoon and evening of 23rd March. The number of cases is less 

than for the Svalbard -  Kiruna path since the oblique critical frequency for this short 

path is lower. In addition, multi-hop propagation over this path will be limited by the 

large angles of incidence at the ionospheric reflecting layers of the multi-hop rays. 

Multiple paths, however, are still possible via regions of enhanced electron density and 

tilts away from the GCP direction.

Figure 5.6 and Figure 5.7 show DD and DF information for cases collected between 

18:00UT and 23:00UT on 2.8MHz. There is very little delay spread propagation on this 

path before 18:00UT or after 20:00UT. The azimuth information is represented in the 

colour coded pixels of the right hand panels, a feature of most of the delay spread plots 

is that the azimuth of the delayed signal power is from the North of the GCP direction.

The example at 19:04UT is displayed in more detail in Figure 5.8 and the properties of 

each correlation peak listed in Table 5.3.
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Delay, ms Azimuth, ° Elevation, °
1.7 352 27
3.3 280 61
4.4 337 42
5.8 326 56

Table 5.3 Properties of the delay spread case collected at 19:04UT on Day 82

Eiookm p250krn F30()km p35()km

N°

Hops

Elevation

(°)

Flight

Time

(ms)

Elevation

(°)

Flight

Time

(ms)

Elevation

o

Flight

Time

(ms)

Elevation

(°)

Flight

Time

(ms)

1 46.7 0.9 69.0 1.8 72.1 2.1 74.4 2.4

2 64.8 1.5 79.1 3.4 80.8 4.1 82.1 4.8

3 72.6 2.1 82.7 5.1 83.9 6.1 84.7 7.1

Table 5.4 Harstad -  Kiruna modelled elevation and delays for different layer heights 

The first peak, arriving at 1.7ms, has a time of flight consistent with 1-hop F-region 

propagation for a layer height of ~250km. The azimuth measurement for this peak 

indicates that signal energy is arriving from ~ +50° away from the GCP direction. 

Although the extra distance travelled is not enough to affect the time of flight 

measurement too much, the reflection points are closer to the horizon with respect to the 

receiver array, which results in a lower elevation measurement.

The second peak’s time of flight and elevation are consistent with 2-hop F-region 

propagation, this time with an azimuth ~ -25° away from the GCP. The third and fourth 

peaks are probably due to 2- and 3-hop propagation respectively, where the multi-hop 

reflection points are from tilts in the F-region, occurring in geographically different 

locations at different altitudes.

Measurements made at Kiruna ionosonde, presented in Figure 4.3, confirm that the F2 

critical frequency was ~5MHz, which means that, being a near vertical incidence path, 

multi-hop propagation is only possible at frequencies below ~5MHz. The 23rd March 

1998 was geomagnetically quiet so the auroral oval will be small and the ionosphere
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relatively ‘smooth’. At this time of day the D-region will be absent so there will be little 

absorption.

Under these conditions it has been seen that multi-hop propagation over either Svalbard 

-  Kiruna or Harstad -  Kiruna paths is successful, although there are clearly still 

ionospheric tilts, mainly to the North, which lead to the non GCP directions of arrival.

In terms of communication system performance, under these geomagnetically quiet 

conditions, significant multi-hop spread could cause problems for high data rate 

modems, taking the conditions outside the boundaries of operation as discussed in 

section 1.7.

5.2 Large Doppler spreads

In Chapter 4 the occurrence statistics for measured cases exhibiting Doppler spreads in 

excess of 7Hz were examined. It was noted that while in general this type of signal 

could arrive from almost any direction of arrival, it was observed that there was a small 

preference for arrivals from the North. In this section consideration will be given to the 

detailed spatial characteristics of cases with large Doppler spread on a case-by-case 

basis for some of the more interesting examples.

5.2.1 Direction o f arrival considerations

When measuring direction of arrival of Doppler spread signals it is important to take 

into consideration the following points:

• Over the longer Svalbard -  Kiruna path, even small deviations in DOA could 

correspond to large geographic distances between reflection points for different 

signal components. Conversely, the DOA of signals propagated over the short 

Harstad -  Kiruna path will be much more sensitive to spatial dispersion.

• When a mode is Doppler spread, there may also be a random or systematic variation 

in the direction of arrival with respect to Doppler offset. Thus although it is possible 

to measure a mean (or power weighted mean) direction of arrival this value may not 

always be representative of all the directions of arrival within a Doppler spread 

mode.
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5.2.2 Doppler offset as a function o f  azimuth

It was observed that there could be considerable variation in the direction of arrival of 

the components of an incoming signal. In some cases this variation may be 

systematically related to Doppler offset. Figure 5.9 shows a sequence of 9MHz 

soundings exhibiting Doppler spread collected over the Svalbard -  Kiruna path between 

13:00UT and 14:30UT on 25th March (Day 84). In most of them there is a distinct trend 

in Doppler offset with azimuth. These soundings at 9MHz appear to be the only cases 

around this time of day exhibiting significant Doppler spread. Such spreading is 

characteristic of scatter propagation via irregularities. The scale size of irregularities is 

important and in these cases may only be appropriate to cause scattering for signals 

close to 9MHz.

Figure 5.10 represents such a Doppler spread case, measured at 13:29UT, in more detail. 

There is a small 1-hop E-region GCP mode arriving at 4ms delay followed by a broad 

Doppler spread mode at ~ 4.5ms. This Doppler spread mode appears to be composed of 

two separate spread modes centred at -10Hz and +10Hz with azimuths 351° and 12° and 

elevations of 1.5° and 15° respectively. On closer examination it can be seen that the 

signals arriving from around 351° have a mean time of flight of 4.6ms while the signals 

arriving from 12° have a mean time of flight of 4.7ms. This is consistent with modelled 

off great circle propagation via a curved ionosphere height of ~250km over a curved 

Earth.

Figure 5.11 plots the Doppler offset vs. the DOA estimates of the signal components. 

Both azimuth and elevation plots exhibit clustering as well as a trend in Doppler offset, 

which is much more evident in azimuth than in elevation. There is a very clear trend 

whereby the Doppler offset changes from positive to negative as the azimuth changes 

from East to West and the elevation changes from high to low.

In order to assist in the analysis of such cases, a set of tools have been developed which 

allow the presentation of the DD-DF information on a ‘Radar’ style plot superimposed 

over associated geographical information such as coastlines. These plots in essence 

indicate the location of the virtual reflection points for the various signal components. 

The properties of the signal components, such as relative power and Doppler offset, can 

be colour coded.
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Figure 5.12 displays two radar plots for this example. To generate these plots both DOA 

and range information must be used. Clearly DOA information is available directly from 

the DD-DF data (and is corrected for the 4.5° error in array orientation). The calculation 

of range, however, is a more complex issue. In the plots illustrated in Figure 5.12, a 

simplistic calculation is made using the assumptions that for a model Earth with a given 

radius the reflecting ionospheric layer is fixed in altitude and that the range from the 

receiver to the reflection point is l/ 2.c.t (where c is the speed of light in free space and t is 

the validated time of flight of the signal component). The range is thus based on a 

‘Radar’ calculation. These assumptions only hold for 1-hop propagation in the absence 

of strong group retardation, nonetheless valuable insight may still be gained using this 

method.

The upper panel of Figure 5.12 is colour coded to relative signal power in dBr and 

clearly shows the two regions of interest spanning the great circle propagation path. The 

lower panel is colour coded to Doppler offset, with the colour scheme reversed in line 

with convention, where ‘red-shiff indicates a negative Doppler offset. The change from 

blue-shift to red-shift from East to West is obvious. This type of Doppler spread is 

characteristic of propagation via drifting irregularity regions, as suggested by Wagner et 

al. [1988 and 1995]. In this example the direction of arrival information indicates that 

the irregularities are drifting in an East —> West direction. Signal components scattering 

from irregularities to the East of the GCP, where the movement of the irregularities 

tends to shorten the path, will suffer a positive Doppler shift while components scattered 

from the West of the GCP will suffer a negative Doppler shift as the movement tends to 

lengthen the path.

Irregularity regions may be embedded in ionospheric convection flows, these have been 

modelled as described in Lockwood [1993] and discussed in section 1.2. The geographic 

behaviour of the flow is dependent on the magnitude and direction of the interplanetary 

magnetic Field (By and Bz). These parameters are available from the Coordinated Data 

Analysis Web (CDAWeb) database maintained by NASA Goddard Space Flight Center 

(see references) and have been plotted in Figure 5.13 for the relevant day. At 

13:29:45UT By is positive and Bz negative, however, over the course of the middle of 

the day, By changed sign a number of times while Bz remained negative. The modelled 

convection flow patterns are illustrated in Figure 1.6. For the magnetic conditions
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described, the flow could have been in any one of the states illustrated in the top row of 

the figure. Considering the time of day and latitude of the reflection points it seems most 

likely that they are within the lower latitude return flows, moving towards the night side, 

rather than part of the cross polar flows. This is consistent with the observed East —> 

West irregularity movement.

Figure 5.14 illustrates the movement of these observed scattering regions in time, using 

radar plots, colour coded for relative Power and Doppler offset respectively (note that 

the radar plots for 13:29UT have not been included). It is clear that the movement of the 

main scattering features, as indicated by the Power plots, is consistent with the sense of 

the convection flows, deduced from the Doppler measurements above, and indicated in 

the Doppler plots. Table 5.5 lists the properties of the Doppler spread, F-region 

reflections for each case, while Table 5.6 lists the calculated distances moved and 

consequent mean velocities between measurements, assuming a 1-hop virtual reflection 

height of 250km, which is consistent with the measured times of flight. Where there is 

more than one DOA associated with these Doppler spread modes, as is the case for 

13:29UT, both values are tabulated. This also means that there will be multiple possible 

velocity estimates whenever this case appears in Table 5.6.

Time of Day Time of Flight, ms Azimuth,
O

13:09:43 4.8 14
13:29:43 4.6 351

4.7 12
13:49:43 4.6 349
14:09:43 4.5 339
14:29:43 4.8 323

Table 5.5 Properties of Doppler spread, F-region reflections

Times of Day Distance moved, 
km

Mean velocity, 
km/h

Mean velocity, m/s

13:09:43 -> 267 801 223
13:29:43 29 87 24

13:29:43 -> 28 84 23
13:49:43 254 762 212

13:49:43 -» 
14:09:43

109 327 91

14:09:43 -» 
14:29:43

184 552 153

Overall 588 1764 123
Table 5.6 Mean velocities between measurements
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Figure 5.15 illustrates the propagation geometry for signals scattered from irregularities 

away from the GCP direction, where measurements to the East are positive. Ignoring 

changes in elevation and assuming that the irregularities are drifting perpendicular to the 

GCP, the rate of change of path length as a function of crossing velocity, as the 

irregularities move from East —» West, is indicated in Equation 5.1.

At the same time, the Doppler equation, Equation 5.2, indicates the amount of Doppler 

shift,/j, imposed for a given rate of change of path length.

Combining Equation 5.1 and Equation 5.2 results in an expression for the crossing

Equation 5.3

It is possible to apply this relationship to every pixel in the DD-DF data structure, to 

determine the crossing velocity for each pixel. The resulting crossing velocities are

left-hand panels indicate crossing velocity and the right-hand panels plot crossing 

velocity vs. time of flight.

All of these cases have relatively narrow, close to zero velocity, 1-hop E-region returns.

The F-region returns for each case, however, do exhibit a variety of crossing velocities.

This would indicate that the convection flows the scattering irregularities are embedded

 oiii \ J  — ----
dt dt

Where: — Rate of change of path length 

Azimuth offset from GCP direction
dt
e
dx
dt

Crossing velocity

Equation 5.1

W here:/,

A

Doppler offset 

Signal wavelength
Equation 5.2

velocity:

dx _  f dX
dt 2sin0

presented in Figure 5.16 and Figure 5.17 where the colour scales of the DD plots in the
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in are not rigid but that reflection/scattering points are moving at different velocities 

within the flows.

Histograms of the F-region crossing velocities for each case, plotted in Figure 5.18, 

confirm that there is a spread in crossing velocity, however, there is usually a distinct 

peak in the velocity distributions corresponding to the statistical mode. The velocity 

statistics are listed in Table 5.7:

Velocity estimate, m/s
Time of Day Mean Median Mode

13:09:43 1474 1009 1025
13:29:43 1005 862 125,

1125
13:49:43 624 669 675
14:09:43 368 698 975
14:29:43 343 66 275

Table 5.7 Doppler crossing velocity statistics

The magnitudes of these Doppler derived velocity values are close to the 1200m/s 

estimated by Wagner et al [1995], despite the experimental path geometry being 

different. Although the trends are similar, they do not agree with the velocities 

calculated from the movement of the main scattering features over time, indicated in 

Figure 5.14 and listed in Table 5.5 and Table 5.6.

While it is possible that these soundings are illuminating the same set of irregularities as 

they convect across the path, this is unlikely since the Doppler calculated crossing 

velocities do not agree with the observed movement of the major scattering features. It 

is more likely that the observed scattering region is large in extent and/or composed of a 

number of separate scattering regions. Since the amount of scatter propagation is 

dependent on aspect angle the returns are strongest near to the GCP and the observed 

scattering regions are different from sounding to sounding. This would certainly explain 

both the variations in Doppler crossing velocity from case to case and the difference in 

magnitude between the Doppler velocity estimates and movement velocity estimates. 

The movement velocity estimates are thus not representative of the true convection flow 

velocities.
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5.2.3 E-region-G C P modes

When Doppler spreading occurs on multi-moded cases, a common feature is the 

presence of a mode with an E-region time of flight, this is not unexpected. Figure 5.19 

illustrates a number of such cases at 4.7MHz over the Svalbard -  Kiruna path between 

11:00UT and 12:30UT on 25th March (Day 84). In most cases these E-region modes 

have very small Doppler offsets, very narrow Doppler spread and an azimuth very close 

to the GCP direction.

Figure 5.20 is an example showing an E-region GCP mode and a spread mode in more 

detail. The E-region mode arrives at 3.9ms with an azimuth of 354° (~GCP), Doppler 

spread and azimuth standard deviation of 1.3Hz and 0.8° respectively. The second 

mode, arriving at 5.2ms delay, has a large Doppler spread of 15.7Hz and an azimuth 

spread of 5.2° around 339° azimuth. There is also a trend in azimuth, which varies 

systematically with Doppler offset in a similar way to that described previously. The 

trends to increased time of flight at the Doppler extremes of this mode are associated 

with the increased path length at those azimuths. There is a third mode arriving at 7.5ms 

delay with a Doppler spread of 7Hz, low SNR and most of the signal power arriving 

from 184°.

When this example is displayed on a radar plot, as in Figure 5.21, it becomes clear that 

although the second mode appears to contain the most signal power, as indicated by the 

amplitude of the correlation peaks, this power is spread across a range of delay, Doppler 

and azimuth. Geographically, the best signal power density is to be found in the first, E- 

region GCP mode, indicated by the red region at the path midpoint (in this radar plot, 

the E-region mode has been displayed at the wrong range with respect to the receiver 

because a virtual reflection height of 250km is assumed to give the correct range for the 

F-region spread signals). In general, when an E-region mode is present in a sounding, its 

direction of arrival is usually close to the GCP direction and it often has a low Doppler 

spread.

5.2.4 Doppler spreading observed over both paths.

Large Doppler spreading is apparent on the evening of 25th March on both the Svalbard

-  Kiruna and Harstad -  Kiruna paths, in common with many Doppler spread cases there

is also some azimuth spread. A number of examples over the Harstad -  Kiruna path on
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4.7MHz have large times of flight for the Doppler spread modes and a mean azimuth of 

arrival to the North-West. The 4.7MHz soundings for the Svalbard -  Kiruna path were 

recorded a few minutes later. They also show considerable Doppler and azimuth 

spreading at relatively large delays. Figure 5.22 illustrates these examples.

Given the time of flight and azimuth information it is possible that the scattering regions 

for both paths lie geographically close to each other. Figure 5.23 and Figure 5.24 are 

radar plots for illustration. It is clear that, although the signal power on the Harstad -  

Kiruna soundings is lower, for both paths the Doppler spread modes are arriving from 

the same geographic areas.

The three hourly ap for these times is quite low and the magnetic By and Bz are both 

positive and greater than 5nT (see Figure 5.13). This indicates that the convection flows 

should be similar to the modelled three cell pattern illustrated in the bottom right panel 

of Figure 1.6. The flow is complex with flow vectors moving in a number of directions, 

which would account for the large observed spreads. The auroral oval for these 

conditions is somewhat shrunken, which may account for why these reflection points are 

so far North.

5.3 Concluding remarks

Over the Svalbard -  Kiruna path, a trend in the form of a reduction in the number of 

multipath peaks as the transmission frequency increased was attributed to the increase in 

the angle of incidence at the ionospheric reflecting layers. The more delayed peaks 

propagate via less oblique, multi-hop paths, which at the higher frequencies may 

penetrate the ionosphere. Since there is only small Doppler spread, it was concluded that 

propagation in these cases was via geographically distributed tilts in an otherwise 

undisturbed ionosphere. This type of propagation breaks down after sunset and around 

midnight CGMLT as the auroral oval has a larger effect. Over the Harstad -  Kiruna 

path, much of the multipath propagation is due to propagation via tilts to the North of 

the path.

When large Doppler spreads are considered it can be seen that many Doppler spread

cases show a trend in direction of arrival with Doppler offset, these have been attributed

to scatter propagation via drifting irregularity regions. The ambiguity in the direction of
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irregularity drift as described in Wagner et al. [1988 and 1995] has been resolved using 

DF information and the flow direction has been related to modelled convection flows in 

the high latitude ionosphere which in turn are dependent on solar terrestrial magnetic 

conditions. The observed movement over time of the major scattering features is 

consistent with the Doppler trends. However, analysis of the crossing velocity of the 

irregularities, derived from both Doppler measurements and movement of the major 

scattering features over time, reveals that the flow velocities are actually much larger 

than appears from the movement calculations and that each sounding is illuminating 

different sets of irregularities embedded in a turbulent bulk convection flow.

It was observed that in many Doppler spread cases, a 1-hop E-region return is also 

visible. In general, when an E-region mode is present in a sounding, its direction of 

arrival is close to the GCP direction and it often has a low Doppler spread. The 

geographic distribution of signal energy from such a mode is much better than for the F- 

region Doppler/azimuth spread modes.

A set of soundings displaying long delays on the Harstad -  Kiruna path were examined. 

By using a radar plotting tool it was seen that these returns arrived from the same 

geographical region as returns seen almost simultaneously on the Svalbard -  Kiruna 

path.

Finally, the correlation of Doppler spread with direction of arrival, both in terms of the 

observed drifting irregularities and the localised nature of many E-region modes, may 

potentially be useful for communication systems in the sense that it allows the 

possibility of eliminating unwanted (Doppler spread) power from the channel while 

leaving wanted, unspread, power for a modem equaliser to operate on. This is discussed 

in the next chapter.
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Figure 5.19 A sequence of soundings, containing an E-region mode, at 4.7MHz over the
Svalbard -  Kiruna path between 11:00UT and 12:30UT on 25th March (note the reduced
Doppler scale)
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Figure 5.20 4.7MHz sounding, over the Svalbard -  Kiruna path at 11:07UT on 
March, showing an E-region GCP mode and a spread mode in more detail
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Figure 5.21 Radar power plot of the 4.7MHz sounding over the Svalbard -  Kiruna path at 11:07UT on 25th March.
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Figure 5.23 Radar plots of 4.7MHz soundings over both paths with considerable
Doppler spread at large delays. The reflection points are geographically close
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6. Spatial Filtering

By exploiting the relationship between the directional and delay-Doppler dispersion 

characteristics, as described in the previous chapters, it may be possible to adaptively 

modify the signals in a receiver system prior to the modem in order to reduce the delay- 

Doppler spreading to acceptable limits. A simplistic example of this idea would be to 

steer a null in the receiver system’s spatial sensitivity pattern in the direction of a signal 

component having unacceptable delay-Doppler dispersion. This sort of behaviour would 

require the receiving system to have modifiable directional properties. N-channel 

systems, of the type described here have this capability.

In order to keep complexity and processing time to a minimum, simple two or three 

antenna arrays are envisaged (in this investigation these were a subset of the 6 antenna 

RSL system array). Initially no consideration was given to the detailed algorithms 

required by an operational system to implement this spatial filtering, rather a ‘brute 

force’ approach was pursued in order to determine what may be possible for such a 

system.

6.1 Selection of cases for investigation.

As described earlier, the entire ‘first pass’ data set has been characterised in terms of a 

number of parameters, including delay and Doppler spread. The resulting database was 

searched for cases where these parameters exceeded the breaking points of the 1200bps 

modem (7ms delay and 7Hz Doppler spread) and had a nominal SNR better than 2 

(3dB). This reduced set was then manually filtered to remove any cases having 

significant co-channel interference. The resulting ‘broken’ set comprised 129 cases.

None of these selected ‘broken’ cases have a multipath spread (MPE) in excess of 7ms. 

Although the first pass data set does contain cases with MPE in excess of the 7ms 

breaking point, none of these have sufficient SNR to qualify for this selection. For this 

reason, much less emphasis will be placed on MPE in this analysis.
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6.2 Signal processing for spatial filtering.

Several different methods of effecting spatial filtering were tried. All of them used 2 or 

3 antenna subsets of the RSL 6 antenna array and combined the received signals in such 

a way as to attempt to reduce the resulting Doppler spread.

6.2.1 Two element arrays (constant amplitude, variable phase summation)

The simplest beam/null forming method combines the complex signals from two 

antennas, after subjecting one to a phase shift relative to the other. This may simply be 

expressed as:

j - 2 . i t . y

S =  S A+ S B.e 360

Equation 6.1

Where SA and Sb are the complex signals from the two antennas and if/ is the required 

phase shift, in degrees, applied to the signal from the second antenna.

With reference to Figure 3.3, the RSL 6 antenna system allows 15 combinations of 2 

antennas as follows:

Pair Number Antennas Pair Number Antennas Pair Number Antennas

1 1,2 6 2,3 11 3,5

2 1,3 7 2,4 12 3,6

3 1,4 8 2,5 13 4,5

4 1,5 9 2,6 14 4,6

5 1,6 10 3,4 15 5,6

Table 6.1

For each ‘broken’ case, the recorded signals from each antenna pair were combined in 

the way described by Equation 6.1. The resulting signal combinations, for values of if/ 

varied between 1° —> 360° in 1° steps, were DD processed (as described in Chapter 3) 

and estimates of the new delay and Doppler spread with the associated SNR were 

calculated. The value of if/ that resulted in the smallest Doppler spread was recorded, 

along with the resulting values of delay spread, Doppler spread and SNR. In the case of
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more than one value of i\f giving the same Doppler spread, the y/ giving the best SNR 

for this Doppler spread was selected. The process was repeated for each antenna pair.

6.2.2 Two element arrays (variable amplitude, variable phase summation)

The situation where the signals are summed after both an amplitude and phase shift is 

considered here. This may be simply expressed as:

j . 2.71.1//

S = SA + A . S B.e 360

Equation 6.2

Where Sa and Sq are the complex signals from the two antennas, A is the amplitude 

weighting factor and y/ is the required phase shift.

This method is a superset of that described in 6.2.1 above (where A was constrained to 

be 1). However, although relaxing the constraint on A may provide even better Doppler 

spread reductions, the magnitude of the computing task increases dramatically. In order 

to reduce the amount of computer time necessary for this analysis, only Pair 9 was 

considered (preliminary analysis of results indicated that Pair 9 performed well in 

comparison to the other combinations). A was allowed to take values between 0.5 —> 2.0 

(excluding 1.0) in increments of 0.1.

6.2.3 Three element array (constant amplitude, varying phases)

A subset of three antennas from the six antenna array was chosen. The signals from 

these antennas were combined as follows:

j.2.K.i//i j . 2 .n . ^ 2

S = S A+ S B.e 360 + S c .e 360

Equation 6.3

Where S a , S b  and S c  are the complex signals from the three antennas with y/j and iffz 

being the two required phase shifts.
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The selected antennas were 1,3 and 6 since these provided a large aperture and were 

evenly spaced in a triangular formation, giving this sub-array an aperture in all 

directions along the ground.

The introduction of another variable to the problem increases the computational load, 

however, it is not possible to limit the range of the new variable as in 6.2.2 above since 

it is necessary to maintain the whole range of y/2 (1° —> 360°). Each example took in 

excess of one week of computer time, thus only 3 cases were examined.

6.3 Analysis - Two element arrays

The 129 selected cases were processed using the methods described in 6.2.1 and 6.2.2 

above and analysed for improvements in Doppler spread. It was thought that the variable 

amplitude and phase approach might effect even better Doppler spread improvements 

than the phase only method. However, preliminary results indicated no significant 

benefit was gained by using variable amplitudes and because of the increased computer 

time necessary for the processing the method was not pursued further. The analysis in 

this section therefore deals only with the results of the two antenna constant amplitude, 

variable phase, spatial filtering method

6.3.1 Case studies and examples

A selection of example cases for both paths are included in Figures 6.1 —» 6.14. These 

illustrate the directional characteristics of the Doppler spread signals and the outcomes 

of the spatial filtering process. Also presented in these examples is the behaviour of the 

resulting Doppler spread and SNR as the phase angle, y/, is changed along with antenna 

pair sensitivity plots for the best antenna pair / phase angle combination.

The first example, in Figure 6.1, appears to be single moded with a broad Doppler 

spread. The extremes of the Doppler spread energy do appear to be slightly delayed in 

time, leading to a somewhat extended delay spread. There is a trend in the direction of 

arrival as the Doppler offset moves from negative to positive. The energy around 0Hz 

offset towards the front of the pulse arrives from approximately the GCP direction. This 

example appears to be a part of the set discussed in Section 5.2.3 where there is often a 

narrow Doppler spread E-region GCP mode, in this case the GCP mode is embedded 

into the Doppler spread mode. The overall DOA spread covers several tens of degrees of
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azimuth. Figure 6.2 represents the case after the application of spatial filtering. The top 

panels show the digital pulse compressed amplitude, the Doppler spectra and the delay- 

Doppler surface in the same way as a standard DD plot. The middle panel represents the 

variation of the resulting Doppler spread for the best antenna pair with applied phase 

angle and the bottom panel shows the variation of SNR with phase angle. The colour 

plot to the right of these two panels is the two antenna sensitivity pattern for the best 

phase.

In this instance antennas 2 and 3 were found to reduce the Doppler spread from 16.4Hz 

to give the least Doppler spread, of 8.2Hz, when a phase angle of 227° is used. This 

results in a SNR of 50.2. The variation of Doppler spread with y/is quite smooth, with a 

well defined minimum. The SNR variation with y/is quite different, although the best y/ 

results in a good SNR, nearby values of y/, which still give good Doppler spread, result 

in significantly lower SNR. The DD panel reveals that signal energy at negative Doppler 

offsets, with DOA between -20° —> -40°, appear to have been mostly eliminated. 

Energy at the positive Doppler offsets is slightly reduced, leaving the energy around 0Hz 

offset and -350° azimuth relatively untouched. The two antenna sensitivity pattern has 

significant nulls in azimuth present at elevations below -60°. One of these is clearly 

steered to around 35° and is wide enough to significantly reduce signal energy arriving 

from anywhere between approximately 10° to 60°. The sensitivity lobe centred on 330° 

is large enough to maintain the signal energy at low Doppler offsets.

The second example, with an original Doppler spread of 18.9Hz is shown in Figure 6.3. 

The modal structure of the signal is evident with the first mode an un-spread E-region 

mode arriving along the GCP direction at -354° and having a delay of just under 4ms. 

The second mode, arriving at 5.2ms delay and azimuth -337°, has broad Doppler spread 

while a third, high elevation, mode arriving from a similar direction at -7.5 ms, carries 

much less signal energy.

In this example, Figure 6.4 reveals that antennas 4 and 6 give the best Doppler spread of 

6.3Hz when a phase angle of 95° is applied. Although, as expected, the variation of 

Doppler spread with y/is not the same as the previous example, it is smooth and there is 

only one minimum. Compared to the previous case the SNR curve is smoother and is 

not at a minimum for the y/ with the best Doppler spread. In azimuth the two antenna
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sensitivity pattern indicates a null at -330°, which has significantly reduced the energy 

in the second and third Doppler spread modes, the edges of the null are steep and give 

enough gain at around 352° to maintain the un-spread E-region mode. The resulting 

Doppler spectrum is much narrower and there has been a marked enhancement of the 

un-spread E-region mode relative to the second mode in the delay profile.

Figure 6.5 illustrates the third example. In this case the delay profile indicates a single, 

slightly broadened mode, however, the Doppler profile indicates two Doppler spread 

regions offset from each other by ~20Hz, resulting in an overall Doppler spread of 

27.7Hz. The azimuthal direction of arrival of these two regions is separated by in excess 

of 20°. The results after spatial filtering are presented in Figure 6.6. It is clear that the 

second Doppler spread region, with an offset of around 10Hz, has been almost totally 

eliminated while the first region remains. Consequently the overall Doppler spread has 

been dramatically reduced to 10.1Hz.

The variation of Doppler spread with y/ has two local minima, the lowest value of 

10.1Hz occurs with a phase angle of 340° between antennas 4 and 5. The other local 

minimum occurs around 226° of phase. When this value is used in place of 340° to 

calculate the DD surface, it results in the first Doppler spread region, with an offset 

approx. -10Hz, being eliminated, leaving the second Doppler spread region and a 

consequent Doppler spread value of 17.0Hz.

Examination of the two antenna sensitivity patterns, for 340° of phase, reveals a null at 

around 20° in the direction of the upper Doppler spread region and sensitivity in the 

direction of the lower region. When 226° of phase is applied to this pair the situation is 

reversed with a null in the direction of the lower region and sensitivity in the direction 

of the upper.

Figure 6.7 is the first of the examples from the Harstad -  Kiruna path. This has a 

complex structure w’ith a large delay and Doppler spread region, there is no obvious 

modal structure and the signal energy tails off at the extremes of delay and Doppler. The 

region is composed of signal energy arriving from nearly all directions of arrival. Spatial 

filtering does reduce the Doppler spread from 18.9Hz to 15.7Hz by appearing to remove 

energy from between approximately 300°—>360° at the lower edge of the region. The
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variation of Doppler spread with y/ is again smooth and not surprisingly has a wide 

shallow minimum.

The second example from the Harstad -  Kiruna path is illustrated in Figure 6.9. There is 

a distinct modal structure, with a narrow 1-hop E-region mode evident, followed by a 

broad mode around 3ms delay, there is also a small amount of signal energy arriving at 

about 7.5ms. The direction of arrival of the second mode is spread between 300°-^360°. 

The spatial filtering significantly reduces the energy in the second mode, resulting in 

enhancement of the E-region mode in comparison. The overall Doppler spread reduces 

from 24.6Hz to 1.3Hz

Figure 6.11 is the third example from the Harstad -  Kiruna path. Two Doppler spread 

modes are apparent, separated in delay by about 1ms. The DF information reveals that 

the first mode is composed of a relatively narrow mode at 0Hz offset and azimuth -250° 

along with broad Doppler spread energy arriving from around 340°. The second mode is 

predominantly from around 0°. There is also marked elevation differences between the 

modes, with the first mode arriving at a much higher elevation than the second. The 

spatial filtering reduces the Doppler spread from 25.2Hz to 6.9Hz. The resulting DD 

surface reveals that the energy in the second mode has been much reduced while the 

Doppler spread energy in the first mode has also been reduced. This is consistent with 

the two antenna sensitivity pattern in azimuth, which shows a broad null covering most 

of the interval between -3 0 °—>+60° and a lobe with significant gain along -250°.

The final example over the Harstad -  Kiruna path is illustrated in Figure 6.13. There are 

two modes, the first, an un-spread E-region mode and the second a very broadly spread 

mode around ~2ms delay. The first mode has an azimuth -300° while the second 

mode’s azimuth ranges between ~150°—>~220°. The results of the spatial filtering, 

illustrated in Figure 6.14, show that the second mode has been virtually eliminated, with 

the corresponding relative enhancement of the E-region mode in comparison. The 

Doppler spread has been reduced by a factor of >10 from 46.0Hz down to 4.4Hz.

6.3.2 Statistical treatment

Figure 6.15 indicates potential Doppler spread improvement using spatial filtering with 

two antennas, constant amplitude and variable phase. The black line represents the
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Doppler spread of each ‘broken’ case before spatial filtering while the yellow bars 

represent the best Doppler spread achieved after spatial filtering, regardless of antenna 

pair, sorted into the same order as the black line. The two red lines at 7Hz and 25Hz 

indicate the approximate ‘breaking points’ of the 110A modems. The difference 

between the black line and the yellow bars is the Doppler spread improvement. 

Although in some cases the improvement is small, there are a number of very large 

improvements, clearly the Doppler spread improvements vary on a case by case basis. In 

some of the broken cases with the largest original spreads, the improvements due to the 

spatial filtering results in them passing the 7Hz spread criteria. It is clear that for each 

case examined there are potential improvements in Doppler spread possible through 

spatial filtering. At the low Doppler spread end of the scale, the spatial filtering has 

improved many cases from failing the spread criteria and ‘breaking’ to passing.

These results are also presented in Figure 6.16 in the form of a cumulative probability 

distribution. For the points plotted on each line of such a graph, the y-values represent 

the Doppler spread measurements, while the x-values represent the percentage of points 

with a Doppler spread less than the current y-value (remembering that all of these cases 

were originally selected to exceed 7Hz spread). As an example, in the case of the black 

line, representing the Doppler spreads before spatial filtering, the intersection with the 

upper red line indicates that nearly 75% of cases do not exceed 25Hz spread and 25% 

do. The blue dots represent the best Doppler spreads obtained with the 15 different 

antenna pairs and the blue line is the mean of these values. Finally the purple line 

represents the spreads achievable by selecting the best antenna pair on a case by case 

basis and sorting into order of spread.

It is clear that this form of spatial filtering can lead to significant reductions in Doppler 

spread. Indeed examination of the shape of the curves in Figure 6.16 implies that 

although there will be improvements in the case of the 110A modems, these points fall 

on relatively steep parts of the cumulative probability curves. Even better improvements 

may be possible for a hypothetical modem, operating at an intermediate data rate, with a 

breaking point around 15Hz, where the cumulative probability curve is relatively flat 

and a small change in Doppler spread leads to a large change in cumulative probability.

Table 6.2 summarises the improvements around the breaking points.
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<7Hz, % 
(1200bps)

<15Hz, % 
(Hypothetical)

<25Hz, % 
(300bps)

Before spatial filtering 0 27.9 73.6
Mean Dspread after 
spatial filtering

6.2 57.4 89.9

Best Dspread on a case by 
case basis

19.4 73.6 95.4

Table 6.2

In terms of the 110A modem performance, when the best result is chosen on a case by 

case basis, the difference between the percentage passing the spread criteria after spatial 

filtering compared to before (i.e. the % being ‘fixed’) is around 20% for both the 300bps 

and 1200bps modems. For a hypothetical modem with a breaking point around 15Hz the 

figure is 45%.

An operational system is unlikely to have the ‘luxury’ of selecting the best performing 

pair from an array, however, on average, these results do indicate that in -6% of cases 

an improvement in the mean Doppler spread after spatial filtering may ‘fix’ a 1200bps 

modem. While in -30% of cases spatial filtering may ‘fix’ the hypothetical modem.

Since the propagation characteristics of the signals are both path and frequency 

dependent, Figure 6.17 and Table 6.3 detail subsets of these overall results separated by 

path and frequency.

For completeness, histograms of the number of times a given antenna pair results in the 

best Doppler spread after spatial filtering are shown in Figure 6.18. There is no obvious 

trend, although, pair 9 does occur most often on both paths.
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Transmitter Frequency No. <7Hz <15Hz <25Hz
MHz Cases % % %

Svalbard All Before spatial filtering 87 0 31.0 79.3
Mean after spatial filtering 6.9 64.4 92.0
Best (case by case basis) 20.7 79.3 95.4

3.95 Before spatial filtering 1 0 0 100
Mean after spatial filtering 0 100 100
Best (case by case basis) 0 100 100

4.70 Before spatial filtering 16 0 56.3 87.5
Mean after spatial filtering 12.5 87.5 100
Best (case by case basis) 37.5 93.8 100

6.78 Before spatial filtering 28 0 35.7 78.6
Mean after spatial filtering 7.1 67.9 89.3
Best (case by case basis) 17.9 78.6 92.9

9.04 Before spatial filtering 24 0 25 87.5
Mean after spatial filtering 4.2 62.5 95.8
Best (case by case basis) 25 79.2 100

11.18 Before spatial filtering 6 0 0 33.3
Mean after spatial filtering 0 50 83.3
Best (case by case basis) 16.7 83.3 100

14.36 Before spatial filtering 1 0 0 100
Mean after spatial filtering 0 100 100
Best (case by case basis) 0 100 100

17.45 Before spatial filtering 5 0 40 100
Mean after spatial filtering 0 60 100
Best (case by case basis) 0 80 100

19.95 Before spatial filtering 2 0 0 100
Mean after spatial filtering 0 50 100
Best (case by case basis) 0 50 100

21.88 Before spatial filtering 4 0 0 25
Mean after spatial filtering 0 25 50
Best (case by case basis) 0 25 50

Harstad All Before spatial filtering 42 0 21.4 61.9
Mean after spatial filtering 4.8 40.5 85.7
Best (case by case basis) 16.7 61.9 95.2

3.95 Before spatial filtering 1 0 0 100
Mean after spatial filtering 0 100 100
Best (case by case basis) 0 100 100

4.70 Before spatial filtering 17 0 41.2 82.4
Mean after spatial filtering 11.8 47.1 94.1
Best (case by case basis) 23.5 64.7 100

6.78 Before spatial filtering 17 0 11.8 58.8
Mean after spatial filtering 5.9 41.2 94.1
Best (case by case basis) 17.6 64.7 100

9.04 Before spatial filtering 6 0 0 16.7
Mean after spatial filtering 0 16.7 50
Best (case by case basis) 0 50 83.3

11.18 Before spatial filtering 1 0 0 0
Mean after spatial filtering 0 0 0
Best (case by case basis) 0 0 0

Table 6.3
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6.3.3 SNR considerations.

The concept of spatial filtering is to eliminate unwanted signal components, by signal 

combination, before being processed in a modem. As described, this process has been 

constrained to give a reduction in signal Doppler spread, since this usually involves 

removing signal energy, the signal SNR may also decrease.

The subsequent treatment will use as a reference the original SNR of the received 

signals before spatial filtering is applied.

Figure 6.19 plots the resulting SNR values of each case, after spatial filtering to reduce 

Doppler spread, in dB relative to the SNR of each case before spatial filtering. In 52% 

of cases there is actually an improvement in SNR after spatial filtering. The red lines 

represent the ±6dB levels, 97% of the cases remain above the -6dB level but only 3% 

exceed the +6dB level. It is interesting to note that in most cases the SNR changes are 

approximately evenly spread around OdB. However, towards the right hand end of the 

graph, where the original SNR values were higher to start with, there is a definite trend 

towards negative SNR changes. Because the SNR values were large to start with the 

resulting SNR is still not very low. The worst case appears to experience a reduction of 

~8dB relative to the original SNR, since the original was ~18dB this reduces the SNR to 

~10dB.

6.4 Analysis - Three element arrays

The results of the analysis, as described in 6.2.3, are presented in Table 6.4 below. Since 

only three cases were examined, due to the size of the computational load each one 

presented, it is not appropriate to draw firm conclusions. However it is not clear that 

there is any performance improvement over the two antenna methods. Since the three 

antenna method does present a massively increased computing load and initially appears 

to lack an appreciable performance improvement over the constant amplitude, two 

antenna approach, it will not be pursued further.
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Doppler Spread, Hz
Date Time Freq

MHz
Path Original 3

antennas
Best
pair

Pair 1,3 Pair 1,6 Pair 3,6

98075 124944 9 S 10.1 8.8 8.2
(3,5)

10.1 10.1 8.8

98083 222243 4.7 H 24.6 1.3 1.3
(1,6)

12.0 1.3 6.9

98087 130944 9 S 13.2 9.4 7.6
(2,5)

10.7 8.2 12.0

Table 6.4

It is interesting to note, however, that the Doppler spread reductions achieved when the 

three antennas were used was no better than when the constituent pairs were employed 

singly. In one case, a constituent pair out performed the triplet.

6.5 Analysis -  Fast solver method

The Doppler spread (TDspr) vs. phase angle (y/) curves for the two antenna, constant 

amplitude, variable phase method (described in section 6.3.1) are in general smooth and 

well behaved. It may thus be possible to use fast minimum finding solver algorithms to 

select the phase angle resulting in the smallest value of Doppler spread.

In the analysis presented earlier, the TDspr parameter was calculated repeatedly at 1° 

intervals of y/ over the range 1° —> 360° using a looping mechanism, the best y/ was 

chosen on the basis of selecting the result having the smallest TDspr. If more that one y/ 

gave the smallest TDspr, then the y/ resulting in the best SNR was used.

A similar approach was taken in this analysis, however, the looping mechanism was 

replaced by a standard ID minimum finding solver function (fminbnd() as supplied with 

MATLAB Rl l ,  this also outputs information about the algorithm used and solver 

performance). The problem presented was to find the y/resulting in the smallest value of 

TDspr (SNR was not considered in this formulation). The ‘Golden section search’ 

solver algorithm was selected as the most appropriate for the problem. In common with 

many algorithms of this type, the y/ corresponding to the smallest value of TDspr is 

returned when the latest iteration of the solver returns a value within a small tolerance of 

the previous result. Since speed of calculation is important, the termination tolerance is 

a critical parameter. A number of different values were tried initially on a subset of
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cases, resulting in the decision to use a value of 0.1° for the entire broken data set (129 

cases). In all these cases the solver successfully converged on a solution.

Figure 6.20 represents the values of TDspr after spatial filtering using both the looping 

mechanism (blue line) and the fast solver method (green line). The resulting values of 

TDspr are in close agreement, particularly for the high original spreads, with 97/129 

cases resulting in the same value of TDspr. In the analysis of the looping method results 

there are a number of cases having two distinct minima in the TDspr vs y/ curves. It is 

possible that some of the cases, where the solver calculated Doppler spread is larger 

than the looping method result, the solver has selected the wrong minima to optimise.

Figures 6.21 and 6.22 are cumulative probability curves for the results over both paths 

combined and separately. It appears that the solver method does result in slightly 

increased values of TDspr after spatial filtering compared to the looping method. This 

result will be affected by the selected termination tolerance, the smaller the tolerance the 

better the result should be.

When Figures 6.23 and 6.24 are considered, it is clear that the solver method does not 

always result in the same antenna pair or y/ angle selection. These results indicate that in 

87/129 cases the same antenna pair was selected and in 1/129 cases the same y/ was 

selected. This is most probably due to the different minimising criteria being used. In 

the looping mechanism a phase angle resulting in the smallest TDspr having the best 

SNR was selected, in the solver method only TDspr was minimised. In order to improve 

the performance of the solver method, it may be appropriate to minimise a composite 

parameter combining both TDspr and SNR (TDspr/SNR perhaps) instead of the simple 

TDspr. At the same time it may also be possible to introduce a time spread parameter 

(Ttspr or MPE) to attempt delay spread reduction in the same way.

The performance and speed of the solver method is illustrated in Figure 6.25 with 

curves of number of iterations before convergence and CPU time required for each path 

separately. The mean convergence time was 17.3 seconds for an average of 15.9 

iterations of the solver. These results depend strongly on the termination tolerance 

selected. When compared with the looping method this is at least an order of magnitude 

faster. This speed improvement also allows the opportunity of considering arrays of 

more than two antennas. If the case where a three-element array, with apertures in all
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directions (as described in 6.4) is considered, it is still relatively quick to calculate the 

best performing pair (out of 1-2, 1-3 and 2-3) using the solver method.

Clearly this solver method has merit, particularly as all cases examined quickly 

converged to a successful solution which was smaller than the original Doppler spread 

before spatial filtering and in most cases close to the brute force spatial filtering results 

presented in 6.3.2. Remembering that the looping method operated at 1° steps in y/, 

there is scope for even better Doppler spread values at non integer values of y/ using the 

solver method if performance parameters such as termination tolerance are optimised.

If these results are considered alongside work on the stability of the validity of y/ in time 

(Warrington et al. [2000(2) and 2001]) it may be possible to recalculate y/ at small 

enough time intervals to demonstrate the feasibility of an operational system using 

spatial filtering. Further improvements in calculation time may also be possible if the 

optimisation constraint is to reduce TDspr below a given boundary (7Hz for example) 

rather than to find a global minimum. As well as speeding up calculation time, this will 

minimise the reduction in SNR due to spatial filtering. A drawback of this method, 

however, will be that the selected phase angle will not be valid for a very long time 

compared to the global minimum phase and the system would need to probe the channel 

and update its estimate more frequently, thus reducing throughput compared to the 

optimum.

6.6 Concluding remarks

A selection of examples from the campaign data set have been chosen on the basis of 

exceeding the working boundaries of the modem performance surfaces presented in 

Figure 1.16 and Figure 1.17. Three different approaches to implementing spatial 

filtering on this data set, using a simple array were applied. Each method can lead to 

reductions in the important Doppler spread parameter, however, this may be at the cost 

of SNR.

Although the 129 cases examined is a limited data set, and geomagnetic conditions were 

relatively quiet during the campaign, a large variety of Doppler spread propagation 

conditions are represented in this set and the spatial filtering technique was shown to be
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effective against many of them. While in some cases the improvements were not large, 

in others there were marked improvements in the Doppler spread parameters.

The spatial filtering methods used varied in computational complexity and this must be 

taken into account when considering an operational system. In light of the performance 

and simplicity of the constant amplitude two antenna approach, this would seem to be 

the most appropriate spatial filtering method to pursue.

It is clear that this form of spatial filtering can lead to significant reductions in Doppler 

spread and thus improvements in the availability of modems operating over such a 

channel. Examination of the shape of the cumulative probability curves indicates that 

there will be improved availability in the case of the Mil-Std-188-110A 300bps and 

1200bps modems. The improvement in availability possible for a hypothetical modem, 

with a breaking point around 15Hz is much more significant. The cumulative 

probability curves around this value are relatively flat and a small change in Doppler 

spread leads to a large change in cumulative probability.

In terms of Mil-Std-188-110A modem performance, when the best result is chosen on a 

case by case basis, the difference between the percentage passing the spread criteria after 

spatial filtering compared to before (i.e. the % being ‘fixed’) is around 20% for both the 

300bps and 1200bps modems. For a hypothetical modem with a breaking point around 

15Hz the figure is 45%. An operational system is unlikely to have the ‘luxury’ of 

selecting the best performing pair from an array, however, on average, these results do 

indicate that in -6%  of cases an improvement in the mean Doppler spread after spatial 

filtering may ‘fix’ a 1200bps modem. While in -30%  of cases spatial filtering may ‘fix’ 

the hypothetical modem.

The variation of Doppler spread with the phase angle, y/, was examined and in most 

cases appears to present a smooth curve with one or more minima, depending on the 

propagation conditions. It is reassuring to note that the minima in the Doppler spread 

curves do not coincide with minima in the SNR curves. It is also interesting to note that 

in many cases, all values of y/ actually led to a reduction of Doppler spread.

Fast solver methods were applied to the optimisation of y/ and were found to be both 

robust and quick, with all cases converging to a good solution, comparable to the 

looping method solution, many times faster than the looping method. The performance

6-15



improvements are such that it may be feasible to consider the implications of using these 

techniques in an operational system.

Although it performs well, the solver method has not been fully optimised to the spatial 

filtering problem. There are a number of ways forward to further improve the 

performance of the solver method. These include investigations into the following:

• Introducing a composite TDspr, Ttspr and SNR parameter

• Alternatives to the Golden section search algorithm

• Optimisation of the termination tolerances

• Optimisation of the underlying Doppler spread calculation, since this is the most 

computationally intensive component of the cycle. Compilation of the MATLAB 

code is an option that may significantly speed up execution time.

While this analysis has selected the best performing antenna pair from the RSL six 

antenna array, the preliminary three antenna results indicate that although applying two 

sets of phases is too computationally intensive, it may be practical to select the best 

performing pair from a carefully arranged three antenna array.
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Figure 6.1 4.7MHz Svalbard -  Kiruna, received at 23:27UT, 25 March 1998 before
spatial filtering. Doppler spread, 16.4Hz
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7. Conclusions and suggestions for further work

This thesis was concerned with point-to-point digital communications via the high 

latitude narrowband High Frequency (HF) ionospheric radio channel. The HF channel is 

known to suffer time varying environmental noise, multipath propagation and Doppler 

effects, all of which contribute to signal distortion and consequent errors in the received 

data.

The aim of the work presented in this thesis was to gain an understanding of some of the 

physical propagation processes that have an influence on the performance of HF data 

communication systems operating at high latitudes and to investigate ways of mitigating 

their impact. Of particular interest was the directional structure of incoming signals at a 

receive site after propagation via the ionosphere.

The DAMSON DF experimental measurement campaign in Kiruna during March 1998 

has been described in detail, including a description of the path geometry, signal format, 

the RSL six channel receiving system and the processing required to extract the DD and 

DF information from the recorded data.

This measurement campaign resulted in the collection of a very large data set. A number 

of image processing techniques were developed, to assist in the parameterisation and 

analysis of such a large data set, these are referred to throughout the thesis and are 

described in Chapter 3.

A unique feature of this study has been the fusion of DAMSON DD information with 

the accompanying DF analysis possible when using a multi-channel receiver system.

7.1 Statistical survey

A first pass data set, based on the DAMSON DF measurements described above, has 

been surveyed and classified according to measured delay and Doppler spreads. It is 

clear that although there are a variety of propagation mechanisms occurring to cause the 

observed variation in the characteristics of the DD-DF plots, the majority of first pass 

cases have small delay spread and narrow Doppler spread. Due to the generally quiet 

geomagnetic conditions prevalent during the campaign, there are only a relatively small
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number of cases that exhibit complex properties related to the propagation environment. 

Of these, however, an important observation in terms of the communication systems 

under consideration, is that a number of complex cases have Doppler spread exceeding 

the boundary of operation (7Hz) as defined in section 1.7, while none exceed the 7ms 

delay spread boundary.

Since signals having both narrow delay and Doppler characteristics, comprise the largest 

part of the first pass data set, they provide the most statistically stable sample. In general 

the occurrence statistics for these signals are as expected, with diurnal variation in 

successful propagation frequency and time of flight consistent with well understood 

changes in ionospheric structure during the day. Surprisingly, however, there is a 

significant statistical spread in the measured directions of arrival.

The statistical behaviour of the more complex delay or Doppler spread cases generally 

agrees with observations made previously by other authors involved with the DAMSON 

project. The unique DF information was used to extend the analysis and confirm that 

there is much more directional variation in the signal energy arriving at longer delays 

than for shorter delayed signal energy. For the wide Doppler spread cases, signal energy 

was seen to arrive from a large range of angles with a small preference for directions 

close to the GCP. Doppler spreading was more prevalent around midnight CGMLT, 

which is when the auroral oval reaches its most southern extent and thus when the 

propagation medium is most likely to be disturbed

7.2 Detailed case studies

A number of cases were studied in detail in order to gain an understanding of the 

propagation environment. The analysis of sequences of cases having time delay spread 

confirmed the expected reduction in multi-hop propagation with increasing frequency. 

Over both paths, despite the quiet geomagnetic conditions at these times, there was 

significant off GCP propagation, particularly for the more delayed peaks. Since these 

cases were very narrow in Doppler, propagation was not via drifting irregularities but 

most likely from geographically distributed tilts in an otherwise smooth ionospheric 

electron density. In terms of communication system performance, although in this 

campaign data set delay spreading never exceeded the boundaries of operation as
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discussed in section 1.7, this does not exclude the possibility that under similar 

propagation conditions delay spreading could exceed the boundaries.

Many cases with large Doppler spread show a trend in direction of arrival with Doppler 

offset, these have been attributed to scatter propagation via drifting ionospheric 

irregularity regions. A sequence of cases with significant Doppler spread, exhibiting 

such trends in direction of arrival, has been studied in detail. The ambiguity in the 

direction of irregularity drift, as described in Wagner et al. [1988 and 1995], has been 

resolved using DF information and the flow direction has been related to modelled 

convection flows in the high latitude ionosphere, which in turn are dependent on solar 

terrestrial magnetic conditions.

The observed movement over time of the major scattering features is consistent with the 

convection flows and Doppler trends. However, analysis of the crossing velocity of the 

irregularities, derived from both Doppler measurements and movement of the major 

scattering features over time, reveals that the flow velocities are actually much larger 

than appears from the movement calculations and that each sounding is illuminating 

different sets of irregularities embedded in a turbulent bulk convection flow.

It was also observed that in many Doppler spread cases, a 1-hop E-region return is 

visible. In general, when an E-region mode is present in a sounding, its direction of 

arrival is close to the GCP direction and it often has a low Doppler spread. The spectral 

and geographic distribution of signal energy from such a mode is much better than for 

the accompanying F-region Doppler/azimuth spread modes.

7.3 Spatial filtering

In this campaign data set, Doppler spreading is the most critical parameter in the 

potential operation of high data rate communication systems. Understanding that there is 

often a relationship between the spectral and spatial properties of signals propagated 

over these high latitude paths has lead to the concept of using spatial filtering to attempt 

to mitigate against Doppler spread in the received signals.

A selection of examples from the campaign data set was chosen on the basis of 

exceeding the working boundaries of the performance surfaces for the Mil-Std-188- 

110A 1200bps modem.
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Different methods of implementing spatial filtering on this data set were applied. The 

phase and/or amplitude of signals, received at the elements of simple 2 or 3 element 

subsets of the RSL six channel array, were modified before being combined to give a 

single resultant output signal. The output signal was then processed to find the amount 

of Doppler spread. This procedure was looped through for many values of phase and/or 

amplitude to find the combination resulting in the least Doppler spread. Each method 

was found to be capable of reducing the Doppler spread of the cases in this data set, 

however, in light of its performance and simplicity, the constant amplitude, varying 

phase, two antenna approach, was determined to be the most appropriate spatial filtering 

method to pursue.

It is clear that this form of spatial filtering can lead to significant reductions in Doppler 

spread and thus improvements in the availability of modems operating over such a 

channel. Examination of the shape of cumulative probability of occurrence vs. Doppler 

spread curves for the data set indicates that there will be improved availability in the 

case of the Mil-Std-188-110A 300bps and 1200bps modems. However, the 

improvement in availability possible for a hypothetical modem, with a breaking point 

around 15Hz is much more significant. The cumulative probability curves around this 

value are relatively flat and a small change in Doppler spread leads to a large change in 

cumulative probability.

In terms of Mil-Std-188-110A modem performance, when the best result is chosen on a 

case by case basis, the difference between the percentage passing the spread criteria after 

spatial filtering compared to before (i.e. the % being ‘fixed’) is around 20% for both the 

300bps and 1200bps modems. For a hypothetical modem with a breaking point around 

15Hz the figure is 45%. An operational system is unlikely to have the ‘luxury’ of 

selecting the best performing pair from an array, however, on average, these results do 

indicate that in -6%  of cases an improvement in the mean Doppler spread after spatial 

filtering may ‘fix’ a 1200bps modem. While in -30% of cases spatial filtering may ‘fix’ 

the hypothetical modem.

The variation of Doppler spread with phase angle, y/, was examined and in most cases 

appeared to present a smooth curve with one or more minima, depending on the
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propagation conditions. It is interesting to note that in many cases, all values of y/ 

actually led to a reduction of Doppler spread.

Having determined the effectiveness of the two antenna approach, fast solver methods 

were applied to the problem of optimising the selection of phase angle to give least 

Doppler spread. These solver methods were found to be very effective, robust and 

quick, with all cases in the data set converging to a good solution, comparable to the 

looping method solution, many times faster than the looping method. The mean 

convergence times are nearly short enough to be comparable with the parameter update 

time necessary for use in an operational spatial filtering system.

While this spatial filtering analysis has selected the best performing antenna pair from 

the RSL six antenna array, this would not be practical for an operational communication 

system. The preliminary three antenna results, however, indicate that although applying 

two sets of phases is too computationally intensive, it may be practical to select the best 

performing pair from a carefully arranged three antenna array particularly if calculation 

time can be reduced using fast solver methods.

7.4 Further Work

Looking to the future, there are a number of areas of further work suggested by this 

study.

There are only relatively few complex propagation cases in the campaign data set, there 

is thus only very limited benefit to be gained in attempting further statistical analysis of 

their behaviour and occurrence. There are however still enough complex propagation 

cases within the data set to pursue more detailed case studies, which will shed more 

light on our understanding of propagation at these high latitudes.

Since the field of view of the SuperDARN HF backscatter radars (and in particular 

CUTLASS, which is operated by the University of Leicester) covers both DAMSON 

propagation paths, it may be possible to augment these case studies using measurements 

from both the DAMSON DF and the SuperDARN systems. The radar plot view of 

DAMSON DF data may be useful in this context. While detailed comparisons of 

measured flow directions and velocities may be possible, the different frequencies of
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operation and the different aspect angles of irregularities to the systems may make 

comparison difficult.

Particularly interesting further work would be in the area of extending the spatial 

filtering analysis, initially along a number of directions.

• Using a reduced approach of selecting two antennas from a three antenna array. By 

ensuring that the three antenna array is a subset of the RSL six antenna array, 

various combinations of three antennas can be compared using the existing 

processed data.

• The stability in time of the selected phase angle is important, the data throughput of 

a communication system can be limited if it must frequently recalculate the phase 

angle. Papers presented by Warrington et al. [2000(2) and 2001] have started to 

address this issue. More detailed analysis, using all six of the DD-DF measurements 

collected at 5s intervals in each frequency time slot, will be helped by the processing 

speed improvements offered by the fast solver method.

• Although it performs well, the solver method has not yet been fully optimised to the 

spatial filtering problem. There are a number of possible ways to further improve its 

performance.

• The introduction of a composite TDspr, Ttspr and SNR parameter.

• Investigation of alternative solver algorithms.

• Optimisation of termination tolerances.

• Optimisation of the underlying Doppler spread calculation, since this is the 

most computationally intensive component of the cycle. Compilation of the 

MATLAB code is an option that may significantly speed up execution time.

Finally, since only a relatively small number of complex propagation cases were 

available in the Kiruna March 1998 campaign data set, it would be useful to re-deploy 

the RSL system at a more geomagnetically active time in order to collect a better 

selection of cases for further analysis.
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