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ABSTRACT 

Atrial fibrillation (AF) is the most common heart rhythm disturbance. Once AF is 
initiated, dynamic alterations of atrial electrophysiological properties occur invoking, 
in turn, AF inducibility. In patients for whom AF persists for long-term periods 
(persAF), identification of critical areas for successful ablation remains a challenge. 
Improving our understanding of the underlying AF behaviour is a key factor to 
contribute towards improving patient outcome. In this research, spectral analysis of 
simultaneous high density non-contact unipolar intracardiac atrial electrograms 
(AEGs) recorded from the left atrium (LA) of persAF patients (AF duration 34±25 
months) was applied after a coherent strategy of cancellation of the ventricular 
influence on the AEGs. Three-dimensional dominant frequency (DF) maps with 2048 
measurement points from AEGS were generated over consecutive frames of up to 1 
minute (windows of 4s with 50% overlap). The results of this thesis showed a lack of 
DF spatiotemporal stability, demonstrating that AF mapping would be preferable 
performed using simultaneous multipolar recordings. Although DF is not stable, a 
certain degree of DF reappearance was observed, mostly within 10 s. The 
spatiotemporal analysis of areas thought to be playing a role in AF maintenance, 
highest DF areas (HDFAs), revealed presence of three distinct patterns with 
predominance of cyclic behaviour (61.2±12.4 % of the time) followed by local 
(27.0±8.6 %) and irregular behaviour (11.9±9.1 %), mostly concentrated in the LA 
roof and the pulmonary veins. Independently of the trajectory of the HDFAs, the 
regions located next to the HDFAs’ core presented higher DF organisation than 
areas by the HDFAs’ periphery (p=0.0061) providing further insight into the potential 
mechanisms of persAF. The research has demonstrated the importance of DF 
mapping as an auxiliary tool contributing to the investigation of persAF patients and 
would help clinicians to better understand the AF mechanisms. Real-time 
implementation was shown to be feasible with the use of Graphic Processing Units, 
where the processing time was 15 times faster than real time, representing an 
innovation that could have considerable impact on clinical practice, as part of the 
decision making process for persAF treatment. 
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1. RESEARCH INTRODUCTION 

 

In this chapter the reader will be able to understand the differences in terms of 

biophysics and pathophysiology of a healthy atrium and one with atrial fibrillation 

(AF). Epidemiology, economic impact on the Health System’s Budget and the AF 

mechanisms will be covered, together with the importance of using spectral analysis 

as an auxiliary tool to understanding the underlying mechanisms behind AF.  

The principle of an Electroanatomical mapping (EAM) system and the different 

available systems on the market highlighting their advantages and disadvantages 

are also presented. In addition, two different types of intracardiac signals are 

introduced together with their intrinsic clinical characteristics and morphology. 

The description of the most common spectral analysis techniques used to calculate 

the spectrum of the AF electrograms is presented together with the relevant AF 

frequency range and the electrograms' pre-processing prior to calculation of the DF.  

Finally, the study's design of this research is presented and involves patients' 

recruitment, electrophysiology procedure (EP) system used to treat persAF patients 

during catheter ablation procedure. The filters and pre-processing steps applied on 

the electrograms recorded for off-line analysis are also presented. The fast algorithm 

of the Discrete Fourier transform (FFT) characteristics assumed for calculation of the 

DFs and the ventricular far-field cancellation for the AEGs are briefly explained. This 

chapter finishes with the thesis outline where a brief description of coming chapters 

is presented together with the principal aims of this study. 
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1.1. NORMAL HEART (ATRIUM) 

In 1570s, the word 'atrium' was commonly used with the mean of a room with a 

hearth located close to the main entrance of an ancient Roman house (Etymonline, 

2013). Although it is believed to be a word with origin from the Etruscan civilization 

(Pre-roman civilization living in Italy between 8th-4th century BC) (Encyclopedia, 

2012a), evidences showed its use considerably earlier in the Proto-Indo-European 

language1. The expression 'ater' (= 'fire') meant a place where smoke from the 

hearth escapes through a hole in the roof (Etymonline, 2013). The first use of the 

expression 'atrium' as the upper cavities of the heart was registered around 1870’s 

(Etymonline, 2013).  

1.1.1. ANATOMY OF THE ATRIUM  

The atria are the two superior chambers of the heart. The right atrium (RA) is 

separated from the left atrium (LA) by the septum with no fluid communication 

between them. The atrium walls, as the heart walls, consist of three layers: 

epicardium, myocardium and endocardium. The epicardium is the outmost 

membrane and inside of it are the principal coronary blood vessels responsible for 

the supply and drainage of blood to the heart (Wynsberghe et al., 1995, Tortora and 

Derrickson, 2006). The myocardium is the "muscle of the heart" and this layer gives 

the atrium the ability to pump blood. This layer is thick and localised in the middle of 

the three layers. It is composed of specialised cardiac muscle fibres with a nucleus 

and one or more branches. The fibres are 'connected' with their adjacent fibres 

                                                      

1
There is not an exact certainty in which age this civilization has lived. It is believed somewhere between 4000-8000 BC or 

even earlier ENCYCLOPEDIA, T. C. (2012b) Indo-European Language. The Columbia Encyclopedia 6th ed ed. 

 

http://en.wikipedia.org/wiki/Ancient_peoples_of_Italy
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exemplifying a layer of muscle with striations in the junction between the fibres’ ends 

or their branches, called intercalated discs. In general, skeletal striated muscles have 

a voluntary contractibility and smooth muscle involuntary contractibility and the heart 

it is the only exception (Wynsberghe et al., 1995, Tortora and Derrickson, 2006).  

The thickness of the myocardium differs across the four chambers. In the atria it is 

thin by the fact that there is a lower downstream flow resistance as the atria deliver 

blood to the adjacent ventricles. As the right ventricle (RV) encounters a higher 

resistance pumping blood to the lungs its muscle layer is thicker. In the left ventricle 

(LV) the myocardium is even thicker by the fact that this chamber pumps blood to the 

whole body (Wynsberghe et al., 1995, Tortora and Derrickson, 2006).  

The endocardium is the innermost layer and it lines the inner atrium (or heart) 

cavities, valves and the blood vessels that enter and leave the heart. It is 

characterised by an anatomical arrangement between two thin membranes: 

endothelium and connective tissue that prevents stretching. This allows a smooth 

flow of blood (Wynsberghe et al., 1995, Tortora and Derrickson, 2006).  

1.1.1.1. RIGHT ATRIUM  

The anterior wall (AW) of the RA is rough presenting ridges denominated pectinate 

muscles (PM). These ridges start on the AW and extend till the RV. In contrast, the 

posterior wall (PW) of the RA does not present ridges and this area is denominated 

smooth. Another characteristic of the RA is an apparent oval depression localised in 

the interatrial septum originated by the closed intercommunication between the atria 

after birth. This area is called Fossa Ovalis (Tortora and Derrickson, 2006).  
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The most important role of the RA is to receive deoxygenated blood from the body 

through the superior vena cava (SVC) and inferior vena cava (IVC) and from the 

heart through the coronary sinus (CS). The blood is then ejected to the RV through 

the tricuspid valve and is pumped by the RV to the lungs by the pulmonary trunks 

and pulmonary arteries (Wynsberghe et al., 1995, Tortora and Derrickson, 2006).  

1.1.1.2. LEFT ATRIUM  

There are no ridges in the LA and both AW and PW are smooth. In contrast, the LV 

follows the RV and ridges are present on both sides of the ventricles (Tortora and 

Derrickson, 2006). 

The principal function of the LA is to receive oxygenated blood from the lungs via the 

four PVs and pump it to the LV through the mitral valve (MV) (Wynsberghe et al., 

1995, Tortora and Derrickson, 2006).  

1.1.2. PHYSIOLOGY OF THE ATRIUM 

1.1.2.1. CHARACTERISTICS OF THE CELL MEMBRANE AND CHANNELS  

The membrane of a cardiac cell is hydrophobic as a consequence of its double lipid 

layers. Specialised proteins identified as ion channels are present in the cell 

membrane to allow extracellular ions with hydrophilic characteristics to cross the 

membrane and penetrate the cell. When a channel is open, two distinct forces, a 

chemical and an electrical gradient, determine the ion direction (if it is inward to the 

cell or outward) (Baro and Escande, 2008). 

The chemical gradient (osmosis) requires that an ion moves from an area of higher 

concentration to another of lower concentration. Examples of this are the K+ and Na+ 
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ions. K+ ions move from inside to outside of the cell and Na+ ions move in the 

opposite direction. The second force, electrical gradient, rules that an ion should 

move into the direction of its opposite sign. In this case, as the resting potential of a 

cardiac cell is negative there is a natural electrical attraction to cations (ions that are 

charged positively) (Baro and Escande, 2008). 

A transmembrane potential of equilibrium of a certain ion is reached when both 

forces are equal but with opposite directions. The equation below, denominated 

Nernst equation, models transmembrane equilibrium potential for a specific ion.  

   
  

  
   (      [ ]

      [ ]
)                                  (1.1) 

 Ei is the ion equilibrium potential (V), R is the thermodynamic gas constant (R= 

1.987 cal/deg mole), T is the absolute temperature (T= TC + 273) where Tc is the 

temperature in the Celsius scale, z is the ion charge, F is the Faraday constant 

(F=23,062 cal/volt equiv). Extra [i] and Intra [i] are respectively the extracellular and 

intracellular concentrations of the respective ion (Baro and Escande, 2008). For 

illustration, the potential of equilibrium for the ion potassium, K+, was calculated and 

is presented below (z=+1, ion monovalent), Tc= 37o C (normal body temperature), 

Intra [K+] = 150 mM and Extra [K+] = 4 mM).  

    
             

            
   (

    

      
)           

During the resting potential of a cardiac cell, the membrane is essentially permeable 

to K+ ions and the membrane potential is said to be close to its membrane potential 

(around -90 mV). This equilibrium is affected during the occurrence of an action 
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potential (AP) where the membrane permeability changes according to the phases of 

an AP event (see Figure 1.1) and other ions will influence the cardiac cell potential.   

With changes of permeability in the cell membrane, ion channels will open and 

change the inward and outward flux of ions of the cell. This, consequently, generates 

currents that affect the membrane potential, which in turn also affect the ion 

channels opening. With an influx of cations into the cell, inward currents will be 

generated and will contribute to membrane depolarisation by bringing the membrane 

potential to values close to the AP trigger threshold (around -20 mV). In contrast, if 

cations leave the cell, an outward current is generated hyperpolarising the cell 

(values more negative than the resting potential) or repolarising the cell if the 

membrane was previously depolarised (Baro and Escande, 2008). 

During the resting membrane potential the Na+ channels are closed (inactive), but if 

the transmembrane potential is  brought to values close to -20 mV (ENa
+ = +70 mV), 

these channels will open and, as consequence, an Na+ inward current will be 

generated depolarising the cardiac cell. That in turn activates other Na+ channels of 

the membrane. This 'recruitment' in cascade is stopped and the Na+ channels 

become spontaneously inactive (please see section below) (Baro and Escande, 

2008). 

1.1.2.2. ACTION POTENTIAL OF A CARDIAC CELL 

AP can be defined as a short-term change in the membrane electrical potential 

which can be propagated to its adjacent cells. Currently, the AP can be divided in up 

to five different phases: depolarisation, early repolarisation, plateau, repolarisation 

and resting potential (see Figure 1.1) (Baro and Escande, 2008). 
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Phase 0 or depolarisation is characterised by a very fast and large influx of Na+ ions 

through sodium channels. This inwards Na+ flux brings the transmembrane potential 

towards the Na+ equilibrium potential being inactivated in a fraction of millisecond 

(ms). Almost simultaneously to the influx of Na+, the membrane permeability to the 

slow K+ channels is reduced.  

That is followed by the early repolarisation and plateau phases where the 

depolarisation is maintained due to an increase of Ca2+ influx through the slow 

voltage-gated Ca2+ channels. This flow of Ca2+ inwards is fundamental to the 

myocardium contraction (Wynsberghe et al., 1995, Baro and Escande, 2008). A 

peculiar characteristic of the plateau phase is that for a very short time a membrane 

current stability occurs where the inward currents mainly Ca2+ equalise the outward 

currents, mainly K+ (Baro and Escande, 2008). 

 This phase is followed by the repolarisation of the AP membrane cell (Phase 3). At 

this stage, an increase of K+ permeability occurs (channels re-open) bringing the 

membrane potential towards the normal resting membrane potential (around -90 

mV). Simultaneously, the Ca2+ permeability decreases  contributing to the 

repolarisation (Wynsberghe et al., 1995, Tortora and Derrickson, 2006). 

Although at this stage the membrane potential is in its basal value, the ion 

concentrations are still not in equilibrium (more K+ ions outside and more Na+ ions 

inside the cell). The active pump Na+/K+ has a fundamental role to bring the ion 

concentration to the basal (equilibrium) levels (Wynsberghe et al., 1995). 

The action potential duration (APD) intrinsically depends of the absolute refractory 

period (ARP) and the relative refractory period (RRP) of the cardiac cell.   
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                                            (1.2) 

The ARP is characterised by the time interval between the beginning of the 

depolarisation (phase 0) to the first half of repolarisation (phase 3) (see Figure 1.1). 

In this stage, a second AP cannot be triggered by the cardiac fibre preventing the 

heart to going into a sustained tetanus contraction (Tortora and Derrickson, 2006). 

The ARP is followed by RRP where the membrane can be depolarised and a second 

AP can be triggered by a stimulus of a high intensity (Wynsberghe et al., 1995, 

Tortora and Derrickson, 2006, Baro and Escande, 2008). The RRP starts at the 

second half of repolarisation phase (phase 3) and ends at the resting potential 

(phase 4). During high frequency atrial firing rate the cardiac cells' refractoriness was 

identified to be around 85 ms to 100 ms (Winfree, 1997).  

 

 

 

 

 

 

 

 

 

Figure 1.1 AP phases. Modified and used with permission from (Ahmad, 2011) 
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1.1.2.3. DIFFERENT ATRIAL ACTION POTENTIALS 

Although every single AP in different parts of the atrium contains in general all 

phases previously described, the AP waveforms and durations differ from region to 

region (Figure 1.2). That can be consequence of the differences in size, shape and 

structure of the tissues (Saffitz et al., 2004). The duration of the refractory period 

(RP) directly affects the excitation-contraction coupling of the atrium and also its 

electrical propagation path (Nerbonne, 2004). 

Studies have shown that different sub-types of K+ currents influence AP height and 

duration, refractoriness and repolarisation. In addition, cells from certain areas in the 

atrium have absence of Na+ channels and the upstroke phase of their APs (phase 0) 

is compromised and dominated by inwards flow of increased Ca2+ (Nerbonne, 2004).  

Other factors have been shown also to be an important modulator, such as the 

specialised organelles on the intercalated discs responsible to gap junctions 

(Nerbonne, 2004). 

 

Figure 1.2 Different AP morphologies from the heart. With permission (Nerbonne 

and Kass, 2005) 
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1.1.2.4. ELECTRICAL CONDUCTING SYSTEM COMMUNICATION  

The coordinated propagation of electrical impulses in the heart is a result of several 

complex intercellular mechanisms involving exchange of ions and molecules 

(Nerbonne, 2004). The intercalated discs are actively responsible for the 

communications and signal propagations between cells and they are composed of 

desmosomes and gap junctions. The specialised function of the desmosomes is to 

make sure that the cardiac fibres are held together and the gap junctions directly 

contribute with the AP propagation between cells to a 'quasi' instantaneous 

transmission (Tortora and Derrickson, 2006).  

The gap junctions' regulation depends of several detailed and complex signalling 

pathways and it has been shown to be directly related with functional changes in the 

membrane channels (Nerbonne, 2004). In normal conditions, the cardiac fibres of 

the heart are well coupled through the gap junctions ensuring an accurate spatio-

temporal propagation transfer (Nerbonne, 2004). If changes due any physiologic and 

pathophysiologic event occur, the heart adapts rapidly to that, with possible 

alterations in cardiac fibres' communication (Nerbonne, 2004). 

1.1.2.5. ATRIUM ELECTRICAL PROPAGATION  

1.1.2.5.1. SINOATRIAL NODE   

The sinoatrial (SA) node is responsible for coordinating the beat rhythm of the heart 

through its specialised pacemaker cells localised in an area near the RA superior 

wall and the SVC (Wynsberghe et al., 1995, Waugh and Grant, 2011). The cells 

rhythmicity ranges between 70 and 100 activations per minute, and, as expected, 

these cells have the fastest cell rate activations in the heart (Kodama et al., 2004).  
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The SA node is formed by different types of cardiac cells resulting in differences 

between its AP waveforms. The APs are generated in the cells located in the centre 

of the SA node and these cells have intrinsic characteristics such as a slow upstroke 

velocity (permanent inactivation from the Na+ current and the depolarisation occurs 

by slow Ca2+ currents), small amplitude, relatively long APD and the resting 

membrane potential is less negative (less background K+ channels). As while moves 

to the periphery, the AP amplitude and maximal diastolic potential increase, the APD 

and resting membrane potential decrease (Kodama et al., 2004).   

The cells located in the centre of the SA node have poor electrical coupling 

characteristics resulting in a low conduction velocity. In addition, that also contributes 

to insulating these cells from surrounding or external influences avoiding any 

external signal influence in the pacemaker activity. With the electrical propagation to 

the cells located to the SA node periphery a significant increment of conduction 

velocity is observed 'boosting' the propagation of the APs to the adjacent atrial cells 

in the RA (Wynsberghe et al., 1995, Kodama et al., 2004).  

The cells from the SA node are not the only ones with pacemaker activity inside the 

heart. Cells present in the plateau fibres, along the crista terminalis, intra-atrial 

septum, AV junction and His-Purkinje system also present 'pacemaker activity'. But 

the pacemaker hierarchy is such that the SA node has the fastest impulses 

activations and the distal Purkinje system the slowest, and normally the fastest 

inhibit the slower, so the SA node dominates (Macfarlane, 2011). 
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1.1.2.5.2. CRISTA TERMINALIS 

The Crista terminalis cells conduct electrical impulses from the SA node periphery to 

the atrium till they reach the atrioventricular (AV) node. These cells are composed by 

a special bundle of atrium tissue organised vertically in the posterior RA (Waktare 

and Camm, 2000). The conduction velocity is considerably high (± 1 m/s), but there 

is considerable disparity in terms of propagation velocity in these cells due to a 

restriction on the number of connections and the pronounced differences of spatial 

orientations of the connections (Saffitz et al., 2004). 

1.1.2.5.3. INTERNODAL TRACTS 

After passing through the Crista Terminalis, internodal tracts have been widely 

accepted as the preferable pathways to electrical pulses that spread throughout the 

RA and LA till the AV node. These cable-like structures are commonly cited and they 

go through the anterior, medial and posterior RA (Basso et al., 2008). In addition, 

other 'specialised' group of fibres denominated Bachmann's bundle showed to be a 

preferential conduction pathway between the atria by presenting better alignment of 

fibres (Waktare and Camm, 2000, Basso et al., 2008). In contrast, recent studies 

using light and electron microscopy showed that, apart the specialised pathway with 

high conduction velocity between the SA node and crista terminalis, no consistent 

histology evidence in the atrium was observed suggesting to a possible absence of 

the specialised tracts pathways (Saffitz et al., 2004).  

1.1.2.5.4. ATRIOVENTRICULAR NODE 

The APs are conducted through both atria and reach a neuromuscular tissue, AV 

node, situated at the base of the RA septum wall and near the AV valves (Tortora 



Chapter 1 – Research Introduction 

 

13 

 

and Derrickson, 2006, Waugh and Grant, 2011). This region is responsible for the 

electrical communication between atria and ventricles and a 0.1 s delay is introduced 

to the signal propagation allowing the atria to contract while the ventricles are still 

relaxed and consequently being filled (Wynsberghe et al., 1995, Waugh and Grant, 

2011). 

Apart of being an impulse conductor, a second function of the AV node is to behave 

as an oscillator with pacemaker rhythmicity between 40 and 60 activations per 

minute. This is crucial as it permits the ventricles to beat if either the SA node or a 

total conduction block in the atria walls is encountered (Waugh and Grant, 2011). 

Once the AV node is activated, the APs travel a short pathway to cross the fibrous 

connective tissue that divides both atria and ventricles. Then the electrical pulses are 

propagated to the right and left bundles (bundle of His) towards the heart apex. After 

the apex is activated, the electrical impulses propagate through the Purkinje Fibres 

to activate the remainder of the ventricular walls (Wynsberghe et al., 1995, Tortora 

and Derrickson, 2006, Waugh and Grant, 2011). The Purkinje Fibres arrangement 

propagates the activation to all areas of the ventricular muscle. These fibres have a 

large diameter and allow the electrical impulses to travel in higher velocity, producing 

a fast contraction  (Wynsberghe et al., 1995). 

1.1.3. FACTORS WHICH MAY AFFECT THE NATURAL ORDER OF THE CELL 

MEMBRANE, ACTION POTENTIAL AND ATRIUM ELECTRICAL PROPAGATION 

Changes in densities, distributions and properties of membrane channels can modify 

the electrical conduction and evoke abnormal impulse generation with consequent 

changes in rhythmicity (Nerbonne, 2004). For example, a decrease of outward 

current in the cells during an AP and an increase of inward current may result in 
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prolongation of repolarisation and an arrhythmia.  In addition, alterations on both 

relative and ARP also may contribute to the occurrence of arrhythmias (Macfarlane, 

2011).  

Membrane potential oscillations can also depolarise the cell and trigger repetitive 

impulse initiation. For example, during diastolic relaxation, the atrium cell 

transmembrane reduces the intracellular Ca2+ ions concentration through a 

3Na+/Ca2+ pump active exchange (NCX). It produces an inward current triggered by 

a large inward Na+ current which in fact brings the cell potential to values close to the 

Na+ equilibrium potential (+40 mV). It can depolarize the cell, generating an 

afterdepolarisation (Nattel, 2002, Macfarlane, 2011). If afterdepolarisations reach the 

cell threshold potential, spontaneous AP will be generated (Nattel, 2002). 

Alterations in the transmembrane properties such as the passive electrical 

components will also alter the speed of the electrical propagation of the AP.  With 

increase of age the atrial histology changes. Elastic tissue and collagen replaces 

atrial cells changing the capability of the cells for transmitting electrical pulses 

throughout the atria. This phenomenon occurs also in areas inside of the SA node 

altering the pacemaker property (Waktare and Camm, 2000). In addition, with age 

the heart pumping efficiency is reduced and blood pressure increases. The atrial 

walls become less elastic and the myocardium must work harder to pump the same 

volume of blood, consequently enlarging the heart (Wynsberghe et al., 1995). 

Molecular and genetic disturbances, degenerative heart disorders, hemodynamic 

abnormalities, coronary artery diseases, inflammation of any of the three layers of 

the heart wall, heart dilatation (pressure or volume overload), scarring, ischemia, 

fibrosis and any cardiac complications will affect both the anatomy and the 
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physiology of the heart with serious consequences for the quality of life and life 

expectancy (Wynsberghe et al., 1995, Waktare and Camm, 2000, Tortora and 

Derrickson, 2006, Antzelevitch et al., 2008).   
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1.2. ATRIAL FIBRILLATION 

1.2.1. EPIDEMIOLOGY 

Atrial fibrillation (AF) is the most common heart rhythm disturbance of all sustained 

cardiac arrhythmias in the clinical practice (Haissaguerre et al., 1998). Its prevalence 

is around 1% of the worldwide population (Go et al., 2001, Bollmann and Lombardi, 

2006, Heeringa et al., 2006, Mommersteeg et al., 2009) and AF has been predicted 

to increase 2.5-fold in the next 50 years, mainly due to the ageing of the population 

(Go et al., 2001, Andrikopoulos et al., 2009). The incidence of AF is approximately 

twofold higher among men compared to women (Go et al., 2001, Houben et al., 

2010) and family history of AF has been found in one-third of all AF patients 

(Crandall et al., 2009). 

Its rate increases from 0.5% of adults younger than 55-60 years to 5% for the above 

65 years and to over 9% for those with 80 years or older (Wolf et al., 1996, 

Haissaguerre et al., 1998, Crandall et al., 2009, Kuijpers et al., 2011). The median 

age of AF patients is 75 years and up to 84% of the AF worldwide population is 

above 65 years (70% of these are in between 65 and 85 years) (Chugh et al., 2001).  

AF affects approximately 7 million of people in Europe (Kirchhof and Eckardt, 2010) 

and it is estimated that around 1 million of those are in the UK (AFA, 2010). In the 

United States it affects about 2 million people and that is expected to increase to 6 

million by 2050 (Jalife et al., 2002, Andrikopoulos et al., 2009). In Brazil it is 

estimated that  0.5% of the population has AF (Olmos, 2008).  

Patients with obesity (Abed et al., 2013) or previous history of heart disease such as 

coronary artery disease, pericarditis, MV disease, congenital heart disease, 
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congestive heart failure (CHF), thyrotoxic heart disease and hypertension are more 

likely to develop AF. But AF also has been seen in patients without previous heart 

disease, known as ‘lone AF’ patients (Nattel, 2002, Holmqvist et al., 2011).  

1.2.2. ECONOMIC ASPECTS 

AF imposes great strain on healthcare resources. The set of symptoms and the 

morbidity associated with AF  are responsible for frequent medical appointments and 

admissions and it is estimated that AF is responsible for one-third of all hospital 

admissions of cardiac rhythm disturbances (Fuster et al., 2006) contributing to 

elevated costs of Health Care and becoming an expensive public health problem 

with the total cost of € 13.5 billion (around € 3,700/year per patient) in the European 

Union (Bollmann and Lombardi, 2006). The estimated annual cost in the United 

States was US$ 6.65 billion in 2005 and the UK spends the equivalent of 1% of its 

total NHS budget in managing AF (Andrikopoulos et al., 2009).  

The patients' hospitalisations are the biggest contributor with a share of 

approximately 52% of the total cost spent and the remaining 48% are assumed to be 

directly related with the in-patient care (Andrikopoulos et al., 2009). Therefore, any 

advances in the understanding of this condition, especially advances that might lead 

to more effective treatment are of great importance, both from the healthcare 

delivery and from the economical aspects. 

1.2.3. DEFINITION OF AF AND COLLATERAL EFFECTS  

Within the several definitions of AF, the American Heart Association/ American 

College of Cardiology/ European Society of Cardiology (AHA/ACC/ESC) guidelines 

(Fuster et al., 2006) define AF as an uncoordinated electrical atrial activation with 
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consequent mechanical deterioration, associated fibrosis and loss of atrial muscle 

mass affecting the ability of the atria to pump blood effectively (Conditions, 2006, 

Fuster et al., 2006).  

As the mechanical pumping ability of the atria is compromised in AF, the atria do not 

empty well between contractions and this might lead to the formation of blood clots 

and thromboembolic events (frequently on the left atrium appendage, LAA), 

increasing the risk of stroke fivefold and doubling mortality (Wolf et al., 1996, 

Connolly, 2011). This arrhythmia is also associated with sufferers experiencing fast, 

irregular heartbeats or palpitation, tiredness, chest discomfort, breathlessness, light-

headedness, dizziness or even blackouts (Fuster et al., 2006).  

Its presence, especially in long-term (sustained), promotes pronounced electrical 

and structural atrial substrate remodelling (including successive shortening of RP 

and APs) and atrium enlargement with fibrosis (Crandall et al., 2009), which 

contributes to its recurrence (Kirchhof and Eckardt, 2010). The most common clinical 

complications for patients whose AF persists are hypertension, heart failure, 

coronary artery and valvular heart diseases (Crawford, 2011).  

1.2.4. CLASSIFICATION OF AF 

Several classification approaches have been proposed to AF based on external and 

intracardiac recording patterns or clinical features. Alternatively, AHA/ACC/ESC 

guidelines (Fuster et al., 2006) suggest the temporal duration of the AF episodes as 

a classification factor for AF with clinical relevance (see Figure 1.3). According with 

(Fuster et al., 2006, Calkins et al., 2007), AF is considered recurrent when two or 

more AF episodes are identified. If the arrhythmia stops spontaneously within 
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seconds, hours or even days (till 7 days) it is said to be Paroxysmal AF (PAF). If the 

episodes are sustained beyond 7 days or less than 7 days but with medical 

procedure termination, the patients are identified as having persistent AF (persAF). 

The persAF division also includes cases where AF lasts for longer than one year, 

where in this case it is called long-standing AF. The last category is the permanent 

AF and is characterised when AF termination was not possible with medical 

procedure or when medical procedure is not applicable. AF can start from PAF or 

PersAF leading to permanent AF (AF begets AF) (Fuster et al., 2006). 

Allessie and collaborators studied the concept that AF begets AF through an elegant 

study highlighted by (Prystowsky, 2008).  In this experiment electrodes were sutured 

in the epicardium of both atria of goats (Wijffels et al., 1995). The authors induced 

AF by pacing and observed that sinus rhythm would be restored and straight after 

the authors would pace again to re-induce AF. With this interactive process 

progressing along time, it was observed that the AF episodes were found to became 

longer until persisting for many hours (> 24 hours). Thus, in this experiment the atria 

went from paroxysmal to persistent state in a short time. Other researchers showed 

that in human progression of PAF to a more sustained form is sometimes slow 

and/or unusual. According to the authors, it is estimated to be around 10% at the first 

year and up to 30% at 5 years. In addition, 50% of patients with lone AF progress to 

sustained AF after a 25-year follow up (Shen et al., 2011).   



Chapter 1 – Research Introduction 

 

20 

 

 

Figure 1.3 Temporal Classification of AF. Modified from (Waktare and Camm, 2000)  

 

1.2.5.  CLASSICAL MECHANISMS OF AF: HISTORICAL PERSPECTIVE 

Although research groups are dedicating extensive investigations to understanding 

the physiopathology of AF, some of the mechanisms of triggering and maintenance 

of this arrhythmia are still unrevealed and there are controversies regarding the most 

acceptable theories (Nattel and Ehrlich, 2004, Prystowsky, 2008). Three different 

theories were postulated since the beginning of last century in an attempt to explain 

the mechanism of AF: (1) Ectopic foci, (2) Multiple, random propagating wavelets, 

and (3) Localised re-entrant activity with fibrillatory conduction. 
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1.2.5.1. EARLIER STUDIES: FROM THE BEGINNING OF THE 20TH 

CENTURY TO 1950S  

- Ectopic foci vs. circular movement - 

The hypothesis that AF is initiated by multiple rapid firing ectopic foci spread across 

the atria was first introduced on the beginning of the 20th century, highlighted in 

(Winterberg, 1907), and later evidenced in an AF modelling experiment (Scherf, 

1947).  

As opposite to the Ectopic activity theory, Mines (Mines, 1913) introduced the circus 

movement theory suggesting that AF is promoted by circus movement of re-entry 

circuits.  Mines (Mines, 1913) described the excitation of the cardiac cells as being 

dependent of the rate of propagation (conduction velocity, CV) and the time required 

for this propagation (through the wavelength). According to the author, the wave of 

excitation in cardiac cells is rapid enough to propagate to the ventricles before 

starting a new depolarization of the atrium (rapid in terms of propagation but has 

long period of duration), then if the rate of propagation is faster than the duration of 

the wavelength all the circuit will be excited ‘at the same time’ and, as a result, the 

excitation will die out (Figure 1.4a), corresponding to sinus rhythm. In contrast, if we 

increase the activity of the cells, the wave of propagation becomes slower and 

shorter contributing for a second excitation after the first one is completed (fibrillation 

behaviour). This phenomenon happens by the fact that the excited state from the 

beginning of the wave will pass off and when the excitation wave reaches the end of 

the wavelength these cells will be ready for the next excitation, triggering a new 

activation (figure 1.4b).     
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(a) 

 

(b) 

Figure 1.4 Schematic drawing for (a) the normal rhythm cycle excitation and (b) an 

arrhythmic cycle excitation: the excited state is represented in dark red and the 

refractory state as dotted areas. In (a), the recirculation can’t occur, because when 

the stimulation completes a cycle, the cells at that point are still refractory and can’t 

re-trigger. In (b), re-triggering can occur with either a shorter refractory period and/or 

slower conduction, allowing the development of a circulating wave. Modified from 

(Mines, 1913) 

Garrey in his work (Garrey, 1914) confirmed this hypothesis by observing that 

induced fibrillatory contractions were not cessed in the atria after the investigator had 

separated the atria from the appendix (the fibrillatory contractions on the appendix 

stopped).  He concluded that AF needs a minimum tissue mass to perpetuate AF. 

Within his important contribution on AF studies, Professor Thomas Lewis improved 

the concepts of the excitable circus movement theory stating the basic differences 
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on the tissue mass during refractoriness between an AF and Flutter circle circuit. 

Part of Thomas Lewis's work can be seen in (Lewis, 1909, Lewis, 1910, Lewis, 1921, 

Lewis et al., 1921, Lewis, 1925). These two theories (ectopic foci and circular 

movement) together were predominantly the centre of all hypotheses proposed to 

explain the basic mechanism of AF till 1950s.  

1.2.5.2. SUBSEQUENT STUDIES: FROM 1950S ON 

1.2.5.2.1. MULTIPLE WAVELETS AND CIRCULAR MOVEMENT 

Moe and Abildskov argued against both theories suggesting that they were 

inadequate by the fact that it was difficult to assume that either mechanism could be 

graced with natural stability to persist in long term, as usually AF does. They 

proposed that AF was a result of random  multiple wavelets across the atria (Moe 

and Abildskov, 1959, Jalife et al., 2002). Later, Moe and colleagues (Moe et al., 

1964) showed through a computer model of AF that a stable state could exist being 

self-sustained and independent of its trigger, but the perpetuation occurred only in 

cases where non-homogeneous atrial repolarisation was evidenced. In summary, the 

authors considered AF as a turbulent and self-sustained phenomenon taking place in 

a non-homogeneous excitable tissue mass.  

The authors assumed that the wavelength of the propagation wave length can be 

found through the multiplication of the refractory period (RP) by the conduction 

velocity (CV). For example, once the fibrillatory activity is initiated, it is propagated to 

the tissue at a time when some of its components have recovered while others are 

still in their partial/fully refractoriness as a result of the preceding activation (circus 

movement) (Moe, 1962, Moe et al., 1964, Jalife et al., 2002). The increase in atrial 
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size and the heterogeneity of the refractory period should also promote the 

probability of re-triggering and maintenance of multiple-circuit re-entry (Zipes and 

Jalife, 2004, Aliot et al., 2008). In contrast, if the wavelength of the circuit is not small 

enough, the atrium could contain only a small number of multiple-circuit re-entry 

paths and the AF may not persist for long time.  

Although Moe and colleagues supported that AF mechanism persists by multiple 

wavelets, they assumed that irregular activation from the atria could result from 

several factors which include single discharging of ectopic focus, multiple rapidly 

discharging foci, or rapidly circulating circus movement (Prystowsky, 2008). Later, 

with the advent of high-resolution optical mapping, Allessie and colleagues (Allessie 

et al., 1977, Rensma et al., 1988) observed for the first time, in studies on dog heart, 

the presence of multiple propagating wavelets (between 4 to 6 simultaneous 

wavelets) supporting the numerical study of Moe's theory. This experiment became a 

landmark demonstrating that multiple wavelets can exist during AF, but the question 

was that number of wavelets identified by Allessie and colleagues was significantly 

less that proposed by Moe (between 20 to 30 wavelets).  

The observations by Allessie and colleagues described above were also endowed by 

other investigators and subsequent analysis showed a concordance in terms of the 

number of simultaneous wavelets and their characteristics of propagation (Jalife et 

al., 2002). This was reported to be then strongly accepted from the clinical 

observation when Cox and colleagues could cure chronic AF by multiple surgical 

lesions (MAZE) (Cox et al., 1991, Cox et al., 2000, Jalife et al., 2002). This surgical 

procedure aimed in sub-dividing the atria into small regions in a way that the multiple 

AF wavelets were unable to be sustained (Cox et al., 1991, Cox et al., 2000).  
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The multiple-circuit re-entry together with the refinement of Moe's theory (Moe et al., 

1964) and the observation of the maximum number of simultaneous re-entry circuits 

have been the dominant conceptual AF model till recently and the Ectopic Foci and 

Localised re-entrant activity with fibrillatory conduction were less favoured by the 

scientists. 

1.2.5.2.2. RAPID FOCI ELECTRICAL DISCHARGES 

The multiple-circuit re-entry was strongly challenged by a series of three studies 

presented by Haissaguerre and colleagues (Haissaguerre et al., 1994, Jais et al., 

1997, Haissaguerre et al., 1998). The authors successfully demonstrated that in a 

subset of AF patients, AF was primarily triggered by rapidly firing foci originated on 

the PVs (majority on the upper PVs followed by the lower PVs and rarely observed 

near the SA node). Ablating (or 'burning') these discrete sites through catheter 

ablation therapy the PAF patients were free of AF in long term. This landmark 

achievement made the community to refocus the attention on areas such as PVs, 

PW of the LA and autonomic innervations in those regions.  

As consequence of the rapid firing ectopic in the atrium a regular tachycardia would 

be expected due to the rapid firing ectopic activity. However, if the firing ectopic has 

fibrillatory rate faster than the normal areas of the atrium can support (pattern 1:1), 

the fibrillatory mechanism could be triggered (Zipes and Jalife, 2004). 

1.2.5.2.3. LOCALISED RE-ENTRANT ACTIVITY WITH FIBRILLATORY 

CONDUCTION 

In a study with dog atria preparation, AF was induced and multiple re-entrant circuits 

were observed. With the increase of concentration levels of acetylcholine the 
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investigators observed that the re-entry circuits were reduced by a single and stable 

re-entrant circuit of high frequency and generating fibrillatory conduction at the 

surrounding areas (Schuessler et al., 1992). It was later explained by (Zipes and 

Jalife, 2004) where the authors observed that when a single rapid firing circuit 

collides into conduction block areas located across the atria, the conduction pattern 

will might not respond in the rate of 1:1 resulting in fibrillatory conduction maintaining 

the AF. Fibrillatory conduction may be due to different refractory periods spatially 

distributed or by structural properties of the atrial tissue. 

According to Jalife and collaborators (Jalife et al., 2002), advances on the 

understanding of re-entrant rhythms have contributed to introduce the concept of 

‘rotors’ defined by them as excitable spiral waves propagating around an unexcited 

core. These rotors are self-sustained with possible stationary characteristics or if not 

they may drift but subsequently anchor to anatomical heterogeneities in the cardiac 

tissue (Jalife et al., 1998).     

Jalife and colleagues also showed that AF seems to be spatially and temporally 

organised in normal structured hearts (Skanes et al., 1998, Mandapati et al., 2000, 

Mansour et al., 2001, Jalife et al., 2002), but also complex excitation patterns (Gray 

et al., 1995). 

Using optical and bipolar mappings AF shows to be an uninterrupted periodic activity 

of stationary rotors activated by the highest dominant frequencies (DF) (Mandapati et 

al., 2000). A vortex rotating clockwise localised on the LAA lasted for several 

minutes and the frequency of activation matched with the DF from both optical and 

bipolar contact recordings. In addition, studies were also performed to identify 

preferable inter-atrial pathways with evidence of fibrillatory conduction and presence 
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of frequency gradients between LA and RA (Skanes et al., 1998, Mandapati et al., 

2000, Mansour et al., 2001, Jalife et al., 2002). Through these studies evidence was 

observed identifying that sites harbouring highest frequency activity were responsible 

for sustaining the arrhythmia and the fibrillatory activity was conducted to the 

remaining atrial areas.  

Jalife and colleagues (Jalife et al., 2002) believed that not all forms of AF are 

sustained by a single rotor in the LA with fibrillatory conduction to the RA and that 

the underlying mechanism may vary including several simultaneous mechanisms 

occurring in a certain patient (as also previously suggested by Moe and colleagues) . 

1.2.5.3. THEORY'S LIMITATIONS AND CONTROVERSIES 

Observations over the recent years have challenged the idea that all AF is caused by 

multiple-circuit re-entry as accepted since the 1950s.  

Multiple wavelets were challenged during drugs treatment. The idea behind the use 

of drugs to treat patients with AF is that this therapy would suppress this arrhythmia 

by increasing the refractory period of cells (wavelength circuit), as a consequence 

the drugs delay the repolarisation of potassium channels and would limit the number 

of functional circuits. The main problem with the Multiple wavelets theory is that it 

does not explain how certain anti-arrhythmic drugs work according to what is already 

known, for example, antiarrhythmic drugs that block Na+ channels are effective in 

terminating AF, but should promote AF because they decrease conduction velocity 

and consequently decrease the AF path wavelength. 

 Other explanations are that in fact AF is not a circuit re-entrant arrhythmia, or that 

the ectopic activity is the principal factor in AF maintenance or that multiple-circuit re-

entry theory can be imperfect (Aliot et al., 2008). Recent studies showed that AF 
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persists by the presence of a single small re-entry circuit or an ectopic focus 

(Mandapati et al., 2000, Mansour et al., 2001). Also, LA sources of activity seem to 

be particularly important when compared with RA areas (Mandapati et al., 2000, 

Mansour et al., 2001). Ectopic triggers localised in the PVs seem to have a highly 

significant role (Haissaguerre et al., 1998).  

The recent evidences have brought the scientists back to the beginning of the 

twentieth century debates suggesting that ectopic activity, localised re-entrant circuit 

with fibrillatory propagation and multiple circuit re-entries may all be involved in 

human AF (see figure 1.5 for illustration of the simultaneous AF mechanisms). 

 

Figure 1.5 The anatomical and arrhythmic mechanisms of AF. Reprinted by 

permission from Macmillan Publishers Ltd: [Nature Reviews Cardiology] (State-of-

the-art and emerging technologies for AF ablation), Copyright (2010).  

1.2.6. CURRENT CLINICAL TREATMENTS 

Two distinct interventions can be used in AF patients to prevent recurrent AF and its 

related complications (maintaining the sinus rhythm or controlling the ventricular rate 

(Crandall et al., 2009). Ventricular Rate control during AF is usually achieved by 
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using drugs, such as flecainide and amiodarone, and beta blockers or channel 

blockers. Sometimes, ablation of the AV node is required to slow the ventricle rate 

down (Kirchhof and Eckardt, 2010). In addition, certain medications can be used in 

parallel to avoid occurrences of thrombotic events. The classical rhythm control 

therapy is done by the use of antiarrythmic drug aiming at symptom reduction. 

With recent advances on the understanding of the AF mechanism and the fact that 

unfortunately an effective drug treatment for the prevention of this rhythm 

disturbance is not available, catheter ablation has been widely accepted as a 

strategy to prevent AF (Kirchhof and Eckardt, 2010). In addition, recent studies 

showed that the use of catheter ablation to maintain the sinus rhythm was more 

efficient than the use of antiarrhythmic drugs (Calkins et al., 2009, Arora et al., 2010, 

Kirchhof and Eckardt, 2010).  

The principal aim of AF ablation is the creation of myocardial lesions to block the AF 

electrical wavefront propagation and 1) eliminate arrhythmogenic tissue from an 

ectopic foci trigger (normally PV) or 2) modification of the atria substrate responsible 

for the re-entry (Crandall et al., 2009, Kirchhof and Eckardt, 2010). Two different 

types of catheter ablation in AF patients can be highlighted. First, ablation of the AV 

node after implantation of pacemaker is done to achieve rate control in patients with 

accepted, symptomatic permanent AF. The second strategy is the ablation of the LA 

aiming to restore and maintain sinus rhythm (Kirchhof and Eckardt, 2010).  

In terms of LA ablation, the most common ablation procedure involves electrical 

isolation of the PVs (Fuster et al., 2006, Takahashi et al., 2006, Miranda et al., 

2010). The PVs have electrically active tissues with a sleeve myocardium that 

extends from the atrium into the veins (Crandall et al., 2009). Electrical isolation 
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involves circumferential ablation in the LA around the ostia of the PVs. Such 

technique electrically disconnects the PVs from the rest of the atria, so PV triggers 

will be unable to 'invade' the LA and initiate AF (Crandall et al., 2009). 

Another ablation strategy technique is called wide area circumferential ablation 

(WACA). In this procedure a circular lesion is performed beyond the PV ostium and 

continuing into the atrial antrum of the PV. Both PVs in each side are encircled by 

the circumferential wide ablation and with or without a linear ablation line connecting 

both circular PV sets lesions. The linear ablation also can be extended to the MV. 

This procedure evolves more extensive ablation and it increases the probability of 

AF re-entry circuits to propagate and also the elimination of possible foci triggers 

(Arora et al., 2010). 

Unfortunately, not all initiators of AF arise from the PVs. According to Crandall and 

colleagues (Crandall et al., 2009), any intrathoracic vein can potentially trigger an 

ectopic activity, such as the vein of Marshall and SVC.  Additionally, ablating PV 

trigger sites in PAF and normal atria substrate is effective, but its role showed to be 

less important in AF patients with triggers of cardiac diseases (including enlarged 

and fibrotic atria). For these patients, several approaches are provided aiming 

ablation from the substrate (Aliot and Ruskin, 2008, Brooks et al., 2010, Elayi et al., 

2010). Exemplifying, ablation of the: roof, atrial lines, ganglionated plexi, macro- and 

micro re-entrant wavefronts and focal sources.    

Another ablation approach is the target of high-frequency LA activity that manifests 

itself in the recording electrograms characterised by multiple rapid fractionated 

electrograms identified as Complex Fractionated Atrial Electrograms (CFAE) 

(Nademanee et al., 2004). This strategy was effective in both acute termination of AF 
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and maintaining sinus rhythm (Nademanee, 2011), but the main problem is that still 

not a clear whether this ultra-rapid activity results from areas of abnormal 

conduction, rotors, neural activity or micro rotors (Crandall et al., 2009). In addition, 

several ‘subjective’ definitions of CFAE exist and assumptions have been made by 

clinical groups regarding its detection in AF (Nademanee et al., 2004, Monir and 

Pollak, 2008, Nademanee et al., 2008, Porter et al., 2008, Roux et al., 2008, Verma 

et al., 2008, Solheim et al., 2010). CFAE identification is referred only to signals 

recorded using bipolar contact electrodes which makes studies performed by 

unipolar virtual electrode recordings difficult. 

Recently, a stepwise approach aiming ablation of targets confined to the 

ganglionated plexi located along the posterior and superior portions of the LA has 

been shown to be a new exciting catheter strategy (Crandall et al., 2009), but this 

strategy has not been yet applied worldwide by the clinical groups.  

1.2.6.1. SUCCESS RATE USING CATHETER ABLATION 

The success of using radiofrequency (RF) catheter ablation in paroxysmal AF 

patients has illustrated the usefulness of the technique (Terasawa et al., 2009). 

Catheter ablation strategy targeting the PVs produces reasonable results in returning 

up to 80% of patients to a normal sinus rhythm (where between 30% and 40% of 

patients require a second procedure) (Wright et al., 2008, Terasawa et al., 2009, 

Arora et al., 2010, Miranda et al., 2010, Stevenson and Albert, 2012). In Glenfield 

Hospital the success rates are up to 80% with a redo procedure rate of 5%.  

In contrast, success with rhythm control in persAF has been hampered by a lack of 

detailed understanding of atrial electrical behaviour during AF and how AF is 
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sustained. For these patients' group, the arrhythmia is in a more advanced stage 

where the atria substrate is remodelled opposing to a trigger mechanism commonly 

observed in PAF patients where aggressive interventions are needed (Fuster et al., 

2006, Takahashi et al., 2006, Miranda et al., 2010). Reports on termination of AF on 

persAF patients showed that 11% to 74% of the patients had successfully returned 

to sinus rhythm using different approaches (PV isolation; PV antrum isolation; PV 

isolation and linear ablation; PV antrum isolation and linear ablation; PW box 

isolation; CFAE ablation; or PV antrum isolation and CFAE ablation) (Brooks et al., 

2010, Elayi et al., 2010, Rostock et al., 2011). In Glenfield Hospital the success for 

returning persAF patients to sinus rhythm reach rates of up to 80%, where 20% of 

them require a second procedure.   

In persAF, extensive ablation and repeated procedures are often required increasing 

the risks for collateral injury and complications. In addition, the decision of where to 

ablate to maximise efficacy and safety is still a challenge. Improving our 

understanding of the precise electrical mechanisms underlying AF is key to 

minimising the amount of ‘burning’ with ablation and maximising the patient outcome. 
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1.3. SPECTRAL ANALYSIS ON AF ELECTROGRAMS  

Spectral analysis has been used as an investigative tool for the analysis of atrial 

electrograms to identify areas within the atria that contain high dominant frequency 

(DF) signals which may be ‘driving’ the rhythm (Skanes et al., 1998, Langley et al., 

2000, Mandapati et al., 2000, Everett et al., 2001, Mansour et al., 2001, Jalife et al., 

2002, Sarmast et al., 2003, Sanders et al., 2005, Bollmann and Lombardi, 2006, 

Jarman et al., 2006, Fischer et al., 2007, Lin et al., 2007, Ng et al., 2007, Pachón et 

al., 2007, Stiles et al., 2008b, Atienza et al., 2009, Brooks et al., 2009, Gojraty et al., 

2009, Raúl and José Joaquín, 2009, Ryu et al., 2009, Singh et al., 2009, Salinet Jr et 

al., 2011a, Jarman et al., 2012, Guillem et al., 2013, Salinet Jr et al., 2013a, Salinet 

Jr et al., 2013b, Salinet Jr et al., 2013d).  

Investigators observed that representative signals during AF have important periodic 

components with different degrees of regularity and the time duration of an AF 

wavefront cycle in the LA correlated well with the DF peak of the spectral analysis, 

defined as the highest frequency peak of the whole AF frequency spectrum (Skanes 

et al., 1998).  Gray and colleagues (Gray et al., 1998) showed that this wavefront 

with high frequency activity was stable in space and time and (Mandapati et al., 

2000) found that micro-source rotors with high-frequency periodic activity was 

responsible to maintaining AF, mostly located on the PVs. 

Investigators using spectral analysis identified evidence that signals originating from 

certain regions of the atrium have higher DF components suggesting that AF could 

be originated by sites with high frequency activity in the LA that propagate to other 

locations of the atria (Mansour et al., 2001). Therefore, DF mapping strategy would 
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facilitate the location of the possible AF triggers and hence targets for catheter 

ablation (Skanes et al., 1998, Jason and Goldberger, 2007, Pachón et al., 2007) .   

Sanders and colleagues (Sanders et al., 2005) used for this first time a commercial 

DF mapping system to track AF targets for ablation in AF patients (PAF and persAF). 

The authors reported that through the DF mapping strategy the cycle length at 

critical sites increased and the arrhythmia was terminated. In addition, they also 

observed that the spectral behaviour from distinct areas of the atrium were stable in 

space and time.     

In the same year, a group from London (Jarman et al., 2006) performed the first 3D 

DF mapping with 256 unipolar noncontact intracardiac atrium electrograms (AEGs) 

during AF off-line analysis. They observed that after pulmonary vein isolation (PVI) 

the arrhythmia persisted and some sites with high frequency just had slight changes 

in DF value before and after ablation, but in other sites DF decreased in value and in 

the number of DF. The noncontact mapping (NCM) used by this group (Jarman et 

al., 2006) showed to be a remarkable technology that, contrary to the contact 

mapping (CM), allows simultaneous recording electrical activity of the inner surface 

of the atrium (>3000 different points) without the contact between the electrodes 

from the balloon and endocardium wall of the atrium (see next chapter for more 

details) (Schilling et al., 1998, Gornick et al., 1999, Kadish et al., 1999, Schilling et 

al., 1999). 

The validation of spectral analysis between contact unipolar and noncontact unipolar 

electrograms was investigated by Lin and colleagues (Lin et al., 2007) across 160 

distinct points. They concluded that both electrograms were morphologically similar 
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but they are shifted in time and the DF between them correlated well in 

approximately 95% of cases. Later, Atienza and collaborators (Atienza et al., 2009) 

performed ablation on DF sites followed by PVI and observed that the DF values 

decreased and as consequence the left-to-right (LA-to-RA) DF gradient was 

eliminated. AF terminated in about 90% of the PAF patients and 55% of the persAF 

patients. In the same year, (Pachón et al., 2007) performed catheter ablation in 

CFAEs guided by a endocardial spectral mapping and after ablation AF could not be 

induced in 71% of the patients. Lin and collaborators (Lin et al., 2010) compared 

sites identified as CFAE with areas harbouring high DFs and observed that the 

locations of CFAE sites were correlated spatially with DF sites.  

In clinical practice, ablation of the sites guided by frequency mapping has been 

mainly performed through advanced mapping systems that are based on point-by-

point sequential acquisition (Lin et al., 2007) and thus the resolution of these maps is 

limited and its temporal variation is difficult to assess  (Zipes and Jalife, 2004, Lin et 

al., 2007). Using this technology a single DF map takes up to 30 minutes to be 

generated (Lin et al., 2007, Gojraty et al., 2009). This approach intrinsically assumes 

temporal stability over long periods of time (Gojraty et al., 2009) and extends the  

overall time for an ablation procedure.  

The validity of sequential mapping is open to question as to whether the same 

arrhythmia is being mapped at different time points and locations. In addition, the 

spatiotemporal DF stability has been studied by several research groups with 

conflicting results regarding its behaviour (stable or unstable) (Langley et al., 2000, 

Sanders et al., 2005, Krummen et al., 2009, Habel et al., 2010, Salinet Jr et al., 
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2011a, Jarman et al., 2012, Narayan et al., 2012a, Salinet Jr et al., 2012d, Salinet Jr 

et al., 2013d). 

A system with high-resolution simultaneous endocardial recordings of the entire 

chamber enables accurate mapping and facilitates targeting of potential arrhythmic 

sites and circuits without assumptions of stability between the recordings (Berenfeld 

et al., 2008, Everett and Olgin, 2008, Lin et al., 2010). Spectral analysis of these 

electrograms may serve as a powerful clinical tool for identifying potential candidates 

for ablation.   
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1.4. ELECTROANATOMICAL MAPPING SYSTEMS  

'Mapping' in an EP study is characterised as a process of identifying and locating an 

arrhythmia (e.g. AF) using a computer based system. Understanding the arrhythmia 

behaviour is important for guiding interventions and treatments, such as catheter 

ablation (Jeff Hing, 2008). 

During an EAM, catheters are placed within the cavity of interest and the endocardial 

surface electrical activity is recorded (Sra and Akhtar, 2007, Jeff Hing, 2008, LaPage 

and Saul, 2011). The 3D space locations of the tip of a roving catheter are identified 

by the EAM system (Tsuchiya, 2012) during the manipulation of the catheter within 

the cavity and electrograms are recorded and combined with their location to create 

activation or voltage maps in a 3D anatomical colour-coded representation (Sra and 

Akhtar, 2007, Jeff Hing, 2008, LaPage and Saul, 2011, Tsuchiya, 2012).  

Unfortunately, these 3D geometries are less detailed than the cardiac anatomy 

obtained from a computed tomography (CT) or magnetic resonance image (MRI). In 

addition, geometry distortion tends to occur due to catheter distension of the cardiac 

tissue and non-uniform contact. The geometry creation depends considerably of the 

operator experience and requires acquisition of several points with a special 

attention to angles and structures (Burkhardt and Natale, 2009). 

Due to the introduction of new technologies in the last decade, the principles and 

techniques for mapping have changed dramatically allowing the treatment of more 

complex arrhythmias (Sy et al., 2012, Tsuchiya, 2012). Integration of pre-acquired 

CT, MRI, intracardiac echocardiography (ICE), ultrasound, and fluoroscopy images 

into the 3D mapping system allows clinicians to treat the arrhythmias using actual 
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patient geometry. In addition, it enables a higher degree of procedural accuracy due 

to the exact identification of the anatomical marks positions combined with the 

electrical information (Ahmed and Reddy, 2009, Christopher Piorkowski and 

Hindricks, 2009, Sy et al., 2012, Tsuchiya, 2012). This integration also has improved 

success in the treatment of arrhythmias and has enhanced our understanding of 

cardiac electroanatomy and electrophysiology  (LaPage and Saul, 2011). 

A major limitation is that pre-acquired CT or MRI images do not consider potential 

variations of the chamber geometry as a result of dynamic physiological factors. As a 

result, near real-time acquisition of 3D cardiac images is now being explored with (1) 

rotational angiography, (2) “localized” ICE, and (3) 3D transesophageal 

echocardiography (TEE). (Ahmed and Reddy, 2009) 

EAM systems can use either CM or NCM technologies and the most common 

applications are: (1) activation map of the arrhythmia, where the map shows the local 

activation timing difference of the recorded electrograms and the timing of a 

reference signal in order to either identify the earliest possible signal or a 

progression of activation; (2) propagation map, where the activation data is able to 

be reviewed, whereby the electrical wavefront is shown to propagate through the 

chamber and the conduction velocity can be estimated; and (3) voltage map, where 

the EAM systems catalogue the peak-to-peak amplitude (or first derivative) of each 

recording side (Lars Eckardt and Breithardt, 2009, Yitzhack Schwartz and Ben-Haim, 

2009, Sy et al., 2012).  
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1.4.1. CONTACT MAPPING  

CM is the most frequent approach used to record endocardial electrical activity of AF 

patients during EP procedures allowing precise collection and accurate interpretation 

of data. In this method, electrodes attached to an intracardiac catheter make contact 

with the endocardial surface and sequentially acquire data, a technique known as a 

point-by-point mapping, over many cardiac cycles to create an activation/voltage 

map (i.e. CARTO™, NavX™, LocaLisa™ and Realtime Position Management, 

RPM™). Once all desired points inside the cavity of interest were recorded a 3D 

map colour-coded is generated. Another example of CM is the contact basket 

(Cardiac Pathways, EP Technologies, Sunnyvale, CA) where up to 64 electrodes are 

in contact with the endocardial surface allowing the system to record up to 32 

simultaneous bipolar electrograms. 

The systems also differ in the method of catheter localisation, the CARTO uses 

magnetic field, RPM uses ultrasonic transducers and NavX is based on impedance 

changes (Jeff Hing, 2008, Lars Eckardt and Breithardt, 2009, Sy et al., 2012, 

Tsuchiya, 2012). Nowadays, sequential activation mapping is the preferred approach 

to study inducible, sustained, and hemodynamically tolerable arrhythmias 

(Christopher Piorkowski and Hindricks, 2009) and the two most common systems 

are NavX and CARTO.  

1.4.1.1. NAVX™ SYSTEM 

NavX allows acquisition of anatomical points recording local activation time during 

sequential mapping (proximal CS is usually chosen as the location of the reference 

catheter for atrial arrhythmias). The methodology of NavX is based on the voltage 



Chapter 1- Research Introduction 

 

40 

 

gradient principle due to an electrical current applied between two electrodes. With a 

pair of electrodes placed on the thorax, NavX generates a low-power 5.7 kHz 

electrical potential across the body, to create a voltage gradient along the axis. Using 

any intracardiac electrode, NavX measures the local voltage on the electrode and 

calculates the electrode position along the axis. When three pairs of electrodes are 

placed on the body in orthogonal directions (neck-leg, front-back, left-right), NavX 

measures a voltage gradient on each axis, to create a 3D navigation field. Up to 64 

electrodes can be located simultaneously (Christopher Piorkowski and Hindricks, 

2009, Tsuchiya, 2012) 

1.4.1.2. CARTO™ 

CARTO uses an ultralow magnetic field (0.05–0.5 G) created from three emitter coils 

placed underneath the patient (location pad). The emitted magnetic field has well 

defined spatial and temporal characteristics and it is identified by miniature passive 

magnetic field sensors (location sensors) integrated into the (proprietary) catheter. 

The identification of the magnetic field by the location sensor enables determination 

of the location and orientation of the sensor with 6 degrees of freedom (X, Y, Z, and 

roll, yaw, and pitch) (LaPage and Saul, 2011). 

1.4.1.3. LIMITATIONS 

CM requires a relatively stable and sustained arrhythmia because it collects 

sequential data from various points in order to create an activation map on the 

assumption that the same arrhythmia mechanism continues until the end of the 

mapping. Thus, CM is not suitable for non-sustained, polymorphic or 

hemodynamically unstable arrhythmias (Tsuchiya, 2012).  
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CM is time-consuming, especially when a single catheter is used. In addition, 

electrogram amplitude depends of electrode contact force. It will be under 'sensed' 

with poor contact and excessive pressure can promote catheter-induced ectopics 

(Sy et al., 2012). 

There is not an agreed standard for the minimum number of points that should be 

collected for these maps, but it is important to have in mind that the procedure 

ensures enough coverage of the anatomical and electrical fidelity. Inadequate 

sampling leads to activation being interpolated between widely separated points and 

areas with “slow conduction” or conduction block may be missed, leading to incorrect 

interpretation. Dismissing double potentials or low-amplitude fractionated signals 

may result in loss of crucial information such that macro-reentrant arrhythmias may 

mimic focal arrhythmias (Sy et al., 2012). 

In terms of the timing reference, it is important to choose an electrogram with a 

single sharp deflection such that the automatic sensing of the reference is 

reproducible. Reference electrograms with multiple components should be avoided, 

especially those contaminated with large far-field signals. In addition, dislocation of 

the positional reference causes a mis-alignment of the geometry map.   

1.4.2. NONCONTACT MAPPING  

1.4.2.1. ENSITE SYSTEM 

NCM relies on the idea of recording simultaneous endocardial activity of the entire 

cavity without contact between the electrodes from the catheter and the heart walls 
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creating a detailed activation map even from a single beat (Figures 1.6 and 1.7) (Jeff 

Hing, 2008, Lars Eckardt and Breithardt, 2009, Sy et al., 2012, Tsuchiya, 2012).  

NCM is formed by a catheter-mounted with a multielectrode array (MEA), a custom-

built amplifier system, and by a workstation to run specially designed software. This 

system has been used for complex arrhythmia cases, such as non-sustained 

arrhythmias as well as focal and re-entrant arrhythmias highlighting break-out points, 

earlier activation sites and identification of preferential pathways of conduction and 

propagation of the depolarisation wavefront (Sy et al., 2012). 

Each wire of the MEA has a 0.025 inch break in insulation arranged in an array of 64 

noncontact unipolar electrodes. The raw far-field activity is acquired by a 

multichannel recorder and amplified. The electrograms are sampled at 1.2 kHz by 

the EnSite 3000 system (2034.5 Hz for the recently launched EnSite Velocity 

system). The signals can be filtered in a bandwidth frequency from 0.1 Hz or above 

by a high pass filter and up to 300 Hz by a low pass filter. The amplifier system also 

has 16 additional channels reserved by signals recorded using contact catheters and 

12 channels for the surface ECG. Noncontact, contact and surface ECG signals are 

acquired simultaneously (Kim Rajappan and Schilling, 2009). 

The reference electrode is located on the most proximal part of the shaft of the MEA 

catheter with a distance of 25 cm from the top of the catheter (The Pigtail Tip). This 

electrode is in contact with the blood pool outside of the cavity under investigation to 

provide a 'zero potential reference’ for both noncontact and contact unipolar 

electrograms (Schilling et al., 1998, Medical, 2011, Medical, 2012). At the beginning 

of the EP study, the 3D cavity geometry is created and validated and will later be 
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colour-coded according to the activation or voltage values at the respective 

measured points.  

The system locates any catheter through a 5.68 kHz low-current “locator” signal 

between the catheter to be located and the ring electrodes proximal (E2) and distal 

(E1) of the MEA. The MEA detects and determines the locator signal angles and the 

positions of the source. As a first step, a roving EP catheter is moved along the inner 

wall of the cavity and as the catheter moves the Ensite System estimates its position 

by triangulation using the 2 tips of the balloon catheter. In addition, the system also 

records the roving electrode’s positions displayed on a computer screen in the 

theatre (see Figure 1.6). The system automatically displays the connections of these 

points (spline interpolation) as a geometric figure of the endocardium chamber and 

once the geometry is created the MEA should not move (Yitzhack Schwartz and 

Ben-Haim, 2009, Medical, 2011). 

With the first geometry surface created, the EnSite system identifies 64 evenly 

distributed locations on the 3D geometry. Then, the software uses the measured 

electrograms in the 64 electrodes of the EnSite Array to find the inverse solution for 

Laplace’s equation at each position of the endocardial surface. It is known as the 

boundary element method (Yitzhack Schwartz and Ben-Haim, 2009). Values 

between the 64 elements are interpolated (via a bi-cubic spline algorithm) by the 

system to create up to 3360 isopotential points across the cavity. The thousands of 

reconstructed signals generated by the EnSite are then colour-coded onto the 

atrium’s 3D surface in real-time (see Figure 1.7) (Taccardi et al., 1987, Schilling et 

al., 1998, Gornick et al., 1999, Kadish et al., 1999, Schilling et al., 1999, Tai et al., 
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2002, Chinitz and Sethi, 2006, Earley et al., 2006, Tai and Chen, 2009b, Yitzhack 

Schwartz and Ben-Haim, 2009, Medical, 2011).  

 

Figure 1.6 The ablation catheter and the Ensite 3000 balloon array are first used to 

map the inner surface of the heart’s chamber using the ablation catheter as a probe 

and the two tips of the balloon as a reference. Then the array collects atrial 

electrograms (potentials) at 1200 Hz. The system can display the potentials as a 

colour map. (Ensite array and Ensite are trademarks of St. Jude Medical or its 

related companies. This image is reprinted with permission of St. Jude medical, © 

2012. All rights reserved.) 

 

Figure 1.7 The activation voltage images (in the time domain) produced using the 

Ensite 3000 array. Two different views are presented simultaneously and can be 

independently reoriented by the clinician performing the EP study (in theatre), in 

preparation for the ablation. 
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The distance between centre of the MEA and the endocardium inner wall from the 

chamber affects the reconstruction quality of the signal estimation (inverse solution 

for Laplace’s equation). The accuracy decreases significantly with the distance 

superior to 3.4-4.0 cm (Kadish et al., 1999, Kim Rajappan and Schilling, 2009, 

Medical, 2012). 

1.4.2.2. LIMITATIONS 

Remote areas (>4.0 cm) from the centre of the MEA have their virtual unipolar 

electrogram attenuated making the technology not suitable for large cardiac 

chambers. In addition, if any movement of the MEA catheter happens the 3D 

geometry needs to be re-done. 

The consequences of applying inappropriate filters cut-off frequencies on the 

electrograms altogether with 'equivocated' voltage thresholds selection may distort 

the arrhythmia interpretation (Sy et al., 2012).The high pass cut-off is selected 

according to the type of the arrhythmia and it contributes to 'reject' far-filed during the 

identification of the earliest activation point. In addition, lowering the high-pass filter 

cut-off may permit visualising the slow conduction or exploring the region with CM.  

The use of NCM to determine electrical activation in tubular structures accurately (i.e 

PV, SVC, IVC) is a challenge due a phenomenon called “line-of-sight issue”. So, 

virtual electrograms around these areas are less reliable (Kim Rajappan and 

Schilling, 2009). 
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1.4.3. INTRACARDIAC ELECTROGRAM RECORDING AND MORPHOLOGY 

Intracardiac electrical activity can be recorded during cardiac mapping by electrodes 

using two different configurations: unipolar or bipolar (Segal et al., 2011). The 

respective electrograms differ in terms of morphology giving 'distinct' clinical 

information.  

1.4.3.1. UNIPOLAR 

A unipolar intracardiac electrode records electrical activity from the whole population 

of active cells surrounding the electrode and the unipolar electrogram is obtained by 

the potential difference between this single electrode and the reference electrode 

usually located at a relatively distant position (intravascular but outside the heart). It 

helps to minimize surface electrical noise generated by skeletal muscle or alternating 

current power supply (Segal et al., 2011).  In other words, unipolar electrogram is a 

summation-effect from all of the membrane currents along the wavefront 'line'.  

The morphology of the unipolar electrogram allows identifying the direction of the 

wavefront activation. If the wavefront comes toward the electrode, a positive 

deflection will occur. Otherwise, negative deflection is produced (Figure 1.8). In 

addition to the wavefront direction, speed and width can also be assessed in unipolar 

electrograms (Sy et al., 2012). 

The negative down stroke deflection of the unipolar electrogram has been shown to 

coincide with the AP upstroke beneath to the local electrode. In addition, sites at 

which the wavefront activation wave arises reveal themselves by this initially 
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negative down stroke deflection in the unipolar recording (Lars Eckardt and 

Breithardt, 2009).  

Although the intrinsic negative deflection is a reliable marker of local activation, its 

detection may be obscured by large, remote components mainly due to ventricular 

activity (VA) influence which, if not effectively eliminated, will hamper the AF analysis 

possibly distorting results (see Chapter 3) (Lars Eckardt and Breithardt, 2009, 

Ahmad et al., 2011, Salinet Jr et al., 2013a). In addition, adequate tissue contact and 

high-pass filtering are other two important requirements to be considered when the 

identification of focal arrhythmia activity area is desired (Segal et al., 2011). 

 

Figure 1.8 Illustrative example of how a single channel is activated by wavefront 

propagation to characterize unipolar morphology. 

 

 Studies were conducted to investigate the morphological characteristics of the 

AEGs with the conventional unipolar intracardiac contact catheters during sinus 

rhythm and heart rhythms disorders. The authors observed that both electrograms 

are reliably matched (Taccardi et al., 1987, Schilling et al., 1998, Gornick et al., 

1999, Kadish et al., 1999, Schilling et al., 1999, Schilling et al., 2000, Schilling et al., 
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2001, Tai et al., 2002, Earley et al., 2006, Lin et al., 2007, Tai and Chen, 2009b, Sy 

et al., 2012, Tsuchiya, 2012).  In addition, no significant difference in timing of 

maximum –dV/dt between contact catheter and reconstructed electrograms for areas 

below distances up to 4.0 cm was found (Kim Rajappan and Schilling, 2009).  

Once the unipolar electrograms are acquired, a pre-processing filtering embedded 

into the EP systems is applied. It consists of a high-pass filter in the range of 0.1 Hz 

to 4 Hz (2 Hz or 4 Hz when the atrial activity (AA) overlaps with the ventricular 

repolarisation), and a low pass filter with cut-off frequency of 300 Hz (Schilling et al., 

2000, Hindricks and Kottkamp, 2001, Lin et al., 2007). 

1.4.3.2. BIPOLAR 

It is known that unipolar signals provide the exact localization of target sites for 

ablation and a characteristic morphology at specific sites. However, low-amplitude 

local signals maybe buried in remote components in the unipolar mode so that 

bipolar recording may be favourable in such situations (Lars Eckardt and Breithardt, 

2009). 

Bipolar electrograms are originated by the potential difference between two closely 

spaced electrodes which are in contact with the endocardium. Electrical far-field 

endocardial effects will induce approximately the same potential at both electrodes 

so the remote effects will be reduced in the bipolar electrograms when compared 

with unipolar electrograms (Lars Eckardt and Breithardt, 2009). 

Bipolar recording is the most common technique used in clinical practice during AF 

treatment as it allows a clear identification of local endocardial activity separated by 
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a flat baseline (Stevenson and Soejima, 2005, Lars Eckardt and Breithardt, 2009). 

Therefore, the time of local endocardial activation is better recognised in these 

recordings when compared with unipolar electrograms.  

Bipolar electrograms also permit identifying information on wavefront propagation, 

but the relative orientation of the electrodes in relation to the wavefront propagation 

is a major determinant of the signal shape (Segal et al., 2011).  Once the 

electrograms are acquired, a pre-processing filtering embedded into the EP system 

is applied. It is well defined in the literature and consists of a high-pass filter with a 

cut-off frequency around 30 Hz (Jais et al., 1997, Stevenson and Soejima, 2005, 

Fischer et al., 2007) or 40 Hz (Botteron and Smith, 1996, Stevenson and Soejima, 

2005) aiming to remove components generated by the repolarisation of the cells, 

followed by a low-pass filter centred in the range of 250 Hz (Botteron and Smith, 

1996, Stevenson and Soejima, 2005) to 500 Hz (Jais et al., 1997, Stevenson and 

Soejima, 2005) to remove possible high noise frequency influence. The output 

signals from the resulting band-pass filter contain mainly components of local 

depolarisation (Botteron and Smith, 1996, Stevenson and Soejima, 2005). 
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1.5. SPECTRAL ANALYSIS   

Spectral analysis has been successfully applied for several decades to surface and 

intracardiac signals contributing to improve the knowledge of the physiological 

cardiovascular system behaviour for healthy volunteers and arrhythmia patients. In 

AF, since the experiments performed by Skanes and collaborators (Skanes et al., 

1998) where the authors showed that DF of a AF intracardiac electrogram correlated 

with the time duration of an AF wavefront cycle re-entry, DF analysis has been 

widely applied to identifying sites with high frequency and areas with high DF are 

suggested to being important sources of AF and hence targets for ablation (see 

Chapter 1 for more details). 

1.5.1. ELECTROGRAM PRE-PROCESSING PRIOR TO SPECTRAL ANALYSIS 

As described in the previous section (see 1.4.3.2 Bipolar) pre-processing using a 

band-pass filter in bipolar contact electrograms is needed prior to spectral analysis 

(Ng et al., 2007). Each surrogate bipolar electrogram is then rectified and a low-pass 

filter with cut-off frequency of 20 Hz is applied (Botteron and Smith, 1996, Sanders et 

al., 2005, Fischer et al., 2007, Ng and Goldberger, 2007, Ng et al., 2007). As 

described by (Botteron and Smith, 1996) the output of this procedure gives a 

smoothed envelope signal with equivalent components to the original raw 

electrograms. 

For the unipolar intracardiac electrograms the process is more straightforward and 

no further filtering is needed prior to spectral analysis and computation of DF during 

intracardiac mapping (Ng and Goldberger, 2007, Ng et al., 2007, Gojraty et al., 

2009). 
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1.5.2. AF FREQUENCY RANGE 

The frequency range associated with atrium rate during AF is related to the capability 

of a cell during AF to contract (Biktashev, 1997). A general frequency range for AF in 

humans is accepted to be between 3 Hz to 15 Hz, but studies have shown that DFs 

usually fall within a range of 4–9 Hz (240–540 cycles/minute) (Ropella et al., 1988, 

Sanders et al., 2005, Ng and Goldberger, 2007).  In addition, considering this narrow 

range, investigators are also studying the behaviour of the harmonic peaks 

correspondent to the DF, then a wider range (up to 20 Hz) would be necessary if we 

considered both the 1st and 2nd harmonics of a DF (Everett et al., 2001).  

1.5.3. DISCRETE FOURIER TRANSFORM AND FAST FOURIER TRANSFORM 

TECHNIQUE 

The majority of the studies that applied spectral analysis to identify the DF and its 

harmonics within a relevant physiological AF range of intracardiac electrograms used 

the Discrete Fourier transform (DFT) (equation 1.3), or its fast algorithm version 

(FFT) as the approach for spectral estimation.  

 (
 

  
)  ∑        

     

    
                           (1.3) 

In this technique, the sampled Fourier transform of a finite-duration, discrete time 

signal electrogram, x(n) is known as DFT and it contains a finite number of samples 

(N), that is k = 0, 1, 2, …, N-1. 

The main reason for the FFT algorithm's preference is its speed. The total number of 

operations (the processing time) required for obtaining an N-point DFT directly from 

its definition is proportional to N2. For a segment where N is an integer power of 2, 
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using the FFT algorithm, the number of operations is proportional to        

highlighting its clear speed advantage (Cooley et al., 1969).  

In Fourier-based spectral analysis, when N points of a signal x(t) are sampled at 

frequency (Fs) and their FFT is obtained, the time linearly-spaced samples are at T 

=1/ Fs apart in the time domain, and the resulting frequency samples are at Δf = 

1/NT apart in the frequency domain. The distance between two consecutive FFT 

estimates is known as frequency step (fstep). 

Therefore, for longer FFT electrogram windows the frequency step became smaller, 

in contrast, if smaller electrogram segments are considered the capability of 

separating two or more close spectral peaks is considerably affected (poor spectral 

resolution).  

1.5.4. FFT WINDOW SIZE 

A decision of what is the best minimum size window which could accurately 

represent DF sites behaviour of the AF arrhythmia during catheter ablation was also 

investigated by several researchers (Sanders et al., 2005, Ng et al., 2006, Takahashi 

et al., 2006, Lin et al., 2007, Stiles et al., 2008a) . Stiles and colleagues (Stiles et al., 

2008a) compared the DF of AF electrogram windows from 1 to 7 second-length with 

the DF obtained in its respective reference window of 8 second-length. The authors 

concluded that electrograms with duration of 5 seconds window (or more) accurately 

characterized DF sites for ablation. Ng and colleagues (Ng et al., 2006) showed a 

good correlation on DF calculated in sub-widows of 2 s when compared with atrial 

activation rates obtained on windows of 4 s (Ng et al., 2007). In addition, for both 

simulated and clinical AF electrograms, the authors observed that the mean DF 
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obtained through four consecutive windows of 4 s each improved the correlation of 

the DF reflects the atrial activation rate rather than using just a single window. That 

has also had been previously highlighted by (Everett et al., 2001). Sanders et al. 

(2005) successfully terminated AF in patient undergoing catheter ablation guided by 

contact DF mapping using windows of 5 second-long segments. But during the 

spectral analysis calculation, the authors effectively used just 4,096 samples to 

compute the DF (sampling frequency, Fs of 1 kHz) which in turn shows that the 

authors effectively used windows of about 4 s.  

1.5.5. ANTI-LEAKAGE WINDOW 

Anti-leakage window is a weighting function which is applied to data to reduce 

undesirable effects related to spectral leakage due to abrupt discontinuities in the 

beginning or in the end of the segment (Harris, 1978). Several anti-leakage windows 

have been proposed through the years with different settings of the parameters 

(most common are: Peak Amplitude of Side Lobe and Approximate Width of Main 

Lobe). The selection of an anti-leakage window is done according to the objectives 

of the study and for the analysis performed in this thesis the Hanning or Hamming 

anti-leakage windows are the two best candidates when compared with the 

remaining anti-leakage windows by presenting smaller weighting peak amplitude 

values of side lobes with narrower width of the main lobe peak amplitude. 

1.5.6. ZERO PADDING 

The original sequence of samples from an electrogram x(t) can be augmented with 

extra samples with zero amplitude to create longer sequences with, say 2N values 

(N original values of x(t) augmented with N zeroes) or 5N values (N original values 
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and 4N zeroes) before the FFT. This process is referred to as zero-padding. 

Although the spectral resolution doesn’t improve with zero-padding, the resulting 

spectral estimations will have a finer representation in the frequency domain at 

k/2NT or k/5NT, where the extra values are interpolations of the original X (k/NT ) 

and the interpolator is a sin( f )/f kernel, reducing fstep and producing the smoothest 

series that contains the original samples (Marple, 1987).  

1.5.7. DOMINANT FREQUENCY 'ORGANISATION' INDICES 

Once the AF frequency spectrum is estimated, the DF can be identified. The DF 

value itself has been compared across different sites of the atria during AF to help 

the understanding of the AF patophysiological behaviour and its propagation aiming 

at the identification of possible targets for ablation.  

Several indices have been created to help investigators to identify the DF 

‘organisation’ within the relevant frequency spectrum. These indices attempt to 

measure how ‘dominant’ the DF is within the AF physiological relevant range 

(Rosenbaum and Cohen, 1990, Everett et al., 2001, Sanders et al., 2005, Krummen 

et al., 2009). The two indices most commonly used are the regularity index (RI) and 

Organisation Index (OI). 

The RI was first introduced by (Rosenbaum and Cohen, 1990) and later used as a 

criterion of exclusion (RI<0.2) of DF site selection as potential candidates for ablation 

(Sanders et al., 2005) during 3D DF CM of high-frequency activity in patients 

undergoing PAF and persAF. 

The index is calculated by identifying the area underneath the highest peak in the 

power spectrum (DF) and then dividing it by the total area within the frequency 
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spectrum (equation 1.4). Observe that for higher values of RI, the DF shows to be 

more ‘influent’ or ‘dominant’ if compared with other possible peaks in the AF 

frequency spectrum. In contrast, for lower values of RI, the DF seems to be less 

influent and other frequency peaks are ‘competing’ with the DF diminishing its 

importance (Sanders et al., 2005, Ng et al., 2006, Stiles et al., 2008b, Brooks et al., 

2009). 

     
         

                       
                               (1.4) 

The second index commonly used to ‘quantify’ DF organisation is the OI and has 

been first applied by (Everett et al., 2001) who proposed that the spectral behaviour 

of AF electrograms had ‘organisation’ and that higher values of OI were associated 

with successful atrial defibrillation. The principal difference of OI and RI is that in this 

index the peaks corresponding to the harmonics of the DF are also considered 

together with the area underneath the DF. This area (DF+harmonics) is divided by 

the total area of the whole AF spectrum area (equation 1.5) (see Figure 1 in the 

Appendix for illustration).  

      
                   

                      
                             (1.5) 

1.5.8. DF ESTIMATION OF NONCONTACT ELECTROGRAMS VS. CURRENT CONTACT 

MAPPING TECHNIQUES    

The technique of using NCM with the MEA has previously been described and 

validated in published literature, in the context of sinus rhythm as well as arrhythmia 

in humans (Schilling et al., 1998, Schilling et al., 1999, Hindricks and Kottkamp, 

2001, Schilling et al., 2001). Estimation of DF via spectral analysis from NCM has 
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been shown to be very well correlated (agreement in approximately 95% of cases) 

with DF estimation via spectral analysis from CM for both PAF and persAF (Lin et al., 

2007, Gojraty et al., 2009). 

1.5.9. LIMITATIONS 

Spectral analysis of electrograms undergoing AF has been mainly performed mainly 

using FFT. Although this technique is well disseminated in clinical research groups it 

may not be the most adequate. Fourier based spectral analysis assumes that the 

signal is periodic during the sampling window and if that is not true the spectrum may 

be obscured by leakage (Lovett and Ropella, 1992). Another feature of spectral 

analysis based on the Fourier model is its inherent frequency resolution: when small 

segments are analysed the spectral resolution is poor, therefore its use can result in 

‘false’ interpretations (Ng et al., 2006, Ng and Goldberger, 2007, Ng et al., 2007). 

Therefore, the use of other spectral analysis techniques such as Wavelet and 

Autoregressive (AR) might improve spectral analysis estimation of intracardiac AF 

electrograms contributing to the understanding of the dynamic physiological 

phenomena that underlie this arrhythmia (Lovett and Ropella, 1992, Houben et al., 

2010). 

It also has been shown, in previous studies in time-frequency domain from contact 

mapping and frequency domain from contact and non-contact mapping (chapter 4), 

that the AF process in the atrium may change in time and space, which can obscure 

results when performing these Fourier-based approaches. AR-based spectrum 

seemed to be an alternative powerful tool to observe the dynamic behaviour of the 

AF electrograms (Lovett and Ropella, 1992). 
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During a sustained fibrillatory process over time, simultaneous dynamic phenomena 

(focal activity, rotor activity and multiple wavelets) may be involved in AF 

perpetuation at different stages of the arrhythmia history in any given individual. That 

highlights a lack of spatiotemporal stability hampering possible outcomes when 

performing these Fourier-based approaches. Other, more advanced signal 

processing techniques might also be considered for spectral analysis of atrial 

electrograms in persAF or long-standing persAF. 

Linear and nonlinear analysis techniques have been successfully applied in AF 

epicardium and endocardium recordings (Lovett and Ropella, 1992, Hoekstra et al., 

1995, Mainardi LT et al., 2001, Brooks et al., 2009, Houben et al., 2010, Kirchhof 

and Eckardt, 2010, Berenfeld et al., 2011, Crawford, 2011, Ng and Goldberger, 

2011). Analysis into this direction can also help scientists in the identification of sites 

responsible for maintaining the arrhythmia and their correlated paths of propagation 

of remodelled substrate for persAF patients.  

1.6. STUDY DESIGN  

1.6.1. RECRUITMENT 

Eight patients undergoing catheter ablation of persAF for the first time and with no 

previous history of heart diseases were recruited. In keeping with the definition of 

persAF (Fuster et al., 2006), all patients were in AF at the start of the procedure. 

Patients were treated in the Glenfield Hospital by doctors from the Cardiovascular 

Department led by Prof. G. André Ng. 
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Figure 1.9 presents a typical example of a theatre where the catheter ablation 

procedure of a patient with AF is being performed. In this figure, Prof. André Ng is 

leading the procedure. Four computer screens are used to show different and 

parallel information to help the clinician during the procedure.   

  

 

Figure 1.9 Prof. G. André Ng during catheter ablation of an AF patient. The various 

computer screens show the fluoroscopy image of the catheters located inside the 

heart, the 3D image of the LA generated by the EP system and the selected 

electrograms over time from the areas under investigation.  
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1.6.2. ETHICAL APPROVAL  

Approval was obtained from the Local Ethics Committee for patients undergoing AF 

ablation including blood sampling and collection of electrical data and all procedures 

were carried out after informed consent and in accordance with institutional ethics 

guidance.  

1.6.3. ELECTROPHYSIOLOGICAL STUDY  

All antiarrhythmic drugs, apart from amiodarone, were stopped for at least five half-

lives before the procedure. Once bilateral femoral venous access had been 

achieved, a deflectable decapolar catheter and a quadripolar catheter were 

positioned in the CS and His position, respectively, under fluoroscopic guidance. A 

single transseptal puncture technique was utilised in all cases to gain access to the 

LA with the use of a steerable transseptal sheath (Channel, Bard Electrophysiology, 

USA). A MEA catheter (EnSite 3000, St Jude Medical, USA) and a conventional 

deflectable mapping catheter were deployed via transseptal access, into the LA. 

Patients were anticoagulated with heparin and activated clotting time was maintained 

at >300 s. Detailed LA geometry was acquired with the mapping catheter and 

anatomical landmarks including PV ostia, LAA, roof, septum, anterior, PWs and MV 

annulus were identified and annotated. The array was not moved after geometry 

creation to avoid distortion of the isopotential maps (Schilling et al., 1998, Gornick et 

al., 1999, Kadish et al., 1999, Chinitz and Sethi, 2006, Earley et al., 2006, Tai and 

Chen, 2009a) and the distance between the centre of the MEA balloon and the LA 

endocardial wall did not exceed 4 cm (checked with fluoroscopy). AEGs projected to 

the LA surface were collected during steady state in AF over a 5 minute interval. 
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Following this, the MEA was removed and AF ablation proceeded as per standard 

practice. Standard practice ablation consists of ablation of the PVs ostia, aimed at 

the electrical isolation between the potential firing triggers localized in the PVs (Jais 

et al., 1997) and the LA. Ablation was performed either using point-by-point ablation 

or with multi-electrode PV ablation catheter.  

1.6.4. STUDY POPULATION'S CHARACTERISTICS 

A total of 8 patients with persAF were included in the study. Patients’ characteristics 

from both groups are summarised in Table 1.1 and are largely what may be 

expected in a persAF population.   

Table 1.1 Patients' characteristics. 
 

 

 

 

 
 

                                                   
 

EF, ejection fraction.  
 

 

 

 

 

 n=8 

Male, n 8 

Age, y 47 ± 10 

AF duration, mo 34± 25 

Hypertension, n 2 

LV function, n  

EF ≥55% 5 

EF 45-54% 2 

EF 36-44% - 

EF≤35% 1 

LA Size, mm 48 ± 6 

On amiodarone, n 3 
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1.6.5. FILTER SETTINGS 

AEGs were sampled at 1200 Hz and band-pass filtered between 1 Hz and 150 Hz. 

No further filtering was applied to the signals to preserve signal integrity and low 

frequency components (around 1 Hz) (Gojraty et al., 2009). 

For each patient, the surface ECG was also recorded and band-pass filtered 

between 0.5 Hz and 50 Hz. The filters previously described were embedded in the 

EP mapping system during catheter ablation of persAF included in this study. 

When mains hum noise influence was observed in any signal recorded a digital 50 

Hz notch filter was applied. 

1.6.6. ELECTROGRAMS 

AEGs during longer AF episodes (> 1 minute) were exported and analysed off-line 

using Matlab (MathWorks Inc., USA). For the offline analysis, the EnSite 3000 

system (NCM) can export up to 7-second long segments of data for up to 2048 

points (a matrix of 32 × 64 spatial points) along the geometric coordinates (x, y, z) of 

the inner wall of the atrium and also the anatomical landmarks which were annotated 

during the clinical EP procedure. I have exported several such segments and using 

an automatic code where carefully merged them to compose longer data segments 

of 1 minute in duration for each patient. A total of 16384 noncontact points and 232 

sequential DF maps were analysed. 

1.6.7. VENTRICULAR FAR-FIELD INFLUENCE SUBTRACTION 

AEGs firstly underwent ventricular influence removal (only QRS segments) by a 

method previously validated by our research group (Ahmad et al., 2011). In this 

file:///E:/Joao/PhD/Reports/Thesis/2/Chapter_2_JLSJ_7.docx%23_ENREF_11
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method, the ECG from the surface is used as a guide to identify the timing of the VA 

of the signals. After the identification of the QRS fiducial point, the QRS onset was 

defined to lay at 50 samples (41.67 ms) prior the QRS fiducial point and the QRS 

offset at 60 samples (50 ms) after the QRS fiducial point. The QRS segments 

(between QRS onset and QRS offset) were replaced with interpolated data, with the 

authors favouring a flat line interpolator instead linear and spline by preserving better 

the electrograms' DF and its respective power (Ahmad et al., 2011) .  

This method allows the researchers to investigate AEGs with reduced presence of 

VA and consequently avoiding that these signals hamper the analysis and possibly 

distorting results (Gojraty et al., 2009, Ahmad et al., 2011, Salinet Jr et al., 2013a). 

Due to the limitations of this method a new recently validated approach was 

developed improving the removal of ventricular influence on AEGs while preserving 

the atrial activity (see Chapter 3 for more details) (Salinet Jr et al., 2013a). 

1.6.8. FFT SPECIFICATIONS 

After carrying out ventricular cancellation of the AEGs, spectral analysis was 

performed for each of the 2048 points, using FFT with a Hamming window to 

produce high density 3D DF maps (Salinet Jr et al., 2013b). A window size of 4 s 

was chosen and sequential windows were obtained with 50% overlap (shifting 

forward by 2 s) over a period of 1 minute to produce a total of 29 sequential 

frequency maps for each patient. 

The spectral resolution was 0.25 Hz and fivefold zero padding was applied to 

improve the capability of identifying spectral peaks with a frequency step of 0.05 Hz. 

Although zero-padding does not increase the spectral resolution (the ability to 
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'resolve' close spectral peaks) it does interpolate the spectral estimates allowing a 

better ability to pinpoint the peak power of the DF (see section 1.5.6 for details)  

DF was defined as the frequency with highest power within the physiological relevant 

range from 4 Hz to 10 Hz (Everett et al., 2001). In addition, regularity index (RI) 

(Rosenbaum and Cohen, 1990, Sanders et al., 2005) and OI (Everett et al., 2001) 

were calculated during the analysis to help identify the ‘organisation’ of the DFs 

within the frequency spectrum. 
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1.7. THESIS OUTLINE 

1.7.1. AIMS  

The general objective of this research was to characterise the dynamic spatio-

temporal behaviour of relevant DF areas identified by simultaneous AEGs recorded 

from patients with persAF aiming for a real-time application.  

The secondary objectives were: 

(1) To implement an effective method to allow subtraction of ventricular far-field 

influences from unipolar electrograms to allow realistic DF mapping analysis in 

patients with persAF. 

(2) To develop real-time auxiliary tools on the frequency domain which might be 

integrated to the current commercial electroanatomical systems available on the 

market to help cardiologists to target potentially AF areas responsible to trigger and 

maintenance of AF. 

(3)   To assess the spatiotemporal behaviour of DF and its organisation using 3D DF 

mapping of patients with persAF including characteristics of the highest DF area 

(HDFA). 

(4) To Implement non-traditional spectral analysis techniques, such as  

Autoregressive (AR) spectral estimation methods with emphasis on selection of 

appropriate sampling rate and AR model order to estimate the DF for each AEGs 

recorded in the LA from persAF patients. 
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1.7.2. OVERVIEW OF THE COMING CHAPTERS     

Chapter 2 will describe a 3D high density DF mapping developed to help 

investigations on sites with high frequency activity of persAF patients who had NCM 

performed. This chapter also describes the alternative derivations of this mapping to 

be applied in specific studies such as trajectory propagation of possible AF triggers. 

Chapter 3 will introduce the reader to the current method developed and used by our 

research group to remove ventricular far field influence (Salinet Jr et al., 2013a). The 

results were compared with two other validated ventricular cancellation approaches.  

Chapter 4 presents a study on analysis of spatiotemporal behaviour of DF and its 

organisation (see also Appendix for details) including characteristics of the HDFA 

(Salinet Jr et al., 2013d).  

Chapter 5 presents an investigation on the feasibility of using AR spectral estimation 

methods to estimate the DF for each of those 2048 AEGs. Three dimensional (3D) 

DF maps were generated and compared with the 3D DF maps recently validated 

using FFT-based approach (Salinet Jr et al., 2010a, Salinet Jr et al., 2011a, Salinet 

Jr et al., 2013b).  

Chapter 6 presents the use of 3D visualization techniques to highlight the visual 

aspects of the 3D frequency maps together with the calculation of the 2048 

simultaneous DFs with 480 Graphic Processor Units (GPUs) for real time application 

of the 3D DF mapping. 
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Chapter 7 gives an overview of the most relevant achievements highlighted during 

the chapters, their clinical impact and their novelty. Finally, this chapter ends by 

suggesting new avenues of research and expected achievements.  

Appendix details a specific study presented in Chapter 4 where the DF organisation 

at the core of the Highest DF areas showed to be more organised when compared 

with the areas at the Highest DF areas periphery. 
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2. THREE-DIMENSIONAL ATRIUM MAPPING 

REPRESENTATION 

 

2.1. INTRODUCTION 

Clinical studies in humans showed that ablation of DF regions in the atrium can 

contribute to terminate AF (Wright et al., 2008, Brooks et al., 2009, Gojraty et al., 

2009).  In clinical practice, ablation of the sites guided by frequency mapping has 

been mainly performed through advanced mapping systems that are based on point-

by-point sequential acquisition of contact endocardial activity (Lin et al., 2007) and 

thus the spatial resolution of these maps can be limited and it is also difficult to 

assess temporal variation (Zipes and Jalife, 2004, Lin et al., 2007).  

This chapter introduces the methodology used to generate 3D representation of the 

inner surface of the atrium with simultaneous high resolution to allow the 

development of 3D colour-coded mapping from analyses performed on the AEGs, in 

special DF (Salinet Jr et al., 2010a).  

2.2. METHODS 

2.2.1. THREE-DIMENSIONAL REPRESENTATION OF THE PATIENT'S ENDOCARDIUM 

The AEGs recorded by the balloon catheter are stored digitally by the Ensite system 

during the procedure in the theatre; however, as highlighted in the previous chapter, 

the system export AEG segments with up to 2048 simultaneous points (a matrix of 

32 × 64 spatial points) around the entire inner wall of the atrium together with their 
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geometric coordinates (x, y, z). Anatomical landmarks have been annotated during 

the clinical EP procedure and exported for off-line analysis. Several such segments 

were exported and using an automatic code they were merged to compose longer 

data segments of 1 minute in duration for each patient.  

Figure 2.1 shows a typical example of a file exported by the EnSite 3000 system for 

off-line analysis. The heading shows the number of samples, 8407 samples (Fs 1200 

Hz), and the number of simultaneous measured points on the atrium's endocardium, 

2048. The coordinates (x, y, z) of the atrium landmarks annotated during the 

procedure are also presented.  That is followed by the coordinates (x, y, z) of each 

point identified in the endocardium and the respective electrical activity (mV) 

measured over time. 

 
 

Figure 2.1 Typical example of a file exported from Ensite System 3000 for off-line 

analysis. Only the first 23 of the 2048 columns are shown. 
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With the coordinates identified and stored in vectors, the data were reshaped into 

matrices of (64x32) to allow a smooth 3D representation. The 3D was created with 

the function 'surface' from Matlab. Figure 2.2 shows a diagram with the steps used to 

generate the 3D endocardium surface colour-coded automatically by Matlab. The 

respective 3D representation generated by the Ensite 3000 System with 2048 

noncontact points is also shown.  

 

Figure 2.2 Diagram to generate the 3D endocardium surface of the LA colour-coded 

automatically by Matlab. The respective surface generated through the EnSite 3000 

system during the clinical procedure is also presented. The colours are the Matlab 

representation of position in this case, but will be used to display the behaviour of a 

selected parameter (say 'DF', for example). 
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2.2.2. COLOURING THE ATRIUM: 3D COLOUR CODED REPRESENTATION 

After validating the 3D surface geometry of the atrium using Matlab, we can colour-

code the 3D maps with different colours according to the values obtained from 

analysis performed on the AEGs, such as DF, OI (see chapters 4-7 and Appendix).   

Figure 2.3 illustrates the necessary steps to colour-code the 3D of the atrium 

endocardium representation using Matlab. The values contained in each matrix R 

element (64x32) correspond to a particular spot of the 3D atrium. The element 

values are ranked according to colours where in this case, the lowest value receives 

purple-blue and the highest is dark-red. 

 
 

Figure 2.3 Diagram showing the steps to colour-code the 3D atrium's endocardium 

representation. Each matrix R element (64x32) corresponds to a particular spot of 

the 3D atrium. The element values are ranked according to colours where in this 

case, the lowest value receives colour purple and the highest red. 
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2.2.2.1. 3D HIGH DENSITY DF MAPPING 

Figure 2.4 illustrates the whole spectral analysis procedure for each individual spatial 

point—the identification of the DF and colour coding according to the frequency of 

the DF for the 3D representation of DFs, with purple-blue representing the lower 

frequencies and red-dark red corresponding to higher frequencies. DF was defined 

at each of the 2048 points as the frequency with highest amplitude within the 

physiological relevant range (4 to 10 Hz). Frequencies outside this range were 

deemed to be of no physiological interest to AF. The DF of each of the 2048 AEGs 

was calculated using spectral analysis and colour-coded validating the first 3D DF 

map with high density of noncontact electrograms (Salinet Jr et al., 2010a). 
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Figure 2.4 Spectral analysis methodology of the electrogram. The data collected by 

the Ensite 3000 system allow manipulation of the atrium on the screen (e.g. Rotating 

the 3D surface). We obtain the DF of the atrial electrograms for each segment along 

time and then colour code the surface according to the frequency of the each point 

(surface element). 

 

Figure 2.5 shows an example of the 3D DF mapping of 2048 noncontact unipolar 

electrograms of the LA with two different views where the highest DF (10 Hz) is 

coded as dark red and the lowest value (4 Hz) in purple.  
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Figure 2.5 3D DF mapping of the LA with two different views of the 3D DF mapping. 

RLPV is 'right lower PV', RUPV is 'right upper PV' and MV 12 is 'MV' in the 12 o'clock 

position.  

 

Investigation of the spatio-temporal DF activity of the simultaneous points can be 

accessed by looking at the time sequence of consecutive frames that are 2 seconds 

apart after cancellation of the ventricular far field on the AEGs (see chapters 3 and 4 

for more details) (Salinet Jr et al., 2013b). An illustrative example is shown in figure 

2.6, where sixteen DF maps are presented sequentially. Two DF clouds were 

highlighted (DF clouds 'a' and 'b') showing that DF points were not spatially stable 

over consecutively frames, although reappearance of DF values were noted (for 

more details see Chapter 4). 
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Figure 2.6 Sequence of 16 consecutive 3D DF mapping frames that are 2 seconds 

apart for each representation. 

 

 

To produce a smoother animation of the DF maps to help in tracking the movement 

of several frequency zones in the atrium, the percentage of overlap can be modified 

(Salinet Jr et al., 2011a). Increasing the percentage of window overlap, more DF 

maps are created, thus reducing the time difference between consecutive frames. 

That also allows measuring the velocity of propagation of DF activity. An example is 
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shown in Figure 2.7 where the FFT window length is 4 s but an overlap of 97.5% 

(62.5 ms step between consecutive frames) was used.  

 

Figure 2.7 A sequence of three consecutive DF maps with an overlap of 97.5% 

(62.5 ms step between consecutive frames) showing a relative stable frequency 

distribution over the period displayed.   

 

Associated with the tools from the 3D maps previously described and for further 

investigation, isolation of any particular area is also automatically permitted, such as 

areas of highest dominant frequency (HDFA) (Salinet Jr et al., 2012c, Salinet Jr et 

al., 2012d, Salinet Jr et al., 2013d). These areas are believed to be a key point on 

the maintenance of AF and tracking their trajectory will facilitate the understanding of 

the electrical activity and its spatio-temporal pattern behaviour (see chapter 4).  

Figure 2.8 illustrates on the left hand-side a 3D DF frame with a HDFA at 7.8 Hz and 

lower frequencies surrounding it. On the right hand-side the same 3D DF frame is 

presented but displaying only the HDFA delimitated with a threshold of 0.25 Hz. 

Visualization of only the DF region can help doctors identify the potential locations 

where ablation might take place. For this purpose, our tool needs to both identify the 
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areas of highest DF, as well as use specific colour scales in the visualization to 

clearly identify these areas.  

 
 

 

Figure 2.8 3D DF mapping and highest DF identification. (left-hand side) 3D 

representation including the mapping of the DFs. The DF mapping which will allow 

doctors to visualize the behaviour of the atrium’s electrical activation in the frequency 

domain. (right-hand side) the system can also automatically identify the region 

corresponding to the HDFA. 

 

2.2.2.2. OTHER EXAMPLES OF ANALYSES AND COLOURING THE ATRIUM: 

3D OI MAPPING 

The 3D representation of the atrium endocardium can also be colour coded 

according to the results from different analyses on the AEGs. Figure 2.9 shows a 3D 

DF frame from the LA during AF (left-hand side) where the HDFA was isolated and 

its respective centre of gravity (CG) point calculated (middle).  For the same window 

segment, the OI was calculated for each point as described in chapter 2 and 

Appendix. Briefly, for each point OI is the DF area and its harmonics divided by the 
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total area from the physiological relevant AF range. The higher is the OI is the more 

‘organised’ the electrogram is. 

In this example, the area of highest DF (dark orange) also has the highest OI 

(dark red). An electrogram from around the CG showed to have higher OI when 

compared with a site localised on the periphery with the same DF(Salinet Jr et al., 

2013d). 

 
 

Figure 2.9 DF organisation from the HDFAs in two different positions: at the core 

and periphery. 

 

2.3. DEVELOPMENT OF VIDEOS AS AN AUXILIARY TOOL FOR AF INVESTIGATIONS 

 

Videos of 3D maps were produced to allow visualisation of simultaneous and 

sequential high resolution 3D maps and they are extremely useful in clinical 

meetings and conferences. There are different settings to create videos, such as 

number of frames per second, quality of the movies and compression. We have 

tested different settings including various quality levels and compression rates. The 
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advantage of using compression is that the size of the videos is smaller and they can 

be sent even via email as attachments. In terms of visual quality, the videos 

generated with compression do not suffer significant degradation and are suitable for 

our purposes.  

Figure 2.10 illustrates a few snapshots of a film presented during the Heart 

Rhythm 2012 (Salinet Jr et al., 2012c).   

        

 

 

Figure 2.10 Snapshots of a video presented at the Heart Rhythm 2012 (Salinet Jr et 

al., 2012c).  
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2.4. CONCLUSIONS 

This current chapter presented how the 3D representation of the inner surface of the 

atrium with high resolution was generated and associated with the development of 

3D colour-coded mapping from analyses performed on the AEGs, in special DF.  In 

the next chapters the implementation of the maps described in this chapter will be 

presented as a tool for further investigation on characterisation of the AEGs recorded 

from persAF patients.  

 

 

 

 



 

80 

 

3. ANALYSIS OF QRS-T SUBTRACTION IN 

ATRIAL FIBRILLATION ELECTROGRAMS 

 

3.1. INTRODUCTION 

As presented in section 1.4.3, the presence of ventricular activity (VA) on the AEGs 

has hampered the analysis of AF behaviour with possibility of distorted results. It is 

important to study atrial activity (AA) without the influence of the VA to improve 

understanding of AF genesis and maintenance. As AA and VA overlap in time and 

frequency domains within the relevant AF frequency range (3 Hz to 15 Hz) (Sanders 

et al., 2005), the use of standard linear filtering solutions is ineffective to separate 

them and isolation of the AA is difficult. 

Averaging consecutive QRS-T segments to generate a template that is then 

subtracted from the raw signals has been the method of choice for ventricular 

cancellation (Shkurovich et al., 1998). One classical implementation of this approach 

is the average beat subtraction (ABS) method, which relies on the fact that AF is 

uncoupled to VA (Slocum et al., 1985, Shkurovich et al., 1998). This method is 

characterised by a single-lead analysis of the ECG and by subtraction of a mean 

beat template. The template has the length of the shortest RR interval (Slocum et al., 

1985). The alignment is done either with the QRS fiducial point at the centre of the 

template or at the sample located after 30% of the beginning of the template, with 

the length of the template equal to the shortest RR interval and with the T-wave end 

defined as the last sample of that segment (Shkurovich et al., 1998). A limitation of 
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this approach is that the QRS onset and T-wave end are fixed and the 30%-70% 

ratio used in their study frequently produces truncation of the T wave, but other 

choices for the truncation might give better results. 

An alternative technique developed previously by our research group defines the 

QRS onset at 41.67 ms prior the QRS fiducial point and the QRS offset at 50 ms 

after the QRS fiducial point. These values were based on the length of typical QRS 

complex and the ratio 50/60 was selected because the fiducial point is the first point 

above the adaptive threshold (Ahmad et al., 2011). In addition, the method avoids 

the problem of identifying a QRS template by replacing the signal over the QRS 

period with an interpolation, with the authors favouring a flat line interpolator (for 

more details see section 1.6.7). The three limitations of this approach are: (i) the 

length of the QRS to be removed is arbitrary and might not correspond to the actual 

onset or offset of some QRS complexes, resulting QRS residuals on the 'clean' 

signal; (ii) it does not attempt to preserve the AA during the QRS, as that part of the 

signal is simply replaced with a flat line, for instance, and (iii) it does not remove the 

ventricular repolarisation component.  

This chapter presents a VA cancellation technique for AEGs, while it has recently 

been published as an original article in a peer review journal (Salinet Jr et al., 

2013a). The method does not suffer from some of the limitations of the classical ABS 

approach or of the 'QRS cancellation' method, as it is based on a segmentation of 

each individual QRS complex (Madeiro et al., 2012) and T-wave end on the ECG 

(Qinghua et al., 2006). The QRS-T templates are matched both in shape and in 

length to the individual signals (both onset and offset of the QRS-T complex). It also 

preserves the AA of the interval corresponding to the QRS-T interval. 
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3.2. METHODS 

3.2.1. PROPOSED QRS-T CANCELLATION METHOD 

The general block diagram from the proposed QRS-T subtraction method is 

presented in Figure 3.1. Firstly, the R peak, QRS onset and T-wave end are 

detected on the ECG (lead I for 6 patients and V5 for 2 patients) using the methods 

described by Madeiro et al. (2012) (for QRS segmentation) and Qinghua et al. 

(2006) (for detection of T-wave end).  

 

Figure 3.1 General block diagram for the proposed QRS-T subtraction method. 

 

After segmentation of all QRS-T complexes in the ECG (see Figure 3.2 for QRS 

onset segmentation), the corresponding time locations of the fiducial points were 

used for the AEG signals. A pattern was obtained using median operator after their 

QRS-T fiducial points had been aligned. The instant of time with the maximum cross-
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correlation between the pattern and the local VA in each intracardiac segment was 

used for time alignment. Then, subtraction was performed between the local VA and 

the pattern (see Figures 3.3 and 3.4). The steps are detailed further on. 

In order to detect the QRS onset and T-wave end, first of all a 50 Hz notch filter was 

applied on the ECG to remove mains hum. Then, the timing position of the R-wave 

peaks and their respective QRS onset-offset were identified. The R-wave detection 

is divided in two stages: training and analysis. In the training stage, an initial 10 s 

long interval of the ECG is used. A detector that includes Wavelet transform, first-

derivative filter, Hilbert transform and squaring function is applied over this training 

interval (see details in (Madeiro et al., 2012)). After the training stage, an adaptive 

threshold technique was used to detect each QRS complex over the remaining of the 

ECG signal. This threshold is defined as (Madeiro et al., 2012) 

,*
]1[*][ˆ*
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mth                           (3.1) 

where th[m] is the threshold value for detecting the m-th QRS fiducial point, β1 and 

β2 are weight factors, R̂ [m] is an estimation of the amplitude of the m-th beat based 

on the previous value of th[m], R[m-1] is the amplitude of the [m-1]-th beat and α is a 

percentage factor. 

If eventual occurrences of false-positive or false-negative are identified, based on the 

stored average and standard deviation of the intervals between beats, then the 

above referred pre-processing techniques are re-applied over the corresponding 

signal excerpts to emphasize QRS complexes and attenuate artefacts, noise and 

P/T waves (see details in (Madeiro et al., 2012)). 
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After detection of QRS fiducial points, the QRS envelope was calculated. This 

envelope is defined as the absolute value of the analytical (complex) signal whose 

real and imaginary parts are the filtered ECG (real part) and the Hilbert transform of 

the filtered ECG (imaginary part) (Nygards and Sörnmo, 1983). Considering the QRS 

complex as a modulated waveform, the beginning and end of the QRS complex 

envelope calculated using the Hilbert transform coincide with the QRS onset and 

offset (Sörnmo and Laguna, 2005, Madeiro et al., 2012). For QRS delineation the 

search for onset and end point within a time window is defined by [RP-300(ms), 

RP+190(ms)], where RP is the location of the detected R peak and, for each window, 

the filtering process previously described for QRS detection is used. Calling the QRS 

envelope signal E[n], an area indicator A[n] is computed for a given QRS envelope 

(Illanes-Manriquez and Zhang, 2008, Madeiro et al., 2012) 

 
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where WL is the moving window’s length, FS is the sampling frequency and A[n] is 

the area under the signal E[τ] above the horizontal line crossing the point n, E[n] in 

the interval [n-WL, n]. It has been shown that A[n] reaches its maximum value at the 

end of each QRS envelope, which corresponds to the offset of each QRS complex 

(Illanes-Manriquez and Zhang, 2008). For QRS onset detection the surface indicator 

A[n] is defined as  
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reaching its maximum value at the beginning of each QRS envelope (see Figure 

3.2).  
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Figure 3.2   Detection of the QRS onset: (a) sliding moving window (WL) used to 

calculate the maximum area of the surface indicator A[n] on the QRS envelope E[n], 

(b) time position of the maximum value of the A[n], and (c) respective time position 

identification of the QRS onset based at the beginning of the QRS envelope.   

 

 

(a)  

(b)  

(c)  
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After the QRS segmentation, a baseline correction was applied by means of a cubic 

spline interpolation anchored on the QRS onset points (Lemay et al., 2005). 

The detection of T-wave end was also based on an indicator of the area of the T-

wave (Qinghua et al., 2006) and no additional pre-processing was necessary. Letting 

Qf and Qi be the samples (indices) related respectively to each QRS offset and the 

subsequent QRS onset, we define a moving sample k, Qf +w ≤ k ≤ Qi–p-1, where p is 

the number of samples corresponding to 16 ms and w is the number of samples 

corresponding to 128 ms (Qinghua et al., 2006). Then, for each k value, the following 

metrics were calculated 
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where s[j] refers to samples of the ECG inside the window and A[k] will be used for 

the detection of the T-wave end as follows. The samples related to the maximum k' 

and the minimum k'' values of A[k] are identified and for their corresponding values 

A[k'] and A[k''], the inequality expression is tested 
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(3.6) 

If the inequality is satisfied, then the T-wave end in the current QRS offset-onset 

interval is located at the sample k', if k' > k'', or k'', if k''> k' (biphasic T-waves). 
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Otherwise, the T-wave end is located at the sample with the maximum amplitude of 

|A(k)| (monophasic T-waves) (Qinghua et al., 2006). 

After the QRS-T segmentation, a pattern using median values was computed. In 

order to select the sliding window segment to compute a QRS-T pattern, firstly the 

first segment as the interval between 0 s to 7 s is defined. Then, for the next 

segment window, the end is the location of the next T-wave end and its beginning as 

7 s earlier. It continues with an analogous approach till the last QRS-T complex.  

The general block diagram to calculate a QRS-T pattern in a given segment window 

is presented in Figure 3.3. Initially the mean QT interval length is calculated, called 

Lpat.  
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Figure 3.3   General schematic diagram to calculate the QRS-T pattern. 

 

The complimentary descriptions from the steps presented in Figure 3.3 are 

described below: 

1)  An array of zeros with the same length of Lpat is defined; 

2) Then, it is selected the AEG segment which begins at the time instant related to 

the first QRS onset and ends at the time instant related to the first T-wave end point; 
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3) If that segment is larger than Lpat, then the array is filled out with the segment 

from the QRS onset until the sample related to the duration given by Lpat; 

4) Otherwise, if the segment referred in the step (2) is shorter than Lpat, then the 

array referred in the step (1) is filled out with the corresponding segment and the last 

array is left with samples with zeros; 

5) For each other window in the AEG segment beginning at the next QRS onsets 

and finishing at the corresponding T-wave ends, we align it with the window referred 

in the step (2) using cross-correlation; 

6) After aligning each QRS-T window with the window referred in the step (2), each 

one fills out an array of zeros similar to that one referred in the step (1), observing 

the same rule explained in steps (3) and (4); 

7) A matrix (Ns x Lpat) is built with the window defined in the step (2) and the set of 

aligned windows, where Ns is the number of QRS-T complexes in the corresponding 

AEG segment; 

8) The median of each column of the matrix is obtained and a resultant array is built 

with the set of median results, which corresponds to the QRS-T pattern associated to 

that AEG segment.  

 

The VA subtraction in the AEG signals is performed as follows:  

1) For each QRS-T complex in the AEG segment, the delay between the 

corresponding fiducial points from the AEG raw signal and the QRS-T pattern 

was obtained using cross-correlation. 
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2) Then, for each QRS-T complex in the AEG segment, a window that begins at 

the sample related to QRS onset corrected by the delay and ends after Lpat is 

selected. 

3) Finally, the local VA influence identified in the AEG is subtracted by the QRS-

T pattern. 

 

3.2.2. TIME AND FREQUENCY ANALYSIS APPROACHES USED TO COMPARE THE 

CANCELLATION METHODS 

 

The segmentation of each QRS complex and T-wave in the ECG is the first step for 

QRS-T subtraction in AEGs. Examples of QRS and QRS-T segmentation using the 

three different methods are presented in Figure 3.4. The first approach (Figure 3.4a) 

was implemented by Ahmad et al. (Ahmad et al., 2011) and the QRS onset (marked 

with squares) and offset (circles) are marked, respectively, as 41.67 ms (50 

samples) prior the QRS fiducial point, and 50 ms (60 samples) after the QRS fiducial 

point. Figure 3.4b presents the classical ABS approach: The QRS-T pattern length 

has the same length as the shortest RR interval (Shkurovich et al., 1998). In 

addition, the onset (marked with squares) and offset (circles) from the QRS-T 

complex were defined such that 30% of the corresponding window precedes the 

QRS fiducial point and 70% follows it. The proposed method is presented in Figure 

3.4c. The delineation of each QRS-T complex is done by individual detections of 

QRS onset (marked with squares) and T-wave end (circles) (Qinghua et al., 2006, 

Madeiro et al., 2012).  The corresponding time location of each fiducial point 

detected in the ECG is marked in the AEG signal (Figure 3.4d).  
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Figure 3.4 VA detection: (a) QRS segmentation, (b) QRS-T segmentation using 

ABS, (c) QRS-T segmentation using the proposed method and (d) AEG 

simultaneously recorded with the ECG showing both QRS-T segmentation intervals 

(from b and c). 

 

The ECG segmented by the ABS method (Figure 3.4b) had the T-wave ends 

systematically wrong segmented (examples highlighted by the red boxes). In this 

figure it is also possible to observe the variability of the RR intervals and how it 

affects the segmentation (difference in length between RR1 and RR2). In contrast, on 

the ABS method, the length of the QRS-T does not depend of the shortest RR 

interval and both the QRS onset and T-wave end are individually and customized 

segmented. Figure 3.4c presents the same ECG now segmented by the proposed 

approach. The circles presented on the figure systematically match with the T-wave 

end segmentation and are highlighted by the blue boxes.  In addition, the dotted 

vertical trace on the left corner of Figure 3.4 shows that the QRS fiducial points of 

         

RR1 
RR2 
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the ECG (Figure 3.4a-c) are aligned with the VA disturbances on the AEG (Figure 

3.4d). The rectangular solid trace box between around 6.0 s and 7.5 s highlights the 

ventricular segmentation in a single VA on the ECGs proposed by the three methods 

(Figure 3.4a-c) and the corresponding AEG (Figure 3.4d). The bold black solid traces 

in the AEG (Figure 3.4d) are the projections of the QRS-T segments as identified by 

the proposed method. The first two vertical traces localised before the VA fiducial 

point in the AEG are the QRS onset segmentation respectively identified by the ABS 

approach (dashed trace) and the proposed method (dotted trace). In addition, the T-

wave end segmentation identified by the ABS (dashed trace) and the proposed 

method (dotted trace) are highlighted on the trace of Figure 3.4d. 

After ECG segmentation for each previously described technique (QRS only, QRS-T 

using ABS and QRS-T using the proposed method) Figure 3.5 presents a 

comparison between three cancellation methods on an AEG signal. In Figure 3.5a, 

QRS-T segments are highlighted in the original electrogram. Figure 3.5b presents an 

AEG signal after QRS cancellation (Ahmad et al., 2011). Figures 3.5c and 3.5d show 

the AEG signal after QRS-T subtraction respectively using the ABS and the 

proposed approach. The patterns used by both QRS-T methods to cancel the VA are 

presented in Figures 3.5e and 3.5f, respectively. 

 

  



Chapter 3 – QRS-T Subtraction 

93 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5 Ventricular subtraction in AEG signals: (a) AEG raw signal, (b) after QRS 

cancellation, (c) after QRS-T subtraction using ABS, (d) After QRS-T subtraction 

using the proposed method, e) QRS-T patterns for the proposed approach 

considering the intervals between 0-7s and 3s-10s respectively and (f) computed 

patterns calculated by the abs approach for the same intervals. 

 

 

a) 

b) 

c) 

d) 

e) 

f) 
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Spectrum analysis was used to help compare the techniques in the frequency 

domain and was performed using the FFT with a hamming window to reduce 

spectral leakage. Zero padding was introduced to improve spectral peaks 

identification (to frequency steps of 0.05 Hz).  

The frequency spectrum impact of each ventricular cancellation technique in different 

areas of the LA was also investigated (Figure 3.6). This allows one to observe the 

ventricular influence on the AEGs in areas of relevance to the arrhythmia (PVs, roof 

and septum) and to observe the VA impact in areas even far from the MV. 

Figure 3.6 presents the average spectrum of four pre-classified areas of the LA: 

close to the PVs, roof, septum and close to the MV. For each area, 12 points were 

selected following their identification. For the PV region, three points were selected 

close to each of the four PVs. Spectrum analysis allowed identifying the spectrum for 

each individual AEG over 20 s. The AF ‘physiological range’ was selected between 3 

to 12 Hz and we used a window 4 s, and an overlap of 50% (moving 2 s at a time). 

The spectral resolution was 0.25 Hz and zero padding was applied to produce 

frequency steps of 0.05 Hz. The average spectrum from the 12 points for each 4 s of 

20 s was calculated (total of 9 windows). The average of all windows represents the 

average spectrum of each particular LA area, making it possible to compare spectra 

for each ventricular far-field cancellation.   

The average spectrum of the entire LA was also investigated. In this analysis, we 

performed the average of the spectra of the 2048 simultaneous AEGs for the 

different protocols: raw signals, after QRS cancellation and after each of the QRS-T 

subtraction methods using the spectral analysis strategy previously described. The 

whole LA spectrum allows one to observe the global effect of the cancellation 
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techniques on the AEGs. Figure 3.6 also hints that a wrong identification of the DF is 

possible if VA is not properly removed: On the spectra corresponding to the areas 

close to the MV, if one looks at the raw signal, a DF of about 4.8 Hz would be 

identified. For 'QRS only' removal, a DF of 2.8 Hz would be identified and for QRST-

ABS or our QRST segmentation approaches the correct DF, at 6.5 Hz, is identified. 
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Figure 3.6 Average spectrum of the Raw AEG and for each of the three subtraction 

methods in the following areas: close to PVs, roof, septum, close to the MV, and for 

the whole LA. 
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The ratio between the frequency components' energy in the range [5.5-12 Hz] and 

[3-5.5 Hz], defined here as Pratio, is shown in Tables 3.1 and 3.2 for each subtraction 

method. The results, synthesised on Table 3.1, are classified by specific regions of 

the LA. In Table 3.2, this ratio is calculated for all of the 2048 AEGs (the whole of the 

LA) for each patient. This metric, Pratio, allows identifying the impact of the T wave 

subtraction over the AEG's spectrum, where higher values mean better 

repolarisation subtraction (small residual levels of the T-wave influence on the AEG 

signals). The equation for the Power ratio index is 
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where Pratio is the metric (similar to a SNR) we use to measure the quality of VA 

removal and Pa-b is the area under the curve for the power spectrum between the 

frequencies a and b, in Hz. 

3.3. RESULTS  

3.3.1. TIME DOMAIN ANALYSIS 

Figure 3.4 highlights the main differences between the proposed method and the 

ABS method for segmentation of the QRS-T: As the ABS method is based on a fixed 

time length around the QRS fiducial point, as we mentioned before the 30%-70% 

ratio used in their study frequently produces truncation of the T wave (as in the case 

shown on Figure 3.4b), with other choices possibly resulting better results. One 

justification for using such approach is that the QRS fiducial point is easier to identify 

reliably than the end of the T wave. Provided that the delimitation of the T wave is 
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done correctly we argue that the proposed method should be preferred. Figure 3.4d 

highlights this difference: Following the proposed approach the segment highlighted 

in the AEG (segment between the dotted lines) would be processed, while following 

the ABS approach the segment between the dashed lines would be processed 

(clearly not cancelling the whole of the T wave, see Figure 3.4c). 

3.3.2. FREQUENCY DOMAIN ANALYSIS 

The frequency spectra of the AEGs illustrated in Figures 3.5(a-d) are shown in 

Figures 3.7(a-c). The frequency spectrum of the AEG signal after the proposed 

QRS-T subtraction method (black trace in Figures 3.7a-c) is compared with the 

spectra of: Its respective raw signal (Figure 3.7a, grey trace), the electrogram after 

QRS cancellation (grey trace in Figure 3.7b) and the electrogram after the QRS-T 

subtraction by the ABS method (Figure 3.7c, grey trace). 
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a)                                                                       b) 

 

                                                                                c) 

Figure 3.7 Frequency spectrum of the AEG of figure 3.4a compared between the 

different subtraction techniques: (a) proposed QRS-T subtraction (black trace) 

compared to raw signal (grey trace), (b) proposed QRS-T subtraction (black trace) 

compared to QRS subtraction only (grey trace), and (c) proposed QRS-T subtraction 

(black trace) compared to QRS-T/ABS technique (grey trace). 

 

The results of using Pratio for the comparison of the techniques are summarised on 

Tables 3.1 and 3.2 and show that either the ABS method or the technique proposed 

here do better than QRS-only removal technique and, as expected, the ‘raw’ signal 

(with no QRS or QRS-T removal). Based on the spectral analysis on AEGs, both the 

ABS method and the proposed method do well.  
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Table 3.1 Population averaged ratio between the frequency components in the 

range [5.5-12 Hz] and [3-5.5 Hz] for each QRS-T subtraction approach and each 

atrial region. 

  
MV 

 
PVs 

 
Roof 

 
Septum 

Raw 1.04 1.60 3.39 1.96 

QRS 0.85 1.46 3.05 1.86 

QRS-T-ABS 2.45 3.38 5.07 3.71 

QRS-T-Seg 2.41 3.26 5.33 3.76 

 

 

Table 3.2 Ratio between the frequency components in the range [5.5 – 12Hz] and 

[3-5.5Hz] for each QRS-T subtraction method for the average of the entire LA. 

 Pat1 Pat2 Pat3 Pat4 Pat5 Pat6 Pat7 Pat8 

Raw 0.88 1.82 4.05 1.96 2.99 0.96 0.93 2.79 

QRS 0.78 1.63 3.37 1.23 3.01 0.84 1.00 3.79 

QRS-T-ABS 2.90 3.58 3.28 2.12 2.31 1.10 1.84 4.60 

QRS-T-Seg 2.31 3.51 3.58 2.25 2.66 1.07 1.94 4.54 
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3.4. DISCUSSION 

In the ABS-based approach for QRS-T subtraction, several QRS-T segments 

showed an inaccurate delimitation of the QRS onset and T-wave end (see Figure 

3.4b). In addition, the ABS-based template is often longer when compared with that 

of the proposed approach (Figures 3.5 e-f). We observed that the main reasons for 

this are (Figure 3.4): (i) for the presented case, the 30%-segment that precedes each 

QRS fiducial point covers a time longer than the ‘true’ interval between a QRS onset 

and its fiducial point; (ii) the 70%-segment after QRS fiducial point often falls before 

the T-wave end.  If instead of using 30/70 other choices for the ratio such as 20/80, 

15/85 are used, that might give better results, but we have not tested that. The 

proposed approach aims to match the actual length and timings of onset and offset 

for all individual QRS-T segments and does so adaptively, using a sliding 7 s 

window. 

For Ahmad's QRS cancellation approach (Ahmad et al., 2011), it can be observed 

that: (i) QRS onset and offset are based on a fixed time window, which certainly 

does not reflect the dynamic changes in the ventricular depolarization; (ii) there is no 

cancellation of the ventricular repolarisation component (the T-wave); (iii) there is no 

alignment between the QRS fiducial point in the ECG and the local VA detected in 

each AEG signal; (iv) during the subtraction, an interpolation method is applied 

(spline, flat or linear) to connect the onset and offset points, so any AA that overlaps 

with the QRS segment is also removed. 

Regarding the frequency domain analysis, the AEG spectrum shown in Figure 3.5 

illustrates that the proposed method attains a considerable attenuation for 

frequencies above 7 Hz (see also Figure 3.7a). Comparing the results of the QRS 
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cancellation method with the proposed approach (see Figure 3.7b), we observed that 

the frequencies between 3 Hz and 5 Hz were reduced suggesting that this range is 

mostly associated with the T-wave frequency content. For frequencies above 7 Hz, 

both methods produced similar attenuation which, we argue, is mostly related to the 

subtraction of the QRS activity. In addition, for frequencies between 5 Hz to 7 Hz, 

only a slight reduction in power was observed, basically preserving the signals within 

that frequency range. The spectra for both QRS-T subtraction approaches showed a 

similar overall behaviour for this illustrative example. 

The average spectral behaviour for the four distinct areas of the atrium is shown in 

Figure 3.6. We observed different degrees of VA contribution over the raw signal 

across the spectrum. Areas close to the MV showed stronger frequency components 

(higher amplitudes) related to VA when compared with areas such as the roof and 

around the PVs. Regarding the proposed approach, it was noticed that components 

of frequencies above 10 Hz, and also the components of frequency range around 3 

Hz to 6 Hz (3-5.5 Hz PVs, 3-5.2 Hz roof; 3-6 Hz septum; and 3-5.7 Hz MV) were 

attenuated due to, respectively, ventricular depolarisation and repolarisation 

subtraction. An agreement on these ranges was also observed when the overall 

average spectrum of the atrium was calculated. When both QRS-T subtraction 

methods were compared, similar results were identified in the frequency domain. 

As an additional analysis, we also investigated the effectiveness of the ventricular 

repolarisation subtraction. The ratio between the frequency components related to 

physiological AF range excluding the VA repolarisation (5.5 Hz – 12 Hz) and the 

reported frequency components related to VA repolarisation (3 Hz – 5.5 Hz), Pratio, 

was computed (eqn. 3.7, Tables 3.1 and 3.2). Previous studies have presented a 

slightly different approach (Xi et al., 2002, Xi et al., 2003), using a ratio between 4 to 
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9 Hz over the total spectrum power with focus on the QRS template cancellation on 

the ECG. Comparing Pratio of signals which had ‘QRS cancellation’ with Pratio of the 

raw signal, in Table 3.1, we observed that it has decreased for all atrium areas. This 

suggests that (i) the approach of QRS segment cancellation using flat interpolation 

results in a reduction for all frequency components; (ii) in particular the power above 

10 Hz (corresponding mostly to the QRS complex) had a great reduction when 

compared with the raw signal; (iii) for the T wave frequency range, we observed a 

minor reduction, although reduction of T-wave activity is not a target for this 

cancellation method and there is an overlap in the frequency component of the QRS 

complex and the T-wave. 

When the signals after both QRS-T subtraction methods were compared with the 

previous results, an improvement of Pratio for all atrium areas could be observed. This 

suggests that: (i) frequency components corresponding to both QRS and T wave 

were dramatically reduced; and/or (ii) the remaining frequency content, which is 

mostly related to the main AA within the physiological AF range (above 5.5 Hz), 

clearly stands out from the frequency content related to the range [3–5.5 Hz], as 

consequence of an effective repolarisation subtraction. 

When the ratios between both QRS-T subtractions methods were compared, the 

ABS approach produced a slightly higher Pratio around the MV and in areas close to 

the PVs (2.45 and 3.38) when compared with the proposed method (2.41 and 3.26). 

In contrast, for the roof and septum, the proposed method presented slightly higher 

ratios (5.33 and 3.76) when compared with the ABS (5.07 and 3.71). We extended 

the analysis considering the average spectrum for the 2048 AEG signals of the 

whole atrium for individual patients (Table 3.2). Student’s T-test was applied on the 

results obtained by the QRST-ABS and the QRST-Seg across the study’s population 
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presented in Table 3.2 and it was found that both methods were not statistically 

significantly different (p=0.439). The population’s mean from the QRST-ABS and 

QRST-Seg methods were respectively 2.71±1.10 and 2.73±1.09.    

 As we can see from both tables, our method produces similar Pratio index results to 

those of the ABS approach, but our templates are matched to the actual length and 

timings of onset and offset for individual QRS-T segments rather than using an 

arbitrary length based on the shortest R-R interval (Figure 3.4) and positioning the 

QRS onset fiducial point at either 30% or 50% of the total time. Considering the 

capabilities of the proposed method for adapting itself to the existing inter- and intra-

patient variability in QRS durations and QT intervals, which define the length for 

each QRS-T complex, we argue that it should be preferred to the ABS approach.  

Finally, concerning the limitations of the proposed technique, it is well known that T-

wave end location is a difficult problem, especially when the signal to noise ratio is 

low (Qinghua et al., 2006). Also the presence of the f-waves related to AF over the 

ECG adds an extra challenge, e.g. an extra physiological ‘noise’, to time location of 

T-wave end. These limitations may directly affect the QRS-T pattern and the 

accuracy of the QRS-T subtraction in the AEG signals. However the identification of 

the average of all QT intervals as the length of QRS-T pattern does reduce the effect 

of eventual misdetections. 

3.5.  CONCLUSIONS 

The main clinical objective of identifying DF in AEGs is the location of key candidates 

for ablation to minimise the amount of burning and maximise the outcome of ablation 

procedures in persAF. Cancellation of ventricular influence on high density AEGs is 

a prerequisite to avoid 'contamination' of the AEGs that might alias as possible AF 



Chapter 3 – QRS-T Subtraction 

105 

 

triggers. As well as the QRS complex, VA repolarisation (the T-wave) also needs to 

be subtracted and using standard filters is not feasible as the frequency range of VA 

overlaps with the physiological AF spectrum. It can be performed using individual 

'customized' and adaptive QRS-T segmentation and a coherent subtraction strategy. 

We have presented a novel approach that performs such cancellation and we have 

compared its performance to 2 previously published alternative techniques. Evidence 

has been presented that shows that the new approach is capable of reducing the 

influence of the VA on the AEGs and that it does not suffer from some of the 

disadvantages of the alternative techniques it was compared to. 
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4. DISTINCTIVE PATTERNS OF DOMINANT 

FREQUENCY TRAJECTORY BEHAVIOUR 

EXIST IN PERSISTENT ATRIAL 

FIBRILLATION: CHARACTERISATION OF 

SPATIO-TEMPORAL INSTABILITY 

 

4.1. INTRODUCTION  

It has been suggested that ablation at areas of high DF could be an effective way to 

terminate AF (Sanders et al., 2005). In addition, ablation strategies which include 

PVI and additional linear lesions have also been shown to reduce local and/or global 

DF with an associated beneficial post-ablation outcome, highlighting DF as an 

important parameter (Sanders et al., 2005, Atienza et al., 2009, Tuan et al., 2011). 

However, DF mapping during AF has been performed largely using point-by-point 

sequential mapping. Recent reports using NCM in the LA have suggested that DF 

may not be spatiotemporally stable (Jarman et al., 2012). In addition, simultaneous 

bi-atrial CM (Narayan et al., 2012a, Narayan et al., 2012b) has also revealed certain 

characteristic rotor-like behaviours apparently important for ablation. The aim of this 

study was to characterise the spatiotemporal behaviour of DF during AF using NCM 

in patients with persAF to help further understanding the significance and utility of DF 

mapping. This chapter has been partially published in previous conferences (Salinet 

Jr et al., 2010b, Salinet Jr et al., 2011b, Salinet Jr et al., 2012a, Salinet Jr et al., 
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2012d, Salinet Jr et al., 2013d) and its content also been accepted as an original 

article in a peer review journal (Salinet Jr et al., 2013d).  

4.2. METHODS 

4.2.1. SIGNAL PROCESSING 

After carrying out ventricular cancellation of the AEGs, spectral analysis was 

performed at each of the 2048 points using FFT with a Hamming window to produce 

high density 3D DF maps (Salinet Jr et al., 2013b). As previously described in 

section 1.6.8, segments of 4 s were used with sequential windows producing a 50% 

overlap in a range between 4 Hz to 12 Hz.  

4.2.2. TEMPORAL DF ANALYSIS 

4.2.2.1. TEMPORAL DF STABILITY ANALYSIS 

For the purpose of assessing temporal stability of DF, we compared the DF of all 

AEGs between consecutive time windows (at 2 s intervals), to assess if the DF 

remained within a defined threshold of ±0.25 Hz or ±0.50 Hz compared to the DF 

obtained from the first FFT window of the segment (Figure 4.1). Points whose DF 

values remained within these thresholds at each time segment were deemed 

temporally ‘stable’ (assessed over a period of up to 1 minute) and the resultant DFs 

were derived by averaging those DF values. If the DF wandered beyond the pre-

defined threshold over time, the frequency value was deemed ‘unstable’ after that 

particular instant and no longer considered. The total proportion of ‘stable’ points, as 

defined by the above criteria, was plotted over time for assessment of temporal 

stability (Figure 4.2). 
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4.2.2.2. DF REAPPEARANCE ANALYSIS 

After identifying that DF was not consistently stable over time (Figure 4.1b), further 

analysis on DF behaviour was performed to investigate if DF values show any 

temporal repetition or spatial ‘reappearance’, so as to quantify the presence of any 

potential DF partial ‘periodicity’. This was done by using the first DF value from each 

point of interest as a reference, which was then compared with the DF values from 

the same location while moving forward in time at 2 s intervals (see Figure 4.3a for 

illustration). The proportion of DF points falling within the thresholds of ±0.25 or 

±0.50 Hz compared to their corresponding reference DF value were plotted over time 

and defined as DF reappearance points. The time (in seconds) corresponding to any 

partial ‘periodicity’ or ‘reappearance’ of the overall DF behaviour was assessed by 

spectral estimation of the signal created by counting the number of points that fall 

within the specified thresholds (±0.25 or ±0.50 Hz of reference DF value) at the 

same position along time. This is termed the DF reappearance interval. 

4.2.3. SPATIOTEMPORAL ANALYSIS  

4.2.3.1. HIGHEST DF AREAS TRAJECTORY 

To track the behaviour of HDFAs, the region in the 3D NCM with the highest DF 

value was identified for each time segment, together with its neighbouring sites, 

which contained DF values within 0.25 Hz of the highest DF (Figure 4.4a). This 

would produce an area consisting of a collection of points that reflect average 

regional activity, to minimise the effect of isolated high DF sites. The boundary of this 

area was highlighted to produce an area representative of a maximum DF ‘cloud’ at 

that particular instant. The centre of gravity (CG) for the cloud was then identified by 



Chapter 4 – Spatio-temporal DF Instability 

109 

 

averaging the coordinate positions of each point in the cloud, weighted by their 

respective DF values (Assis, 2010). These CG points were obtained for each 4 s 

FFT window and tracked at 2 s intervals over a period of 1 minute to produce a total 

of 29 sequential CGs, so as to produce a HDFA trajectory map (see Figure 4.4). 

4.3. STATISTICAL ANALYSIS 

All continuous variables are expressed as mean ± standard deviation. Normally 

distributed data (assessed by Shapiro-Wilk test) were analysed using paired and 

unpaired Student’s t-test. Categorical data were analysed using Chi squared or 

Fisher’s exact test. 

4.4. RESULTS 

A total of 16384 AEGs and 232 sequential DF maps were analysed (see Patients’ 

characteristics on Table 1.1, section 1.6.4).  

4.4.1. TEMPORAL STABILITY ANALYSIS 

Sequential analysis of individual AEGs and global DF maps revealed a general lack 

of temporal DF stability throughout, although periods of apparent stability were also 

observed (illustrative examples of sequential DF over time from single AEGs are 

shown in Figure 4.1a-b). Approximately 60% of the AEGs of all patients lost stability 

in the first 2 s when analysed using the 0.25 Hz threshold and 40% lost stability in 

the first 2 s using the 0.5 Hz threshold.  Analysis of longer segments of continuous 

recording (Figures 4.1c-d) demonstrated DF values fluctuating beyond defined 

thresholds of stability, even when they may have appeared stable initially.  
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For each patient the overall percentage of stable DF points measured against both 

thresholds relative to initial DF at those points showed an exponential pattern of loss 

of stability within the first few seconds (Figures 4.2). The time constants of the best-

fit exponential curves for both thresholds are presented in Table 4.1, and provide an 

assessment of how rapidly the DF loses temporal stability. The means of the time 

constants for the exponential decay when applying the ±0.25 Hz and ±0.5 Hz 

thresholds were 3.1±1.4 s and 7.7±3.1 s respectively. 
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Figure 4.1 Plots of DF over time from single site AEGs. Examples of apparently 

stable (A) and unstable (B) DF behaviour in a patient are exhibited. Two longer 

recording examples showing transient stability of DF with subsequent fluctuations 

over time (C) and (D). 
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FIGURE 4.1 (continuation) Two longer recording examples showing transient 

stability of DF with subsequent fluctuations over time (c) and (d). 

D 
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Figure 4.2 Sequence of 3D DF maps during AF for one patient and accompanying plot of percentage of stable DF points over time. It can be 

observed that the number of stable DF points out of 2048 AEGs decreases with time in an exponential pattern with time constants of 4.24 s and 

9.79 s respectively for 0.25 Hz and 0.5 Hz thresholds. The 3D DF maps highlight the sites that remained temporally stable for 2 s, 6 s and 32 s 

within a threshold 0.25 Hz, with the sites that lost stability greyed out. (tags for RSPV, right superior PV): green, RLPV: blue, LSPV (left superior 

PV): brown and LLPV (left lower PV): cyan, not visible from this angle). 



Chapter 4 – Spatio-temporal DF Instability 

114 

 

4.4.2. REAPPEARANCE OF THE DF  

Individual analysis of AEGs also revealed episodes suggestive of repetition or 

reappearance of DF over time, where DF loses temporal stability, only to return to a 

value very close to that of the initial DF (Figure 4.1b-d). This can be readily 

appreciated by observing sequential noncontact DF maps (Figure 4.3b-c). DF 

reappearance analysis as described earlier was performed to quantify the observed 

behaviour by obtaining the DF reappearance interval (see Figure 4.3d and Table 

4.1). The DF reappearance interval was similar when comparing short (20s) and 

longer (5 minutes) recordings in one patient; 6.9 vs. 6.5 s (0.25 Hz threshold) and 

9.4 vs. 10.7 s (0.5 Hz threshold) respectively (Table 4.1 Patient 5). 

 

(a) 

Figure 4.3 Illustration of the method used for DF reappearance analysis; every DF 

map within the duration of the recording is compared with a reference DF map within 

the thresholds of ±0.25 and ±0.5 Hz for each of the 2048 points. This is carried out 

for every single point and repeated across the LA (a). An example of a DF map 

showing DF reappearance projected onto its 3D LA geometry is presented in (b) and 

also displayed as a 2D map (c) for better overall visualisation (at 4 s, 10 s and 18 

s).  Sites containing the higher DF values (in yellow and orange) at 4 s, no longer do 

so at 10 s, but reappear partially at 18 s (orange areas, for instance). The respective 

main lobe degree of DF reappearance for both thresholds is presented in (d).     
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(b) 

 

(c) 

4 s              10 s      18 

 
Figure 4.3 (continuation) An example of a DF map showing reappearance of DF projected onto its 3D LA geometry is presented in 
(b) and also displayed as a 2D map (c) for better overall visualisation (at 4 s, 10 s and 18 s).  Sites containing the highest DF 
values (in yellow and orange) at 4 s, no longer do so at 10 s, but reappear partially at 18 s (orange areas, for instance). 
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(d) 

 

Figure 4.3 (continuation) The respective main lobe of DF reappearance for both 

thresholds is presented in (d) 

 

Table 4.1 Overall DF temporal stability (time constant) and DF reappearance 

analyses of the 2048 simultaneous AEGs calculated for both DF thresholds (0.25 Hz 

and 0.5Hz). 

  
Time Constant (s) DF Reappearance Interval (s) 

0.25 Hz 0.5 Hz 0.25 Hz 0.5 Hz 

Patient 1 1.2 2.5 9.8 8.5 

Patient 2 2.3 4.2 5.8 5.0 

Patient 3 2.6 8.7 7.8 7.7 

Patient 4 1.6 11.1 11.7 7.8 

Patient 5 4.2 9.8 6.9 9.4 

Patient 6 4.3 10.1 10.8 7.4 

Patient 7 4.4 6.2 5.5 6.9 

Patient 8 3.8 9.4 5.8 8.5 

Mean (SD) 3.1 (1.4) 7.7 (3.1) 8.0 (2.4) 9.8 (6.5) 

                       SD indicates standard deviation 
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4.4.3. HIGHEST DF AREA AND ITS TRAJECTORY 

Having seen the dynamic behaviour of DF and its lack of temporal stability, we 

proceeded with the tracking of HDFAs at each time point by plotting the trajectory of 

its CG, so as to determine its spatial-temporal characteristics. This revealed 3 

patterns of behaviour (Figure 4.4):  

 Type I (Local activity) – CG propagation trajectory area (total area 

encompassed by the trajectory) < 5% of the LA area over consecutive time 

frames; 

 Type II (Cyclical) – CG propagation trajectory area > 5% of LA area but 

showing a trajectory that returns to the vicinity of at least one of its earlier CG 

sites over time; 

 Type III (Irregular) – CG propagation trajectory area > 5% of LA area with a 

random pattern of movement and no overlap of CGs over consecutive time 

frames. 
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(a) 

 

 

Figure 4.4 Identification and tracking of the CG of the HDFA for a specific time segment (a). 3 types of behaviour were seen: type 1 

- Localised (b), type 2 - Cyclical (c) and type 3 - Irregular (d). 
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  (b)                                                                                                     (c) 

             

Figure 4.4 (continuation) 3 types of behaviour were seen: Type 1 - localised (b), Type 2 - cyclical (c) and  
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 (d) 

 

Irregular 

Figure 4.4 (continuation) Type 3 - irregular (d). 
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A total of 7 local activity events (mean time per event: 2.86±1.07 s), 15 cyclical 

events (5.07±1.49 s), and 2 irregular events (4.50±1.91 s) were identified over a 20 s 

segment analysis in all patients. When we extended the analysis to 1 minute, the 

number of events increased respectively to 24, 54 and 6. The mean times spent in 

each separate event were similar between 20 s and 1 minute analyses (2.86±1.07 s 

vs. 2.83±1.55 s, p= 0.9701 for local activity; 5.07±1.49 s vs. 5.14±2.16 s, p= 0.2620 

for cyclic activity; and 4.5±1.91 s vs. 4.60±0.97 s, p= 0.29 for irregular activity). The 

proportion of time spent in each pattern of behaviour is presented in Table 4.2. 

Cyclical activity was the most prevalent behaviour observed, followed by local and 

then irregular activity. All except one patient (patient 8) had cyclical activity as the 

predominant behaviour over 20 s and 1 minute. The DF trajectory showed a 

concentration of HDFAs in the roof and around the PVs. The mean HDFA value was 

7.29±0.71 Hz.  

The electrograms' DF organisation of the HDFAs at the CG core (OICG) was 

compared with its periphery (OIPer) and sites with highest DF showing a greater 

degree of organisation at their core (CG) compared to their periphery: 0.43±0.17 and 

0.36±0.10 respectively (p=0.0061), CI [0.0186 0.1095], 95% confidence level (the 

details of this study is presented in the Appendix).  In addition, as DF, the relevant OI 

areas are not spatio-temporally stable.  

 

 

.
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Table 4.2 Percentage of the time spent on each trajectory pattern for both short term (20 s) and long term (1 min) analysis during 

HDFAs trajectory propagation. 

 
Analysis during 20 s Analysis during 1 min 

  
Localised 

(% of 
time) 

Cyclical     
(% of 
time) 

Irregular    
(% of 
time) 

Total            
(% of 
time) 

Localised 
(% of 
time) 

Cyclical     
(% of 
time) 

Irregular    
(% of 
time) 

Total            
(% of 
time) 

Patient 1 0.0 100.0 0.0 100.0 16.6 83.4 0.0 100.0 
Patient 2 33.0 67.0 0.0 100.0 30.0 70.0 0.0 100.0 
Patient 3 33.0 67.0 0.0 100.0 30.8 61.2 8.0 100.0 
Patient 4 0.0 50.0 50.0 100.0 12.5 62.5 25.0 100.0 
Patient 5 33.0 67.0 0.0 100.0 27.3 54.7 18.0 100.0 
Patient 6 33.0 67.0 0.0 100.0 30.0 60.0 10.0 100.0 
Patient 7 33.0 67.0 0.0 100.0 28.5 57.5 14.0 100.0 

Patient 8 50.0 25.0 25.0 100.0 40.0 40.0 20.0 100.0 

Mean (SD) 26.9 (17.6) 63.8 (20.9) 9.4 (18.6)   27.0 (8.6) 61.2 (12.4) 11.9 (9.1)   

 

SD indicates standard deviation. 
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4.5. DISCUSSION 

Using NCM analysis of AEGs, we have demonstrated that DF is not temporally 

stable during persAF, although reappearance of DF values can occur at times. By 

using a novel method of tracking the movement of HDFAs, we have also shown the 

presence of distinct localised, cyclical and irregular behaviour spatially. 

4.5.1. SIGNIFICANCE OF DF MAPPING 

Previous research has suggested that targeting sites of highest DF may be important 

for catheter ablation (Atienza et al., 2009, Yoshida et al., 2010). It has also been 

demonstrated that ablation reduces the DF of AF electrograms (Lemola et al., 2006, 

Takahashi et al., 2006, Tuan et al., 2011) and that a decrease in DF may be 

associated with a more favourable outcome (Yoshida et al., 2010). However, DF-

guided ablation has not been widely adopted and published data using this approach 

is limited, partly because its clinical significance is not fully understood. 

4.5.2. SPATIOTEMPORAL STABILITY 

Spatiotemporal stability of DF sites has previously been studied by other authors. 

Schuessler et al. (Schuessler et al., 2006) carried out epicardial CM of the atria of 

patients undergoing open heart surgery while in AF and found that the location of the 

HDFAs were variable and did not remain fixed in a significant proportion of the 

patients. Sanders et al. (Sanders et al., 2005) reported that DF values from contact 

electrograms were stable over time, although this observation was limited by the 

sequential, point-by-point mapping technique used. A study comparing simultaneous 

multipolar CM with sequential mapping (Krummen et al., 2009), found that potential 

AF driver sites were more readily identified via FFT analysis in the former technique. 
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Two recent studies (one using NCM (Jarman et al., 2012) and another using 

multipolar catheter for CM (Habel et al., 2010) also concluded that DF lacked 

temporal stability. There is therefore emerging evidence, including results from our 

study, that strongly support the notion that DF behaviour is dynamic and should be 

analysed ideally with simultaneous multipolar CM or NCM techniques. 

As observed in our study, DF of AEGs was largely temporally unstable, although 

there appeared to be transient episodes of stable DF, as well as a degree of 

reappearance of DF activity over time, mostly within 10 s (see Table 4.1). It is 

therefore possible that apparent DF stability could be explained by: 1) the use of a 

single segment for the DF analysis (producing a “snapshot” and not the full 

sequence of DF behaviour); 2) choice of the length for the segments for DF analysis 

that is too short and using too few segments, resulting in the opportunistic capture of 

transiently stable DF signals; 3) reappearance behaviour causing the illusion of 

stability when DF values are averaged or collected sequentially; 4) choice of long 

FFT window segments, which would improve spectral resolution at the cost of 

reducing temporal resolution, effectively ‘blurring the video’ (see Figure 4.5 for 

comparison of different FFT window sizes in one of the study patients). 
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Figure 4.5 DF reappearance analysis using different FFT window sizes. This shows 

a reduction in variability of DF with increasing windows size, giving rise to an 

impression of increased temporal DF stability. 

 

The evidences on the phenomenon of DF reappearance demonstrated that certain 

areas in the atrium change in time but then seem to return to the initial conditions 

(Figure 4.3). This is important to analyse possible target DF areas where their 

reappearance phenomenon would possible elucidate spatio-temporal behaviours of 

significance for maintaining the arrhythmia and with a 'predominant' relationship with 

the remaining areas of the atrium.  

The periodicity of the DF reappearance was calculated comparing the DF values for 

consecutive time frames (Figure 4.3a) and it was found to be around 8 s and 10 s for 

the 2 frequency thresholds (see Table 4.1). Additionally, this time also gives an 

important idea to the clinicians on the theatre during treatment of persAF patients for 

letting them know the average time required to investigate a particular area in an 

attempt to observe a relevant AF activation. Lastly, the periodicity range of the DF 
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reappearance between short and long recordings seems to be similar (6.9 vs. 6.5 s 

for 0.25 Hz threshold and 9.4 vs. 10.7 s for 0.5 Hz threshold), but it needs to be 

reproduced for the entire population. 

4.5.3. 3D TRAJECTORY MAPPING 

Localised and cyclical DF cloud activity accounted for most of the observed 

behaviour in the patients we studied. While localised activity seen in our study could 

theoretically be attributed to a stable rotor or micro-reentrant behaviour, the finding of 

cyclical DF activity is not as intuitive. Using optical mapping of AF in sheep hearts, 

Skanes et al. (Skanes et al., 1998) demonstrated the presence of periodic activity in 

the atrium, with local DF showing good correlation with DF of the atrium globally. The 

periodic activation was noted to be transient in most cases, although the patterns of 

periodicity tended to reappear over time. This was an interesting observation which 

is similar to what was seen in our study, where there was a predominance of a 

cyclical behaviour identified when the HDFAs were tracked. The reasons for this are 

not immediately clear. Potential explanations include interference by other competing 

activation sources, failure of local atrial tissue to sustain the same frequency of 

activation for long periods, or even potential migratory behaviour of rotors, if indeed 

present. A subsequent study using the same sheep AF model (Mandapati et al., 

2000) however, showed the presence of spatiotemporally stable rotor behaviour 

persisting for up to 30 minutes. This would appear to support an earlier animal study 

by Schuessler et al. (Schuessler et al., 1992), where multiple re-entrant circuits were 

found to stabilise to a single, stable re-entrant circuit when AF became sustained 

over time. It has to be noted, however, that episodes of AF in this and the earlier 
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study were experimentally induced and may not necessarily reflect the clinical reality 

of persAF in human hearts. 

Characterising dynamic electrical activation in the search for ‘rotors’ in human AF 

has continued to be an area of keen research interest. Using epicardial mapping of 

patients undergoing open heart surgery, Sahadevan et al. (Sahadevan et al., 2004) 

found evidence for potential driver sites, producing fibrillatory conduction in the atria 

for most of the subjects studied. Three recent studies into the mapping of human AF 

however, have not been able to demonstrate convincing rotor activity (Cuculich et 

al., 2010, de Groot et al., 2010, Jarman et al., 2012). Using a novel computational 

mapping technique, Narayan et al. (Narayan et al., 2012a) found evidence for focal 

impulses and rotor activation patterns during AF in human subjects. An initial series 

of patients undergoing AF ablation guided by these maps, in addition to conventional 

ablation, have shown favourable outcomes compared to conventional ablation alone 

(Narayan et al., 2012b).     

4.5.4. SIGNIFICANCE OF FINDINGS AND CLINICAL IMPLICATIONS 

Our results provide further insight into the potential mechanisms of persAF. Current 

mechanistic concepts include single re-entry with fibrillatory conduction (i.e. rotor 

driven) and the multiple wavelet hypotheses. Our findings show agreement with both 

proposed mechanisms. We observed a predominance of local and cyclical maximal 

DF activity, which may imply a higher proportion of rotor driven episodes, although 

the lack of spatiotemporal DF stability makes it unlikely that AF is being primarily 

sustained by anatomically stable high DF sites. The presence of a cyclical pattern 

does suggest a certain extent of spatial consistency and it may be important to 

characterise this in each individual patient to help guide ablation strategy. Irregular 



Chapter 4 – Spatio-temporal DF Instability 

128 

 

maximal DF propagation seen in our study would be analogous to multiple wavelet 

activity. It is interesting to note that in our study, all 3 patterns of behaviour can be 

observed in the same individual patient over time. 

Sites with highest DF showed a greater degree of organisation at their core (CG) 

compared to their periphery. It provides further insight into the potential mechanisms 

of persAF areas where regular, fast and organized activity were found at the core of 

the HDFAs and when moving to the HDFAs' periphery the DF organisation reduced 

significantly (multiple peaks at the electrograms' spectrum) probably due to collision 

of uncoordinated fibrillatory waves (see Chapter 1 for more details) . This is 

consistent with the presence of dynamic HDFA activity triggering AF with fibrillatory 

conduction at its boundary (the details of this study are presented in the Appendix).   

In addition, it is likely that more than one mechanism may be involved in AF 

perpetuation at different stages of the arrhythmia history in any given individual. 

Depending on the extent of electromechanical remodelling and autonomic influence, 

a particular mechanism may predominate, resulting in different subtypes of persAF. 

This could explain why an anatomical-based ablation strategy tends to produce only 

modest results for persAF. A tailored ablation approach should therefore be 

considered for each individual case, provided that effective real-time, high resolution 

DF mapping can be performed. 

4.5.5. LIMITATIONS 

This was a study involving a small number of patients, as our main objective was to 

describe the DF behaviour using high-density NCM of persAF. Electrogram analysis 

was restricted only to the LA, hence any potential contributions from the right atrium 
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were not studied. We acknowledge that some of the patients in the study were taking 

amiodarone which could potentially affect the DF of VEGMs. Nevertheless, our 

observations from the study would still be applicable to real-world practice, where 

patients are not infrequently put on this drug leading up to ablation. In addition, we 

have focused the current study on understanding the spatio-temporal behaviour of 

DF during persAF.   

For DF reappearance analysis the DF values for consecutive time frames at 2s 

intervals were compared to their corresponding reference DF value (Figure 4.3a). 

Although this method was effective in showing evidence that certain relevant areas 

in the atrium changes in time but then seem to return to the initial conditions within a 

short time (Table 4.1), the choice of the reference map is important for the analysis. 

In this research we have focussed on the first 3D DF frame of the segment as the 

reference map and for real-time application at the theatre, during continuous 

recordings, it would be better whether clinicians identify a 3D DF frame of 

preference, such as with a 'relevant' spatio-temporal pattern behaviour which might 

be contributing to persistent AF. The investigation of reappearance at these areas 

might help the understanding of AF and contribute to decisions of where to ablate.  

Previously, as in the current study, analysis of DF behaviour required a rather 

laborious process of exporting the continuous 2048 AEGs from the geometry which 

could only be done offline. With the purchase of more powerful computers, including 

the employment of parallel processing (Salinet Jr et al., 2013b) (please see also 

Chapter 6 for details), we are now in a position to perform the analysis in real-time, 

which makes it possible to provide clinically useable data to guide strategy during the 

ablation procedure.  
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4.6. CONCLUSIONS 

Using high density NCM of the LA, we have demonstrated that DF of AEGs lack 

spatiotemporal stability, hence targeting sites of peak DF from a single time frame is 

unlikely to be a reliable ablation strategy.  Tracking of the CGs of the HDFAs 

revealed the presence of localised, cyclical and irregular patterns of propagation, 

providing further insight into potential mechanisms behind persAF where the cores of 

the HDFAs showed to be significantly more organised than their periphery. Studies 

should be performed to assess the efficacy of using dynamic 3D DF maps to aid 

ablation strategy for patients with persAF. 
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5. AUTOREGRESSIVE SPECTRAL 

ESTIMATION AND MODEL ORDER 

SELECTION FOR FREQUENCY 

MAPPING OF UNIPOLAR ATRIAL 

FIBRILLATION SIGNALS  

 

5.1. INTRODUCTION 

The large majority of the AF studies that applied spectral analysis aimed to 

identify the DF within a relevant physiological range of intracardiac electrograms 

(Biktashev, 1997) and were implemented using the classical spectral analysis 

techniques based on the FFT to estimate the Power Spectral Density (PSD) of the 

signals. Intrinsic assumptions adopted for this technique could limit its application 

(Kay, 1987, Ng et al., 2006, Ng et al., 2007).  In an attempt to explore the use of 

alternative spectral estimation techniques in AF studies, we investigated the 

feasibility of using AR methods, with emphasis on selection of appropriate sampling 

rate and AR model order to estimate the DF for each of the 2048 simultaneous 

AEGs recorded in the LA of persAF patients. After the DFs were identified they were 

ranked and colour coded according to the frequencies and high density 3D DF maps 

were generated and compared with the 3D DF maps recently validated using FFT-

based approach (Salinet Jr et al., 2013b).  Part of this chapter has been submitted 

as an original article in a peer review journal for publication. 
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5.2. METHODS 

5.2.1. DATA COLLECTION 

Patients were in AF and 2048 AEGs for 20.478 second-long segments (3 

consecutive windows of 6.826 s) were exported for analysis, together with their 

anatomical location with Fs of 1200 Hz. The AEGs were high-pass filtered at 1 Hz 

and no further filtering was applied to the signals to preserve signal integrity and low 

frequency components (see section 1.6.5) (Gojraty et al., 2009). 

5.2.2. SPECTRUM ANALYSIS 

Spectrum analysis was performed on data from each of those AEGs using 

different AR spectrum analysis techniques (section 5.2.3.) with emphasis on 

selection of appropriate sampling rate and AR model order selection (section 5.2.4.). 

The signals were re-sampled in the time domain with 9 different Fs values, from 600 

Hz down to 37.5 Hz prior to spectral analysis (see Figure 5.1 for illustration). Three 

sequential 3D DF maps with 2048 points (3x6.826 s) were obtained to assess the 

behaviour and propagation of DF sites for each of the AR spectral analysis 

techniques and compared with the 3D DF maps recently validated using FFT-based 

approach (Salinet Jr et al., 2013b).  
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Figure 5.1 Illustration of the AEGs downsamplig (DS) in the time domain with 9 

different Fs values (from 600 Hz down to 37.5 Hz prior to spectral analysis).  

 

5.2.3. AUTOREGRESSIVE MODEL ANALYSIS 

In the AR model approach (Kay and Marple, 1981, Marple, 1987, Diniz et al., 

2010), the signal x[n] is modelled as the result of filtering a white noise n[n] by an all-

pole filter of order p with coefficients ak. These coefficients ak are estimated using an 

optimisation criterion to minimise the residual error e[n]. This error is the difference 

between the signal x[n] and the output of the filter ][~ nx . The AR coefficients ak and 

variance σ2 can be estimated by solving a set of linear equations (sections 5.2.3.1 to 

5.2.3.4). 

        ][][~][ nenxnx                                           (5.1) 
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The verification of the AR model to assess if it can suitably describe the AEG 

signals was performed. It consisted in fitting AR model structure and order selection 

to data. The AR modelling effectively described the AEGs and the difference 

between the predicted and the true signal sequence values resulted in residuals 

which were random (uncorrelated in time) and normally distributed. The 

autocorrelation function of residuals fell inside the confidence interval of 95 % (red 

lines) and close to zero at all lags except for lag zero (Figure 5.2).  

 

 

Figure 5.2 Autocorrelation function of the residuals, calculated by the difference 

between the predicted sequence values by the AR modelling and the true signal 

sequence, showing that the residuals are random (or uncorrelated in time) falling 

inside of the 95% confidence interval (red lines) and close to zero at all lags except 

for lag zero.    
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The AR-based PSD of an AR process is given by Eq. (5.3), where T is the 

sampling period.   
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A variety of AR spectral estimation methods represent a trade-off between 

spectral estimation and computational efficiency (Kay and Marple, 1981, Kay, 1987, 

Diniz et al., 2010). In this study we estimated the AR PSD using four different 

techniques (Yule-Walker, Covariance, Modified Covariance and Burg methods) 

applied to AEGs and the results were compared with those obtained using the FFT-

based approach.  

5.2.3.1. AUTOCORRELATION OR YULE-WALKER (YW) METHOD 

The parameters of an AR process with zero mean and order p using the YW method 

with the Levinson-Durbin recursive algorithm are the solution of a set of linear 

equations which are obtained by the minimization of the estimate of the prediction 

error (Eq. 5.4) and with the extrapolation of the values of the autocorrelation function 

(ACF) Rxx[k] estimated according to (Eq. 5.5). The Levinson-Durbin algorithm has 

the advantage of being computationally efficient, requiring an order of p2 

mathematical operations and it guarantees that the estimated poles lie within the unit 

circle.   
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Equation 5.5 is defined as the biased estimator of the ACF and is usually 

preferred since it tends to have smaller mean square error (variance) and decays 

faster in finite datasets when compared with the unbiased estimate (which uses the 

scaling term 1/(N-k) rather than 1/N), where N is the number of samples (Kay and 

Marple, 1981, Kay, 1987, Diniz et al., 2010). To estimate the coefficients and 

variance, the method first requires the estimation of the first order AR process 

parameters (Eq. 5.6). This is then followed by a recursive implementation for 

obtaining successively higher orders from k = 2 to the desired model order p 

(equations 5.7, 5.8 and 5.9) until the desired model order is reached. Two subscript 

indices are used to easily identify the coefficients aOrder, Coef. Number  
(Kay and Marple, 

1981). 
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          *
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The YW approach is computationally efficient when the Levinson-Durbin algorithm 

is employed (Kay, 1987), but it has been argued that this method produces poorer 

spectral resolution than alternative AR algorithms. 



Chapter 5 – Autoregressive DF Mapping 

 

137 

 

5.2.3.2. COVARIANCE METHOD 

In the Covariance method the data set is windowed and the data points of the 

interval are used to compute the variance of the white noise. The estimated 

autocorrelation function cxx [j,k] = rxx [j,k] (summation of N-p lag products) for each 

window location k and the variance are calculated using the following equations (Kay 

and Marple, 1981, Marple, 1987, Diniz et al., 2010):      
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5.2.3.3. MODIFIED COVARIANCE METHOD 

In this method the AR parameters are estimated by minimising the average (Eq. 

5.12) of the estimated forward (Eq. 5.13) and backward (Eq. 5.14) prediction errors.   
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This method diverges from the Covariance method by flipping the data around 

and identifying the forward and backward prediction errors in complex data (using 
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extra points). The overall prediction error is their average (Kay and Marple, 1981, 

Marple, 1987). The autocorrelation is estimated as  
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5.2.3.4. BURG METHOD  

In contrast to the previous approaches, Burg's method computes the reflection 

coefficients directly (Eq. 5.16) and from these the remaining AR parameters are 

obtained using the Levinson-Durbin algorithm. The reflection coefficients are 

obtained by minimising the average of the backwards and forwards prediction errors 

in a constrained manner when compared with Modified Covariance Method. The 

method assumes that akk coefficient is estimated after the akk-1 order prediction error 

filter coefficients had been estimated by minimizing the akk-1 order prediction error 

power. First it is necessary to compute the estimate of the autocorrelation at lag zero 

with the forward and backward prediction errors (Eqs. 5.17 and 5.18). This is 

followed by the estimation of the reflection coefficients (Eq. 5.16), which are 

dependent of forward and backward prediction errors (Eq. 5.11 and 5.12) (Kay and 

Marple, 1981, Marple, 1987, Diniz et al., 2010), k=1, 2, …, p. 
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The recursive estimation of the variance and coefficients for the higher orders are 

calculated using equations 5.8 and 5.9 (Levinson-Durbin algorithm).  
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5.2.4. ORDER SELECTION CRITERIA 

Since the AR order p is not usually known a priori, it is necessary to apply a model 

order estimation technique for finding the ‘optimum’ order for the AR model. This is 

critical because if a much larger than this ‘optimum’ model order is chosen the 

resulting spectrum might present spurious peaks and computational efficiency will 

also be compromised. Conversely, if too low a model order is selected a much 

smoothed spectral estimate will result. 

In this study we considered 3 different techniques for identifying the order for AR 

spectral estimation of the AEGs during AF for each patient. All these methods work 

by increasing a tentative model order until the balance between the prediction error, 

which monotonically decreases with model order, and a weighting function, which 

monotonically increases with model order, reaches a minimum value. This is chosen 

as the ‘optimum’ order. In the description of the methods that follows p is the 

optimum order, σ2
p is the white noise variance and N is the number of samples of the 

data segment used.  

The first method was suggested by Akaike (Akaike, 1974) and is usually 

referred to as Akaike Information Criterion (AIC).  
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The second method was proposed by Parzen (Parzen, 1975) and is denominated 

Criterion AR Transfer Function (CAT).  
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A more recent method, the Finite Information Criterion (FIC) was proposed in 

1993 and is defined by Eq. 5.21-5.23, where the description of the finite sample 

variance coefficient (vi) is modified according to the AR method used (Broersen and 

Wensink, 1993). 
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The value of the ‘optimum’ order for each confidence level was chosen as the 

order which satisfied the 95%, 90%, 85% or 80% of the cumulative histogram sum 

computed in the 2048 AEGs in the whole segment (20.478 s) for at least three order 

selection methods: AIC, CAT and FIC (FICYW, FICBurg, FICCov and FICMod Cov).  

5.2.5. STATISTICAL ANALYSIS  

We fitted a linear mixed effects model to the data, which included as random 

effects: (1) patient, (2) patient*down sampling in the time domain of the AEGs with 

different sampling frequencies (down-sampled signal) and (3) patient*down-sampled 
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signal*DF estimation using each of the AR spectral techniques (YW, Covariance, 

Modified Covariance and Burg methods). As fixed effects we included: (1) DF 

estimation using each of the AR spectral techniques, (2) down sampling of the 

AEGs, and (3) AR spectral estimation techniques*down sampling of the AEGs. This 

tested whether any differences between the DF using the AR spectral estimation 

techniques varied by Fs, while properly allowing for the nested structure of the data 

(i.e. where the DF calculated by each AR spectral technique was measured at each 

Fs for each patient).  The results were compared with those obtained using the FFT-

based approach. This analysis was performed using the nlme (Pinheiro et al., 2012) 

package in R (Team, 2012). 

5.3. RESULTS 

Figure 5.3 shows the time-domain of an AEG sampled at Fs=1200 Hz with a total of 

8192 samples (upper trace).  Down sampling 32 times (new sampling frequency of 

Fs=37.5 Hz) resulted in a ‘dramatic’ decrease of samples (N=256). The re-sampled 

signal is shown in the second trace. Spectral analysis performed using FFT (for the 

original signal) and AR YW (for the down-sampled signal) confirms that the DF of the 

signal can still be estimated after this level of down sampling using the AR approach. 

The FFT approach was applied to the original AEG sampled at 1200 Hz with 8192 

points and zero padding of 4 times resulting in a total of 32768 samples produced a 

frequency step of 0.0366 Hz. The PSD using AR YW model was applied for two 

different AR model orders (p=50 and p=18) and as the AR spectrum is continuous, 

the number of spectral samples was chosen so that frequency steps were the same 

as applied by using the FFT approach.  
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Figure 5.3 AEG (raw signal) sampled at 1200 Hz (upper trace) and corresponding 

signal after down sampling 32 times (Fs = 37.5 Hz). PSD estimation of the raw signal 

using FFT, followed by the PSD of the down-sampled signal using AR YW approach 

with model orders p= 50 and p=18.  
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5.3.1. SELECTION OF MODEL ORDER FOR AF SIGNALS 

The orders were estimated for different Fs considering each individual AR order 

estimation method AIC, CAT and FIC (FICYW, FICBurg, FICCov and FICMod Cov) 

previously described. For each individual patient, a 20.478 s long segment (3 

consecutive 6.826 s long segments) for 2048 points was considered and results of 

the order estimation are illustrated in figure 5.4. Figure 5.4a shows the histogram of 

order selections produced by all methods for one patient whose original signal for an 

individual point was down-sampled to 75 Hz. The mode of the model order for that 

individual point was 11 and a similarity of the results of estimating the AR model 

order by the methods tested can also be seen.     

Figure 5.4b shows the respective cumulative histogram of the points (in %) 

against order (for 2048 points). Four different ‘confidence levels’ (CL: 95%, 90%, 

85% and 80%) were used to select the order for which at least three methods 

agreed. Odd orders were ignored as in this case one of the poles lie on the real axis 

not affecting much the DF; the order selected in this case is the next even value. The 

orders chosen were 24 for CL 95%, 22 for 90%, 22 for 85% and 20 for 80%. Figure 

5.4c shows an example of the estimated order using CAT model applied for all 

patients with different Fs strategies considering a confidence level of 95%. The curve 

shows that the order decreases with the Fs and as the order value affects the 

processing time for AR spectral estimation, with lower orders corresponding to 

shorter times, as expected. The other order selection methods AIC, CAT and FIC 

(FICYW, FICBurg, FICCov and FICMod Cov) presented similar behaviour. Figure 5.4d 

shows the order selection for different Fs values and confidence levels. The ‘steps’ 

observed in the figure occur because the previous value in a specific Fs and 
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confidence level has lower order compared with the next point at a different 

confidence level. 

 

Figure 5.4 AR model order estimation. (a) Histogram of ‘optimum’ AR model orders 

estimated for patient 1 for Fs=75 Hz over 20.478 seconds. (b) cumulative histogram 

of the estimation order for patient 1 for Fs=75 Hz over 20.478 s. (c) ‘optimal’ model 

order calculated using the technique CAT for various Fs values and 95% of 

confidence level. (d) ‘optimal’ model order using the same technique as presented in 

(c) now with the different confidence levels (95%, 90%, 85% and 80%). See text for 

details. 
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Figure 5.4 (continuation) (c) ‘Optimal’ model order calculated using the technique 

CAT for various Fs values and 95% of confidence level. (d) ‘Optimal’ model order 

using the same technique as presented in (c) now with the different confidence 

levels (95%, 90%, 85% and 80%). See text for details. 
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A summary of the order computed by all the methods for all patients and different Fs 

values is given in table 5.1. 

 

Table 5.1 Summary of the results of the estimation of ‘optimum’ AR model order for 

the Fs values tested. 

Order Estimation (p) 

 

Fs 

Confidence Level 

95% 90% 85% 80% 

1200 Hz 134 122 118 116 

600 Hz 104    82 76    74 

300Hz   60    58    58    56 

200 Hz 42    40    38    38 

100 Hz 30    26    24    22 

75 Hz 22    22    18    16 

60 Hz 20    18    14    14 

50 Hz 18    16    14    12 

40 Hz 18    16    14    14 

37.5 Hz 18    14    14    12 

 

5.3.2. SPECTRAL ANALYSIS AND 3D DF MAPPING 

Spectral Analysis of AEGs in persAF patients was obtained using FFT and four 

distinct AR spectral estimation methods (YW, Burg, Covariance and Modified 

Covariance). Three sequential 3D DF maps with simultaneous 2048 points were 

generated with different Fs values in 6.826 s long windows and the results were 

concentrated on the impact of high levels of down sampling on the AEGs (resulting 

Fs: 100 Hz, 75 Hz, 60 Hz, 50 Hz, 40 Hz and 37.5 Hz) to investigate the feasibility of 

the AR spectral analysis model as alternative tool to estimate DF. The 3D DF maps 
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are colour coded according to the frequency of the DF for all spectral estimation 

techniques, with purple-blue representing the lower frequencies and red-dark red 

corresponding to higher frequencies. The DF for FFT was defined as the frequency 

with the highest peak between 4 Hz and 12 Hz and for the AR methods as the 

frequency peak with the highest area (threshold 0.5 Hz either way) for the same 

frequency range. Zero padding was implemented for FFT and the number of spectral 

samples was chosen to produce frequency steps as described early in the results.  

For the AR spectral analysis, the mixed model ANOVA of the entire AF 

segment (3x 6.826 s) showed that the down sampling factor on the AEG signal*DF 

estimation with AR spectral techniques (YW, Covariance, Modified Covariance and 

Burg methods) interaction had a non-significant effect (F15, 126=0.01; p-value = 1). 

This showed that any differences between AR techniques did not depend on the re-

sampling factor on the AEG. The main effect of the AR spectral estimation 

techniques (i.e. the effect of technique averaged over Fs) was also non-significant 

(F3, 126=0.59; p-value = 0.62) as presented in Figure 5.5.  This suggests no significant 

differences between AR techniques overall. Although there was no evidence of any 

significant differences between techniques, significant differences between Fs values 

were found (F5, 35=2.84; p-value = 0.03) (Figure 5.6) (i.e. the effect of averaged 

techniques over Fs). As figure 5.6 shows, the Fs=37.5 Hz had the greatest level of 

agreement, while the Fs=100 Hz had the lowest level of agreement (albeit, at only 

around 2% lower than at 37.5 Hz).    
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Figure 5.5 Percentage of agreement between the DF calculated using FFT and the 

DF calculated using the AR spectral analyses techniques with different re-sampling 

frequencies for the 2048 AEGs during 20.478 second-long segments (3 consecutive 

windows of 6.826 s). Error bars represent 95% confidence intervals.  
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Figure 5.6 Percentage of agreement between the DF calculated using FFT and the 

DF calculated using the overall AR spectral analyses techniques with different re-

sampling frequencies for the 2048 AEGs during AF for 20.478 second-long 

segments (3 consecutive windows of 6.826 s). Error bars represent 95% confidence 

intervals. 

 

Figure 5.7 shows a typical case of a 3D representation of the DF maps of a 

6.826 s segment window using the FFT-based approach and the four AR spectral 

estimation techniques. The 3D DF using FFT was applied to the original AEG 

sampled at 1200 Hz (8192 samples) and the PSD using AR methods were obtained 

after 32 times down sampling (resulting Fs= 37.5 Hz) of the AEG (N=256 samples) 

with the selection of the model order p presented in the second column of table 5.1 
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(covering 95% of the intracardiac signals). Both methods showed similar 3D DF 

maps of AEG signals with a good agreement and the percentage of equal points 

between FFT vs. AR YW was 93.8%, FFT vs. AR Burg was 93.6%, FFT vs. AR 

Covariance was 93.8% and FFT vs. AR Modified Covariance was 93.2%.   
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Figure 5.7 3D representation of the DF maps using different techniques for spectral estimation: (a) FFT technique with the original Fs (1200 Hz); 

(b) AR – YW; (c) AR – Burg; (d) AR – Covariance and (e) AR – Modified Covariance. All AR methods used a re-sampled frequency of 37.5 Hz. 
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DF estimation using AR YW method with the Levinson-Durbin 

recursive algorithm has the advantage of being computationally efficient 

over the three other AR methods (Burg, Covariance and Modified 

Covariance) by the fact that AR YW method applies the Levinson-Durbin 

algorithm to calculate the AR coefficients, the data points of the interval 

are not used to compute the variance of the white noise (AR Covariance) 

and the reflection coefficients do not need to be calculated by the 

minimization of the backwards and forwards prediction errors (AR Modified 

Covariance and AR Burg). Aiming to observe the impact of the sampling 

frequencies to generate the 3D DF maps, the processing times of FFT and 

AR YW were measured for estimation of DF of the 2048 points and the AR 

times are shown in Figure 5.8. The processing time for the FFT was 7.65 s 

and as expected, the processing time for the AR YW decreased with lower 

sampling frequencies (higher down samplings levels): 5.44 s (Fs = 100 

Hz), 5.35 s (Fs = 75 Hz), 5.32 s (Fs = 60 Hz), 5.27 s (Fs = 50 Hz), 5.15 s 

(Fs = 40 Hz) and 5.05 s (Fs = 37.5 Hz). 

 

Figure 5.8 AR YW processing time. 
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5.4. DISCUSSION 

Spectral analysis has been used for a while as a tool to provide 

information about the physiological behaviour of the electrical activity of 

the heart. In terms of AF the large majority of the studies that applied 

spectral analysis to identify DF of local endocardial electrograms during 

EP procedures used an FFT-based approach. This method identifies the 

most prominent frequencies and intensities of the periodicities of a signal 

modelled by sinusoids. Amplitude and frequency variability of a signal 

associated with increase of signal complexity may be unfavourable to the 

use of this technique (Kay, 1987, Ng et al., 2006, Ng et al., 2007).  These 

limitations suggest the investigation of alternative spectral analysis 

methods (such as the AR-based approach) (Lovett and Ropella, 1992, 

Schlindwein and Evans, 1992) for analysis of the dynamic behaviour of 

AEGs. In addition, AR models can suitably describe AEGs from persAF 

patients resulting in white and uncorrelated residuals.  

In this study, we have implemented a non-Fourier-based spectral 

estimation technique with emphasis on selection of appropriate sampling 

rate and AR model order as an alternative tool to generate high density 3D 

DF maps. These could be used as a complementary tool to currently used 

time-based analysis for ablation in persAF patients. We showed that 3D 

DF maps of AEGs using AR spectral estimation techniques produce good 

levels of agreement when compared with the frequency maps recently 

validated using FFT-based approach (Salinet Jr et al., 2013b). The rates 

of DF agreement between AR techniques and FFT increased according to 
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higher levels of down sampling (lower sampling frequencies) on the AEGs 

(Figure 5.6). The Fs=37.5 Hz had the greatest level of agreement, while 

Fs=100 Hz had the lowest level of agreement (although the DF agreement 

difference is just around 2% lower). These results suggest that if a down 

sampling of 32 times is implemented in AEG of persAF patients, the 3D 

DF maps between FFT and AR model will have the highest level of DF 

similarity (an typical example of a 3D DF frame using a 6.826 s segment 

window is displayed on figure 5.7 with an average of the DF agreement 

between techniques at 93.6±029 %).  

Unfortunately, we could not assess which method estimated the 'true' 

DF that would represent the underlying AF behaviour for the recording 

points that the approaches disagreed. Simultaneous AF mechanism 

during persAF might cause uncoordinated waves collisions, which in turn 

can generate electrograms with short episodes of non-periodicity avoiding 

accurate predictions and therefore resulting in "false" interpretations by the 

FFT approach. 

The authors also observed that there were no significant differences 

(F3, 126=0.59; p-value = 0.62) between less usual AR spectral estimation 

techniques (Covariance, Modified Covariance and Burg) and the most 

studied AR technique (YW) although it has been argued that this method 

produces poorer spectral resolution than alternative AR algorithms (Kay, 

1987).  One important advantage of the YW approach is that it is much 

faster than the alternative AR spectral estimation techniques.  

An important decision in AR-based spectral analysis is that of the 

model order. The optimal order of AR can be computed using methods 
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described in the literature as used here. These methods are widely applied 

but they do not consider the complexity of each field (Biomedical, 

Financial, Geography, Mechanical …). So, the order suggested by the 

methods may need further adjustments. In our analysis, when using the 

orders selected (table 5.1), a good agreement of the DF maps produced 

using AR-based and FFT-based approaches was observed (Figures 5.5, 

5.6 and 5.7). Slightly higher orders can be used to improve spectral 

resolution, but that will increase processing time.  

Other studies on model order selection criteria for AR-based spectral 

estimation (Schlindwein and Evans, 1990)  concluded that the use of 

higher orders (overestimation) is better than using lower orders 

(underestimation). In addition, they observed that for shorter segments the 

methods are more likely to produce an underestimation of the model 

order. Most studies from different fields have implemented AR modelling 

mainly using the YW technique; we have seldom observed the use of the 

less-traditional AR methods of Covariance, Modified Covariance and Burg. 

Although the literature showed differences of spectral estimation between 

the methods for test signals, with the YW method faring slightly worse than 

the other three approaches (Kay and Marple, 1981), our results showed 

no significant differences, with a slight advantage to YW in terms of DF 

similarity and processing time (figures 5.5, 5.6 and 5.7). 

Our results suggest that AR YW approach can be used for spectral 

analysis of AEGs. We have studied the level of down sampling (DS); the 

model order (p); and the different AR parameter estimation methods which 
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can be used to produce the spectra and the DF maps in AEG signals from 

persAF patients (principle of parsimony). 

We have shown that 3D DF maps of AEGs from persAF patients can 

be obtained using AR-based spectral estimation even after aggressive 

electrogram down sampling resulting in maps very similar to those 

obtained using FFT. No significant differences between AR techniques 

were found, but AR YW has greater computational efficiency compared to 

the three other AR methods. Similarly, the processing time for the AR-

based approach is considerably shorter when lower orders and sampling 

frequencies are used, as higher levels of down sampling presented the 

highest rates of DF agreement in this study (Fs of 37.5 Hz). This is 

important when considering the possibility of implementing such technique 

in real-time with more advanced hardware and software environments 

(such as using parallel computational power available in current GPUs). 

This would represent an innovation that may have a high impact on clinical 

practice, allowing consideration of the 3D DF maps as part of the decision 

making process for targeting ablation in persAF. 
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6. REAL-TIME FREQUENCY MAPPING 

VISUALISATION USING GPUS 

 

6.1. INTRODUCTION 

DF mapping using high density of simultaneous AEGs has been shown 

throughout this thesis a powerful tool contributing to the currently 

knowledge on the understanding of the AF dynamic mechanism in persAF 

patients. The contents of this chapter has been partially published as an 

original article in a peer review journal (Salinet Jr et al., 2013b).   

The use of 3D DF mapping in real-time as an auxiliary clinical 

electrophysiological tool available in theatre, together with the currently 

used time domain voltage maps, to guide ablation would help cardiologists 

identify possible “driver” sites and propagation patterns that can be 

ablated with unprecedented accuracy.  

For real time implementations, an affordable and recently popular 

approach is to take advantage of the computational power of GPUs to 

speed up scientific computational codes (Kirk and Hwu, 2010). The 

parallel processing of GPUs, with hundreds of cores, allows considerable 

performance speedups.  

In this research, a multichannel signal analysis approach using GPUs was 

implemented including the identification and characterization of the DF in 
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each of the 2048 spectral estimations, followed by a 3D representation of 

the atrium chamber represented by the DF values. This achievement was 

possible due to the important collaborative contribution by Dr. João 

Comba and his PhD student Guillherme Oliveira both from the Federal 

University of Rio Grande do Sul who have worked in programming the 

GPU’s in C++ and also in the some of the visual aspects of the 3D 

frequency maps.  My contributions at this collaborative work were: ‘off-line’ 

data collection, Matlab codes created for signal processing and frequency 

analysis where the collaborative research group could reprogram in C++, 

QRS-T subtraction on the AEGs, Matlab code to calculate the FFTs using 

a single and multiples (4 cores) CPU cores through the Parallel 

Processing Toolbox, processing time calculation for the GPUs and CPUs 

to generate the 3D DF maps, data analysis, interpretation of results and 

statistics.  

6.2. MATERIALS AND METHODS 

6.2.1. HARDWARE  

A 3.4-GHz Pentium i7 quadcore desktop with a video graphic card Nvidia 

GeForce GTX 570 containing 480 GPU processors and  Matlab 64-bit 

R2012a software installed (with Parallel Processing Toolbox 6.0) was 

used to create the sequential DF maps.  
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6.2.2. SIGNAL PROCESSING  

Each of the simultaneous 2048 AEGs underwent a pre-processing stage 

including high-pass filter with at cut-off frequency at 1 Hz and ventricular 

far-field subtraction prior spectral analysis calculation. Both methods have 

been described in detail previously (see chapters 1 to 4). 

6.2.3. FREQUENCY MAPPING & PARALLEL PROCESSING 

After carrying out ventricular cancellation of the AEGs using the method 

described in chapter 3, spectral analysis was performed on each of the 

2048 points using FFT with a Hamming window to produce high density 

3D DF maps (Salinet Jr et al., 2013b). The zero-padding factor was set 

during the analysis between 1 and 5 for allowing the visualization of 

frequency powers at every 0.25 Hz and 0.05 Hz respectively.  

The GPU was programmed in C++ and created each DF map by 

computing the 2048 FFTs in parallel in the GPUs with the Nvidia CUDA 

Fast Fourier Transform library (CUFFT). Each GPU calculates in average 

4 FFTs. For comparison with the computer CPU performance, the 

program then identifies the frequency with highest amplitude for each FFT 

result, also in parallel, but now using CPU threads with OpenMP.  

CUFFT library allows double precision computation, we calculated the 

FFTs with single precision to reduce time spent sending the input data to 

GPU memory and the output data back to RAM. Also, using double 

precision, depending on the window size, can require more memory than 

the graphics card has available, so the computation of the 2048 FFTs 
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would have to be divided into multiple, smaller batches. With single 

precision, we can compute 2048 FFTs in a single batch, which means a 

single pair of input-in and output-out data transfers and faster 

computation. Aware that this could possibly decrease precision and lead 

to errors, we evaluated the difference between the single-precision GPU-

computed FFT results and the double-precision Matlab ones, and found 

the average mean squared-error values to be negligible. 

6.2.4. 3D FREQUENCY MAPPING VISUALIZATION 

3D visualization techniques were explored to improve the visual aspects 

and quality of the 3D frequency maps. Within the techniques, renderisation 

and camera light to the front face were used. The tools are based on the 

representation of the DF as colour maps onto a 3D anatomically accurate 

representation of the atrium.  

6.2.5. PROCESSING TIME  

Real-time frequency mapping implementations were tested by calculating 

the processing time of sequential 3D DF frames using three different 

protocols: a single CPU core, multiple CPU cores (four cores) and the 480 

GPU cores.  

6.3. RESULTS 

6.3.1. PROCESSING TIME 

Using a single CPU core (under Matlab), DF maps could be generated 

within 2.46±0.05 s. The processing time decreases to 2.03±0.03 s when 
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four Pentium cores are used (under Matlab). This means that the loading 

is about 50%. A real-time DF mapping implementation would therefore be 

possible by using just the CPU (Pentium) cores. Using the GPUs for FFT 

calculation decreases processing time to 0.27±0.01 s. This is 14.8 times 

faster than real time (a load of only 6.75%) (see Figure 6.1a). Even when 

the zero padding factor was increased to 5 (allowing visualization of 

frequency powers at every 0.05 Hz, which requires higher memory), the 

data processing using the GPUs was still 3.5 times faster than using 4 

CPU cores under Matlab (see Figure 6.1b). These results therefore 

suggest that, where possible, using GPU cores for independent 

calculations on large amounts of data is preferable. This would allow the 

use of the CPU Pentium cores to run other tasks concurrently— for 

example, controlling data acquisition and storage. The timings consider 

different choices of zero-padding and Figure 6.1 shows the different 

approaches.  
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(a) 

 

(b) 

Figure 6.1 (a) Comparison of processing times between single and 

multiple CPU cores and the GPU cores for a factor-2 zero-padding 

(frequency step of 0.125 Hz). (b) estimated processing time for different 

factors of zero-padding. 

 

6.3.2. FREQUENCY MAPPING VISUALIZATION 

The C++ visualization displays the 3D DF frames where each vertex 

colour represents DF of its respective AEG position. The fast rendering 

lets us perform rotation on the atrium surface, and we can modify the use 
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of an interactive colour scale at any time to help visually isolate regions 

where the DFs are above a given threshold.  

Two parameters can be set for consecutive sequential 3D DF frames: the 

zero-padding factor and the percentage of overlapping between input 

signal windows. Increasing the zero-padding factor will lead to a finer 

representation of the resulting frequencies of the FFTs and increasing the 

overlapping percentage creates more frames and a smoother animation 

that helps to understand how the different DF zones evolve over the 

surface along time.  

Figure 6.2 presents a 3D DF frame of the LA with two different views. This 

figure is similar to the one shown in chapter 2 (Figure 2.5), but in this case 

the visual renderisation and camera light techniques highlighted even 

more the DF clouds and the 3D surface producing images more similar to 

the images as visualised by the clinicians on commercial systems. 

 
Figure 6.2 3D DF mapping of the LA with two different views of the 3D DF 

mapping.  
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When windows overlap, more DFs are created, thus reducing the time 

difference between consecutive ones. The result is a smoother animation 

of the DF maps, which helps to track the movement of several frequency 

zones in the atrium. Figure 6.3 shows an example of such smooth 

animation, where the window length was 4 seconds, (a) a sequence of 

four consecutive 3D DF frames generated 2 s sequentially apart (50 % 

overlap) and (b) with an overlap of 92 %. The same configuration as 

Figure 6.3b but with an overlap of half a window (50 %) would display only 

the first and sixth frames. 
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(a) 

 

         (b) 

 

Figure 6.3 (a) Sequence of four consecutive 3D DF mapping frames that 

are 2 seconds apart for each representation (50% windows overlap). (b) 

consecutive DF maps using 92 % of overlapping between windows. Using 

more overlapping creates more frames and a smoother animation that 

helps to understand how the different DF zones evolve over the surface 

along time. 
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Associated with these maps and for further investigation, isolation of any 

particular area would also be automatically permitted, such the HDFAs 

believed to be a key point in the maintenance of this arrhythmia and track 

the trajectory of this area along time (for more details please refer to 

chapter 4). In Figure 6.4, we illustrate how the visualization of only the DF 

region can help doctors to identify the potential locations where ablation 

might take place. For this purpose, our tool needs to both identify the 

areas of highest DF, as well as use specific colour scales in the 

visualization to clearly identify these areas.  

 
 

Figure 6.4 3D DF mapping and highest DF identification. (a) the LA’s 3D 

representation, including the mapping of the DFs. The DFs (represented in 

a colour scale) help doctors visualize the behaviour of the atrium’s 

electrical activation in the frequency domain in real time. (b) the system 

can also automatically identify the region corresponding to the HDFA. 

 

This tool also allows monitoring the impact of the ablation procedure in the 

frequency domain by comparing the 3D DF maps before and after 

ablation. This helps verify the effectiveness of the procedure. Figure 6.5 

shows that a substantial reduction of both the DF frequency and the areas 
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with high frequency occur after a successful ablation procedure. The lower 

part of Figure 6.5 shows the DF maps reproduced on the flat 32 × 64 

matrix, while the top part shows them as a more useful 3D representation 

that takes the atrial geometry into consideration. 

    

              (a)                                                           (b) 

Figure 6.5 3D DF mapping of the LA of a patient with persAF. (a) the 

baseline DF map. (b) the DF immediately after the standard PVI 

procedure. This figure demonstrates a general reduction of the size of the 

DF areas, a reduction of the DF values, and a reduction in the complexity 

of the DF areas after the PVI procedure in this case.  

 

6.4. DISCUSSION 

Clearly, the processing time to calculate the 2048 FFTs using the GPU 

processors embedded in the video graphic card of the computer desktop 

showed the usefulness of this technique. In this case, the loading was 

under 7% (FFTs calculated in segments of 4 s) with the processing time 

14.8 times faster than real-time. Moreover, in parallel to the FFTs 



Chapter 6 – Real Time Frequency Mapping using GPUs 

168 

 

calculation by the GPUs, the multiple CPU cores from the desktop can still 

be used for other jobs, such as, controlling data acquisition and data 

transfer, or even displaying the results in more informative ways.  

This great performance is also accompanied with the relative low cost 

where a good trade-off is observed mainly by comparing with the 

expensive EAM systems currently used by clinicians to treat AF patients.   

The approaches described in this chapter allow the same current state-of-

the art bedside equipment used by clinicians nowadays to be easily 

modified to perform frequency domain analysis of the electrical activation 

of any chamber of the heart and generation of DF maps in real time. 

These 3D representations can be displayed with the same equipment and 

manipulated in exactly the same way as they are by cardiologists who 

perform the catheterization, and ablation procedures that are used for 

manipulating the time domain based images. With current technology and 

using a standard off-the-shelf PC with a modern graphics card, all of the 

approaches described here can be implemented and can help the 

cardiologist performing ablation in the theatre by displaying frequency 

domain-based information in real time.  

6.5. CONCLUSION 

With the advances in computing power and possibility of implementing 

more demanding mathematical manipulations of complex data, and the 

ability for producing and manipulating 3D imaging in real time as described 

here and recently validated (Salinet Jr et al., 2013b), it is now possible to 
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implement a system that measures the DF over say 2048 points and 

produces a 3D representation of the DF map in real time just as easily as 

the time domain voltage maps currently used to guide ablation.  

In this study the calculation of the FFTs by the GPUs was done after 

subtraction of ventricular far-field influence and its processing time was not 

considered here. The QRS-T removal method currently is the bottleneck of 

all processes to generate real-time 3D DF maps and its average 

processing time is in order of minutes when applied for short 2048 AEGs 

segments (up to 20 s).      
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7. MAIN FINDINGS, ORIGINAL 

CONTRIBUTIONS AND FUTURE RESEARCH 

ACTIVITIES 

 

 

7.1. INTRODUCTION 

Improving our understanding of the underlying AF behaviour is a key factor to 

contribute towards improving patient outcomes in special for persAF patients. 

Throughout this research different signal processing and visualisation techniques 

were developed and applied to simultaneous high density sets of AEGs obtained 

from persAF patients and displayed in the 3D representation of the patient's 

endocardium (Salinet Jr et al., 2010a, Salinet Jr et al., 2013b).  

7.2. MAIN FINDINGS OF THE THESIS 

 Development of the first real time high density 3D DF mapping to be 

potentially used as an auxiliary tool together with the current voltage mapping 

systems to help cardiologist performing ablation in the theatre (Chapters 2 

and 6 and (Salinet Jr et al., 2010a, Salinet Jr et al., 2013b)). 

 

 Development of a novel ventricular cancellation method for the AEGs where 

individual 'customised' and adaptive QRS-T segmentation is performed 

followed by a coherent subtraction strategy. Evidence has been shown that 

the novel approach is capable of reducing the ventricular influence on the 
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simultaneous high density AEGs which are affected even for areas far from 

the MV (Chapter 3 and (Salinet Jr et al., 2012b, Salinet Jr et al., 2013a)). 

 

 The atrial electrogram’s DF is not spatiotemporally stable invalidating the 

point-by-point sequential CM approach most commonly used to treat AF 

patients. In this method (see section 1.4.1 for more details), no measurements 

are made for significant duration between recordings and later the signals are 

assumed to be temporally stable and are merged together giving a false idea 

of being simultaneous. A lot of assumptions were made using this technology 

across basic science and clinical groups regarding the actual behaviour of the 

arrhythmia. The results of this thesis strongly support the notion that DF 

behaviour is dynamic and should be analysed ideally with simultaneous 

multipolar CM or NCM techniques and targeting sites of 'peak DF' from a 

single time frame is unlikely to be a reliable ablation strategy (Chapter 4 and 

(Salinet Jr et al., 2010b, Salinet Jr et al., 2012d, Salinet Jr et al., 2013d)). 

 

 Although there was lack of DF stability present in the AEGs, a certain degree 

of reappearance of DF activity over time was observed. The spatiotemporal 

analysis of the HDFA, represented by its CG, revealed the presence of 

localised, cyclical and irregular patterns of propagation (with predominance of 

local and cyclical activity) concentrated mostly in the LA roof followed by the 

PVs. The sites with highest DF showed a greater degree of organisation at 

their core (CG) compared to their periphery. In these areas (core) there were 

fast and organized activity and when moving to the HDFAs' periphery the DF 

organisation reduced significantly (multiple peaks at the electrograms' 
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spectrum) probably due to the collision of uncoordinated fibrillatory waves. 

The outcomes of this research provide further insight into potential 

mechanisms behind persAF (Chapter 4, Appendix and (Salinet Jr et al., 

2011b, Salinet Jr et al., 2012a, Salinet Jr et al., 2012d, Salinet Jr et al., 

2013d). 
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7.3. FUTURE RESEARCH OPPORTUNITIES  

The outcomes obtained throughout this Thesis open the opportunity for developing 

new, exciting research. Some of the suggestions below are already being started by 

the current researchers from the group (including myself) and other opportunities 

might be considered for a newly awarded PhD student position.  

7.3.1. PHASE ANALYSIS 

The progression state of the depolarisation/repolarisation cycle from the myocardium 

cells are directly related with the phases of the APs (Umapathy et al., 2010). 

Mapping the phase over time has been shown as an effective method for analysing 

the spatio-temporal behaviour during fibrillation (Gray et al., 1998, Samie et al., 

2001, Bray and Wikswo, 2002, Rogers, 2004, Umapathy et al., 2010, Pandit and 

Jalife, 2013). According to the investigators, the phase distribution changes over 

time depending on activation patterns and observation of the different phase patterns 

will contribute to the understanding of the fibrillatory dynamics and possibly clarify 

some of the AF mechanisms.  

Also, identifying locations in the atria where the phase progresses through a 

complete cycle from -  to  is of great interest in fibrillation. At these points, the 

phase becomes indeterminate and the activation wave fronts hinge on these points 

and rotate around them in an organized fashion forming re-entrant circuits (Samie et 

al., 2001, Umapathy et al., 2010, Pandit and Jalife, 2013). These points are called 

phase singularity (PS) points in the phase map. 

Phase analysis with automatic identification of PS points on high density of 

simultaneous electrograms recorded during AF in persAF patients will allow better 
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understanding of the role of PS points and their organisation during AF, such as, 

correlation of wave breaks with PS points and their spatio-temporal propagation 

behaviour. Using this tool we will be able to identify AF triggers and propagation 

paths which could be compared with the current outcomes obtained with the DF 

spatio-temporal analysis.  

The 3D endocardium surface can be colour-coded according to its phase. An 

example is shown in Figure 7.1 where the 3D surface is presented with two distinct 

orientations. The positions on the 3D with phase -π receive black and +π is white. Its 

respective 2D map (on the flat 32 × 64 matrix) is also presented giving the possibility 

to observe the entire surface area. The two marks on the 2D plot are PS points. The 

phase analysis was carried out by firstly performing zero-mean normalization. It was 

followed by identifying the imaginary part of the AEG signals after applying the 

Hilbert transform. Finally, the inverse tangent between surrogate signal and its AEG 

electrogram after zero-mean normalization allow generating the AF phase mapping.  
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FIGURE 7.1 Colour code representation of the LA according to the phase analysis 

on the AEGs calculated using Hilbert Transform. 

 

7.3.2. REAL TIME DF ABLATION IN PERSISTENT AF PATIENTS 

A research investigation using NCM has been approved by the Ethical Committee of 

the University of Leicester where a Medical Doctor Research fellow will be 

performing catheter ablation in persAF. This new project will provide data from both 

atria mapped using the EnSite array. Additionally, Body Surface Potential Maps 
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(BSPM) will be recorded with a 128-electrode ActiveTwo system (BioSemi, 

Amsterdam, Netherlands). Invasive and non-invasive analysis will be performed 

simultaneously before, during and after the ablation procedure. Prior to the 

procedure, 3D DF maps of the atria will be generated and the areas of highest DF 

will be analysed. The ablation strategy in each patient will considerer the 3D 

frequency maps and also time domain voltage maps currently used to guide ablation. 

This new project provides many opportunities for further studying the clinical impact 

of DF mapping. The analysis of DF maps throughout the procedure will increase 

knowledge about the relation between DF and the mechanisms behind AF indicating 

possible areas for treatment which would be best for a specific AF patient. 

Alternatively, if a direct relation between ablating high DF regions and the reduction 

of AF sources is found, that will provide further evidence that DF mapping is an 

important tool for persAF patients' treatment and should be considered to improve 

success rates. 

Besides this, by mapping both atria, knowledge can be gained regarding the effects 

of AF in one atrium on the other atrium. Since current research has focussed mainly 

on the LA, dual atrial mapping might give indications of high-DF sources in the RA, 

or interconnectivity between DF regions in both atria.  

Lastly, by combining invasive and non-invasive data, the correlation of DF maps on 

the body surface and heart cavity can be investigated. Recent research has shown 

that there is a good correlation between both maps when directly compared (Guillem 

et al., 2013). This project can further enhance this aspect. Additionally, after 

performing an inverse solution from BSPMs to epicardial data, this inverse solution 

and the endocardial map provided by the EnSite data can be compared to show the 
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correlation between endocardial and epicardial DF maps. This can again improve 

knowledge about the transmural propagation of AF signals. 

7.3.3. THREE-DIMENSIONAL COMPLEX FRACTIONATED ATRIAL ELECTROGRAMS 

(3D CFAE MAPS) 

A study proposed by Nademanee and colleagues (Nademanee et al., 2004) showed 

that ablation of areas identified with complex fractionated electrical activity (CFAE) 

suppressed the arrhythmia, being effective in both acute termination of AF and 

maintenance of sinus rhythm (Nademanee, 2011).  It is that still not a clear whether 

this ultra-rapid activity results from areas of abnormal conduction, rotors, neural 

activity or micro rotors (Crandall et al., 2009).   

Since CFAEs are defined as very low-amplitude electrograms with high-frequency 

(Nademanee et al., 2004), current definitions of CFAEs rely on contact bipolar 

mapping techniques where several different 'subjective' CFAEs definitions have 

been proposed in the attempt of optimizing CFAEs mapping (Nademanee et al., 

2004, Monir and Pollak, 2008, Nademanee et al., 2008, Porter et al., 2008, Roux et 

al., 2008, Verma et al., 2008, Solheim et al., 2010). However, our research group 

recently observed that applying distinct definitions results in different CFAE 

detections and consequently different results affecting both ablation strategies and 

outcome (Almeida et al., 2013a).  

This ongoing research has been investigating the current different definitions of 

CFAEs generated through 3D CFAE mapping tool and comparing these with 

successful ablated CFAE sites relating both with the CFAE definition and atrium 

subtract. 
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7.3.4. WAVELET TRANSFORM: ANALYSIS OF NONSTATIONARY SIGNALS 

A study involving more advanced methods such as Wavelet analysis allows us to 

perform time and frequency domain analysis and has become a powerful tool for 

analysis of non-stationary AF signals recorded in patients with AF (Houben et al., 

2010, Zhao et al., 2013). Briefly, wavelet technique is an approach able to 

decompose and describe other functions in frequency domain, so that we can 

analyse these signals in different frequency ranges and time providing a more 

sophisticated manner than the Fourier methods based on sine waves.  

In wavelet transform, the base function used for the decomposition is called mother 

wavelet. The analysis of the different windows is performed by varying the scale of 

the mother wavelet function and translating it in time. The wavelet transform provides 

a significant advantage on analysis of discontinuities when compared to the Fourier 

transform and the STFT (Short Time Fourier Transform). This approach allows 

decomposing the signal into spectral components on the scales of the mother 

wavelet function, and also identifying the temporal location of high frequency 

components, even with low amplitude. In other words, wavelet transform allows 

determining not only "what are" the frequency components, but also "when" these 

frequencies occur.  

The use of Wavelets on the high density simultaneous AEGs will allow investigating 

the time-frequency characteristics during persAF. We believe that this technique will 

help us to understand the fibrillatory dynamics and possibly clarify some of the AF 

mechanisms, even when fractionated electrograms are considered  (Houben et al., 

2010). 
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7.3.5. NONLINEAR ANALYSIS IN ATRIAL FIBRILLATION 

The use of linear modelling techniques employed in the majority of AF studies 

neglects the possible presence of nonlinear components which may have a clinical 

impact (Alcaraz and Rieta, 2008, Diaz et al., 2008). Nonlinear analysis on epicardial 

AF signals evidenced an underlying non-linear mechanism for each different AF type 

(Hoekstra et al., 1995). In addition, nonlinear spatiotemporal interactions and 

changing characteristics of nonlinear parameters were observed by Mainardi et al.  

(Mainardi LT et al., 2001) and Censi et al. (Censi et al., 2000).   

Objective measures of disorganisation (‘fractionation’) of AF signals, in special 

CFAE, throughout non-linear techniques can potentially allow investigators to study 

the irregular dynamics present in AF electrograms and identify organisation of 

electrograms during AF and identify possible CFAE sites. We have recently initiated 

non-linearity studies on AEGs recorded in persAF patients (Salinet Jr et al., 2012c, 

Almeida et al., 2013b). In these studies two distinct Entropy measurements 

(Approximate entropy and Negative entropy) were applied to explore signal 

complexity and gaussianity. Further investigation using the above methods and 

possibly other non-linear techniques might allow quantification of CFAEs by 

objectively measuring the organisation of electrograms during AF. 
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APPENDIX  

 

Spatiotemporal Characteristics of DF 

Organisation during Sequential Mapping 

 

This study aimed to investigate the spectral property of electrical signals assessing 

spatio-temporal characteristics of the organisation index (OI) of DF areas during 

persAF. Part of this study was published at (Salinet Jr et al., 2013c).  

 

Methods: 

3D DF and OI maps 

DF and OI were calculated for the 2048 simultaneous AEGs over 20 s (windows of 

4s with 50% overlap) after QRST subtraction (see section 1.5.7 for OI definition, 

Chapter 2 for the 3D DF and 3D OI maps and Chapter 3 for ventricular cancellation 

on the AEG signals). Briefly, OI is calculated by dividing the area under the DF and 

its harmonics by the total area of the AF spectrum range (see Figure 1 for 

illustration). The higher the OI the more organized the AF signal is. This index allows 

investigators to identify how 'dominant' the DF is across the whole AF spectrum.  
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Figure 1 Spectrum of an AF electrogram showing the DF and its harmonics. The OI 

is calculated by dividing the area of the DF and its harmonics by the total area of the 

AF spectrum range (see section 1.5.7 Dominant Frequency ‘Organisation’ Indices for 

more details).  

 

Once calculated the DF and its respective OI for each simultaneous point, sequential 

3D DF and OI maps were obtained. The atrial electrogram’s DF for each segment 

along time is colour coded on the atrium 3D surface according to the frequency 

value. The OI maps were generated by the similar principle with the same colours 

range (purple for lower DF/OI values and dark-red for higher) (see Figure 2).  
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Figure 2 Example of a 3D DF map with its respective 3D OI map. The OI values 

were obtained according to Equation 1.5 and illustrated in Figure 1. Both maps were 

generated simultaneously using the same colours range.  

 

Spatiotemporal Analysis 

Once the 3D DF maps and their correspondent 3D OI maps were generated, the DF 

and OI spatio-temporal characteristics were investigated further. The spatio-temporal 

analysis focused in testing if HDFAs consistently present higher organisation 

(HOIAs). That was followed by investigating the temporal stability of the OI points to 

see if the behaviour is similar as evidenced by the DF lack of temporal stability 

(Chapter 4, section Temporal Stability Analysis).   

 

Organisation Analysis 

For each sequential DF map, the HDFAs were identified with its boundary defined as 

where DF drops 0.25 Hz from maximum (see Chapter 4 for more details). Its CG was 

3D DF 3D OI
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then found. The mean OI at the CG of the HDFA (OICG) was compared with the 

mean OI at periphery (OIPer) (see Figure 3).  To calculate the OICG, 25 points were 

considered (CG point in black plus its 24 neighbours in light green) and for the OIPer 

all points at the entire boundary were chosen. 

 

 

Figure 3 3D DF and OI maps focusing on the HDFAs identification. (left-hand side) 

3D representation including the mapping of the DFs. (middle) The region with the 

HDFA is identified. (right-hand side) DF organisation from the HDFA showing that 

the OI at the core has a higher organisation when compared with its periphery. To 

calculate the OICG 25 points were selected: CG point in black and its 24 neighbours 

in light green. For OIPer all points at boundary of the highest DF area were selected.  
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Statistics 

All continuous variables are expressed as mean ± standard deviation. Normally 

distributed data were analysed using paired and unpaired Student’s t-test.  

Results 

Spatiotemporal Analysis 

HDFAs did not bear consistent spatial relationship with highest OI. A typical example 

summarising the two different cases observed are presented in Figure 4.  On the left-

hand side, HDFA (dark orange) presents higher DF organisation when compared 

with the remaining DF areas of the 3D DF frame. Looking inside of the HDFA we 

could observe that part of this area presents even higher DF organisation. In 

contrast, case 2 shows that the HDFA presented much lower organisation when 

compared with the remaining areas. In Figure 4 (right-hand side) the HDFA (orange) 

presents lower OI followed by a slight intra DF gradient where the lower DF-value 

cloud (green) presented DF organisation.   

The temporal stability analysis of the sequential 3D maps revealed that as DF 

(results from Chapter 4) the OI also lack temporal stability. Figure 5 presents data 

showing that the percentage of stable DF and OI decreased over time with a time 

constant of 3.04 s and 2.37 s respectively. Table 1 presents the population's time 

constant decay for both DF (τDF) and OI (τOI).   

Table 1 Overall DF and OI temporal stability (time constant) 

 

* 0.25 Hz threshold; ** 0.1 threshold 
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Figure 4 "H-DF-As correspond to Highest Dominant Frequency Areas". H-DF-As did not bear consistent spatial relationship with 

highest OI. (left-hand side) Case 1: HDFA (dark orange) presents higher DF organisation when compared with the remaining DF 

areas of the 3D DF frame. Looking inside of the HDFA there is a small area presenting even higher DF organisation. (right-hand 

side) HDFA (orange) presents lower OI but next to this area there is slight lower DF-value cloud (green) presenting much higher DF 

organisation.  
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Figure 5 Percentage of stable DF and OI points over time. It can be observed that 

the number of stable DF and OI points out of 2048 AEGs decreases with time in an 

exponential pattern with time constants of 3.04 s and 2.37 s respectively for 0.25 Hz 

and 0.1 thresholds. 

 

Organisation Analysis 

Sites with highest DF showed a greater degree of organisation at their core (CG) 

compared to their periphery. Figures 6 and 7 illustrate two typical examples of 3D DF 

and OI frames highlighting this behaviour. In figure 6 two distinct points were 

selected (one at the core and other at the periphery) and the respective electrograms 

and spectrum presented. Although the DF at the core (CG) is similar when compared 
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with the periphery (8 Hz vs. 8.1 Hz), the DF organisation at the periphery is 

considerable lower (0.23 vs. 0.53). Similarly, Figure 7 shows that the DFs at the core 

and periphery are equal (7.8 Hz), but the DF organisation 0.58 and 0.31 respectively.  

 

Figure 6 DF and OI mapping focusing on the HDFA identification. (left-hand side) 3D 

representation including the mapping of the DFs. (middle) The region with the HDFA 

is identified. (right-hand side) DF organisation from the HDFA shows that the OI at 

the core has a higher organisation when compared with its periphery. The 

electrogram of a point at the core and its spectrum are also presented and compared 

with a point at the periphery. 
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Figure 7 Another typical example showing the HDFA with a greater degree of 

organisation at the core (CG) compared to its periphery. 

 

The analysis was expanded to the remaining persAF patients (total of 72 sequential 

3D maps analysed). The OICG and OIPer for each patient are presented in Table 2. 

The mean OICG and OIPer of the population was 0.43±0.17 and 0.36±0.10 

respectively (p=0.0061), CI [0.0186 0.1095], 95% confidence level. The mean cloud 

size of the HDFAs around 12.2±5.2% of the entire LA surface. 
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Table 2 Degree of DF organisation at their core (OICG) vs. at the periphery (OIPER)  

 

 

Conclusions 

Our results showed that areas of high DF and OI are not spatially consistent. Two 

typical cases were identified showing that in some cases HDFAs matched with 

HOIAs and in others they did not (HOIAs matched with areas of lower frequencies). 

As noticed for DF, the relevant OI areas are not spatio-temporally stable.  More 

importantly, sites with highest DF showed a greater degree of organisation at their 

core (CG) compared to their periphery. This provides further insight into the potential 

mechanisms of persAF areas where regular, fast and organized activity was found at 

the core of the HDFAs and when moving to the HDFAs' periphery the DF 

organisation reduced significantly (multiple peaks at the electrograms' spectrum) 

probably due to collision of uncoordinated fibrillatory waves. This is consistent with 

the presence of dynamic HDFA activity triggering AF with fibrillatory conduction at its 

boundary.  
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