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ABSTRACT
The intensity of H+

3 emission can be driven by both temperature and density, and when fitting a
set of infrared H+

3 line spectra, an anticorrelation between the fitted temperatures and densities
is commonly observed. The ambiguity present in the existing published literature on how to
treat this effect puts into question the physical significance of the derived parameters. Here,
we examine the nature of this anticorrelation and quantify the inherent uncertainty in the
fitted temperature and density that this produces. We find that the uncertainty produced by
the H+

3 temperature and density anticorrelation is to a very good approximation equal to the
uncertainties that are derived from the fitting procedure invoking Cramer’s rule. This means
that any previously observed correlated variability in the observed H+

3 temperature and density
outside these errors, in the absence of other error sources, are statistically separated and can
be considered physical. These results are compared to recent ground-based infrared Keck
Near InfRared echelle SPECtrograph (NIRSPEC) observations of H+

3 emission from Saturn’s
aurora, which show no clear evidence for large-scale radiative cooling, but do show stark
hemispheric differences in temperature.
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1 IN T RO D U C T I O N

The infrared spectrum of the very simplest molecular ion, H+
3 , was

first observed in the laboratory by Oka (1980) and has since been
used as a valuable tool to the study physical conditions of both
the upper atmospheres of the giant planets (Drossart et al. 1989),
molecular clouds (McCall et al. 1999) and the interstellar medium
(Geballe & Oka 1996). It is formed very efficiently via the ionization
of H2, and H+

3 produced in these environments reveals the injec-
tion of energy sufficient to ionize atomic and molecular hydrogen.
This energy is generally either in the form of ultraviolet radiation
or energetic particles (Miller et al. 2000, 2006). By analysing the
H+

3 ν2 ro-vibrational P, Q and R branches of the spectrum (de-
fined by change in rotational quantum number, �J = 1, 0, and −1,
respectively), one can derive both the temperature and density of
the emitting ions. In conditions of local thermodynamic equilib-
rium (LTE), the H+

3 ion temperature is equal to the temperature
of the surrounding neutrals, which in the case of a planetary at-
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mosphere means that the ionospheric H+
3 temperature is equal to

the thermospheric temperature. Thus, we can use ground-based IR
observations of H+

3 emission from astrophysical sources to deter-
mine the physical properties of the medium in which these ions are
emitting (Miller et al. 2006).

Emission from H+
3 was discovered at the polar regions of Jupiter

by Drossart et al. (1989), and is observed to have temperatures
ranging between 800 and 1200 K (Lam et al. 1997; Stallard et al.
2002). These high temperatures are driven by the large-scale mag-
netospheric currents that inject energy, mainly in the form of Joule
heating (Cowley & Bunce 2003; Melin et al. 2006). In contrast, the
temperature of Saturn’s auroral ionosphere was determined to be
much cooler than that of Jupiter, at 450 ± 50 K (Melin et al. 2007).
More recent observations by Melin et al. (2011a), Stallard et al.
(2012) and O’Donoghue et al. (2014) yielded higher temperatures
at Saturn, between 500 and 600 K. In addition to the auroral com-
ponent of H+

3 , it is also produced across the entire disc of the planet,
generated by solar ionization of molecular hydrogen (Stallard et al.
2012; O’Donoghue et al. 2013).

The H+
3 temperature at Uranus is seen to vary over very long time-

scales, cooling from ∼740 K in 1992 to ∼530 K in 2011 (Melin et al.
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Figure 1. The intensity of the H+
3 Q(1, 0−) at 3.953 µm (solid) and H+

3
Q(3, 0−) at 3.986 µm (dashed) lines as a function of temperature. The two
lines evolve at different rates, and the ratio of the two can be used a proxy
for the temperature. The dotted line indicates where the ratio of the two lines
is equal to 1, occurring at a temperature of 737 K.

2011c, 2013), suggesting either a seasonal or long-term magneto-
spheric control of the thermal state of its upper atmosphere. The
mechanism that controls these temperatures remains poorly under-
stood.

H+
3 emissions from Neptune remain undetected (Feuchtgruber

& Encrenaz 2003; Melin et al. 2011b), suggesting an anomalously
rarefied H+

3 ionosphere. This is surprising, as Voyager 2 observed
∼few × 109 m−3 peak electron densities at both Uranus (Tyler
et al. 1986) and Neptune (Tyler et al. 1989). This may mean that
H+

3 is not an important constituent of the ionosphere at Neptune,
perhaps being quenched by hydrocarbons extending high into the
thermosphere (Melin et al. 2011b).

The differences in intensity of the H+
3 emission observed at Earth

from Jupiter, Saturn, and Uranus are driven mainly by temperature.
Fig. 1 shows that the intensity of the Q-branch emission of H+

3

increases at an exponential rate as the temperature increases. For
example, the intensity of the H+

3 Q(1, 0−) transition at 1000 K
is 14 times more intense than at 500 K, as illustrated in Fig. 1.
Hence, the observed intensity of H+

3 is driven both by temperature
(exponentially) and the number of ions that are emitting (linearly)
– this is explored in more detail in Section 3. The confidence with
which the parameters can be determined is governed principally by
the fidelity of the observed spectrum – parametrized by the signal-
to-noise ratio (SNR).

An anticorrelation between the fitted H+
3 temperature and density

has been noted by Lam et al. (1997) and Raynaud et al. (2004), both
of whom analysed auroral emission from Jupiter. They noted for
a particular fit, the range of possible temperatures and densities
is potentially large, such that the anticorrelation introduces larger
uncertainties than the statistics of the spectral fit would suggest. If
this assessment is correct, what is the appropriate method by which
to assign uncertainties to these parameters? In other words, when
do we become ‘certain’ that our uncertainties are large enough?

There is also an argument to be made that the H+
3 temperature

and density anticorrelation is actually a real physical effect – this
is known as the H+

3 thermostat (Miller et al. 2010). If a region
in the ionosphere contains more H+

3 ions than another region (at
the same temperature), it radiates more IR energy to space, which
has the effect of cooling the surrounding thermosphere. In such a
way, we may expect high-density regions to be cooler than low-
density regions. This effect has been shown to be very important

for extrasolar planets that orbit close to their parent star (Koskinen,
Aylward & Miller 2007). We may also expect an anticorrelation
to exist if different altitude of the ionosphere are sampled, with
high-altitude regions being hotter and less dense, while low-altitude
regions are cooler and more dense (e.g. Lystrup et al. 2008).

The ambiguity in the published literature regarding how to treat,
and trust, the errors on the H+

3 temperature and column-integrated
density enforces the need to quantify this in some detail. Both Lam
et al. (1997) and Raynaud et al. (2004) identified the interdepen-
dence of these two parameters, giving rise to an apparent anticorre-
lation when analysing a set of H+

3 spectra with modest SNR. Both
of these studies used a least-squares fitting routine to derive the H+

3

parameters by minimizing the difference between the observed and
modelled theoretical spectra (see Section 3).

Here, we fit a large set of synthetic H+
3 spectra at known tem-

peratures and densities, for a wide range of SNRs, to investigate
if the effects of the H+

3 temperature and density anticorrelation
produce larger physical uncertainties than those produced by the
fitting process. We then apply these findings to Keck Near InfRared
echelle SPECtrograph (NIRSPEC) observations of Saturn’s polar
ionosphere.

2 K ECK O BSERVATI ONS

Recently, the analysis of IR Keck NIRSPEC (McLean et al. 1998)
observations of H+

3 emission from the northern and southern auro-
ral regions of Saturn presented by O’Donoghue et al. (2014) show
a clear anticorrelation between the fitted temperature and column
integrated density between separate observations. With relatively
modest SNR – about 20 – the range of possible temperature and
density values a particular spectrum can assume is large, and the
two parameters are highly anticorrelated. This is seen in Fig. 2,
showing the fitted H+

3 temperatures for each hemisphere as a func-
tion column-integrated densities (from table 1 in O’Donoghue et al.
2014). The fitting routine is described in more detail in Section 3.

Figure 2. The H+
3 temperature and density derived from Keck NIRSPEC

observations of Saturn’s northern (stars) and southern (crosses) aurora from
the 2013 April 17 (O’Donoghue et al. 2014). The Pearson correlation coeffi-
cient between temperature and density for the northern aurora is −0.72 and
−0.52 for the south, making them high and moderately correlated, respec-
tively. The dashed lines show the un-weighted linear fit to each hemisphere,
clearly showing the anticorrelation.
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Figure 3. (a) The Keck NIRSPEC H+
3 spectrum of Saturn’s northern aurora,

covering 14 min of exposure (7 min on Saturn). The H+
3 line assignments are

indicated, all of which are from the Q-branch (�J = 0). This spectrum fits to
T = 528 ± 17 K and N = 1.8 ± 0.3 × 1015 m−2. (b) The H+

3 spectral model
(offset by +0.1 in y), and the random noise (offset by −0.1 in y). (c) The
two model components combined, comparing well to the actual NIRSPEC
observations of (a).

There are 10 H+
3 spectra for each hemisphere, each covering

14 min, for a total of about two hours of observation, with a wave-
length range spanning from 3.95 to 4.0 μm at a spectral resolution
of R = λ/�λ ∼ 25 000. An example Keck NIRSPEC H+

3 spectrum
can be seen in Fig. 3(a). The temperature and density spectral fits
for all the spectra can be seen in Fig. 2, with errors produced by the
fitting program. This region contains, amongst others, the H+

3 Q(1,
0−) and Q(3, 0−) ν2 → 0 vibrational transitions – the intensity per
molecule of these lines as a function of temperature can be seen in
Fig. 1. See McCall (2001) for more details on the H+

3 line notations.
Since the ratio of the intensity of these two lines changes drastically
over the range of temperatures observed at the giant planets, this
region has been used in many previous studies to determine the
physical conditions of the upper atmospheres of the giant planets
(see Miller et al. 2006, and references therein).

The H+
3 temperature and density of the Keck spectral data of

O’Donoghue et al. (2014), shown in Fig. 2, was fitted using Cramer’s
rule (Bevington & Robinson 2003), applying it to the spectral func-
tion described detailed in Section 3. For the 10 sets of observa-
tions, the mean northern temperature is 527 K with an average error
(as given by Cramer’s rule) of 18 K, and a standard deviation of
11 K, whist the average temperature of the south is 583 K with a
mean error of 13 K and a standard deviation of 5 K. The H+

3 col-
umn density is moderately higher in the north at 1.6 × 1015 m−2

with a mean error of 0.3 × 1015 m−2 and a standard deviation of
0.2 × 1015 m−2, whereas in the south the density is 1.2 × 1015 m−2

with the mean error and standard deviation both being 0.1 × 1015

m−2. The correlation coefficient in the north is −0.72 with the
south being −0.52, suggesting a strong to moderate anticorrelation,
respectively.

By virtue of the larger temperatures in the south, emission from
that pole is more intense by a factor of 1.5. Therefore, with the
same amount of noise present for all spectra, the signal to noise in
spectra from the south will have an SNR 1.5 times that of the north.
Given the ambiguity in the published literature on how to treat the

anticorrelation between H+
3 temperature and density, it is currently

unclear how to fully capture the inherent uncertainties of the two
parameters.

3 SY N T H E T I C MO D E L S P E C T R A

In order to investigate what implications the anticorrelation be-
tween H+

3 temperature and density have on the uncertainty on these
parameters, we construct a large set of synthetic spectra, at given
temperatures and densities, for a range of SNRs, and fit these using
our standard fitting routine. We then compare the standard deviation
of our fitted parameters to the error produced by the routine. These
results can then be applied to interpret the Keck observations of
Saturn.

The H+
3 spectrum, I(N, T, λ), can be theoretically treated as a

sum of Gaussians, each describing a ro-vibrational transition at a
temperature, T, and density, N:

I (N, T , λ) = N

all∑
l=0

I (l, T ) exp
−(λ − (λl + s(λ))2

2σ (λ)2
+ b(λ), (1)

where I(l, T) is the intensity per molecule of ro-vibrational transition
l at temperature T, λl is the wavelength that transition l emits at, σ (λ)
is the wavelength-dependent spectral line width, s(λ) is the wave-
length offset between observed and theoretical line wavelengths,
and b(λ) is a function that describes the background emission upon
which the H+

3 emission is situated. The function I(l, T) is given by
the following expression:

I (l, T ) = gl(2Jl + 1)hcωlAl

4πQ(T )
exp

(−E′
l

kT

)
, (2)

where for each transition l, gl is the spin degeneracy, Jl is the angular
quantum number of the upper level, h is Planck’s constant, c is the
speed of light, ωl is the transition frequency, Al is the Einstein
A coefficient for spontaneous emission, Q(T) is the temperature
dependent H+

3 partition function, E′
l is the energy of the upper level

and k is Boltzmann’s constant. The parameters for the H+
3 line

transitions are obtained from Neale, Miller & Tennyson (1996), and
the partition function is given by Miller et al. (2010).

Since σ (λ), s(λ) and b(λ) in equation (1) are polynomials that can
take, in principle, any number of coefficients (but at least one), the
minimum number of free parameters of equation (1) is five (i.e. T, N,
σ , s and b), which is the number used here. Several previous studies
(e.g. Melin et al. 2007; Lystrup et al. 2008; Melin et al. 2011b,c,
2013; O’Donoghue et al. 2014) have minimized the parameters of
equation (1) using Cramer’s Rule. This method is outlined in Melin
et al. (2013).

Here, a large set of synthetic spectra is generated for temperatures
between 400 and 1200 K in steps of 100 K, for a range of SNRs
between 3 and 1000. For each synthetic spectrum b = 0, s = 0
and σ = 10−3 μm, with 1024 spectral elements (modelled pixels)
modelled between 3.95 and 4.00 μm to correspond to the spectral
range observed with Keck NIRSPEC (O’Donoghue et al. 2014).
For each temperature and SNR combination, 1000 synthetic spectra
were created, producing a total of 198 000 spectra used for this
study. The column density acts only as a constant multiplier of
the intensity, and is here is kept at a constant 1016 m−2 for all
models. Each synthetic spectrum is the sum of the model spectrum
and a noise level appropriate to the desired SNR. The model is
described by equation (1) and the noise is generated by the IDL

randomu function. An example of the two components and the
resulting synthetic spectrum can be seen in Fig. 3, which also shows
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Figure 4. The fitted H+
3 density as a function of temperature for fixed temperatures of 400, 800 and 1200 K, and for SNRs of 5, 10, 20 and 50. Each plot

contains 1000 points, each signifying an individual fit to a synthetic H+
3 spectrum at temperature T. The bold blue line shows the standard deviation in both

temperature (horizontal) and density (vertical) of these fits, and the thin red line shows the average errors on these two parameters, as given by the fitting routine.
These two lines are always similar within a few per cent. The percentage error on both parameters is also given. The higher the SNR, the better constrained the
H+

3 temperature and density becomes.

a spectrum obtained by Keck NIRSPEC (from O’Donoghue et al.
2014), for comparison. The synthetic spectrum in Fig. 3(c) compares
well to the real spectrum in Fig. 3(a). For this study, a total of
198 000 synthetic spectra are fitted to determine T and N, a large
enough sample for us to address the statistical behaviour of the
anticorrelation between the H+

3 temperature and density.
Fig. 4 shows a subset of the model fits, with each plot showing the

result of 1000 spectral fits to synthetic spectra at a given temperature
and SNR. Tables 1 and 2 show the errors on temperature and density,
respectively, for the range of temperatures and SNRs considered
here. These errors represent the lower limit that is achievable when
fitting H+

3 Q-branch spectra.
This modelling effort relies on the assumption that LTE applies,

an assumption that has been shown to break down at high altitudes
at both Jupiter and Saturn (Melin et al. 2005; Tao, Badman &
Fujimoto 2011). However, the fundamental ν2 → 0 transitions are
the least affected by this (Melin et al. 2005) such that we can assume
conditions of quasi-LTE (Miller et al. 2006), which is to say that
whilst some departures from LTE may exist, the LTE assumption
remains valid.

4 R ESU LTS AND DISCUSSION

For each temperature and SNR, we plot the H+
3 temperature as a

function of density, and compare the mean error of these parameters

to the standard deviation of the fitted values. Fig. 4 shows the fitted
temperature and density for temperature of 400, 800 and 1200 K,
for a range of SNRs of 5, 10, 20 and 50. The thick blue bar shows
the standard deviation of the fitted values, while the thin red lines
shows the mean error, as provided by the fitting routine.

For each temperature and SNR, a total of 1000 spectra are fitted,
and we expect the standard deviation of temperatures and densities
to represent the 1σ uncertainty of these parameters. Here, as seen
in Fig. 4, we find that the mean errors provided by Cramer’s rule
are almost identical to the standard deviation on the fitted values
– and we conclude that the errors that come out of Cramer’s rule
fully capture the uncertainty introduced by the interdependence of
H+

3 temperature and density. This is in contrast to the findings of
Lam et al. (1997). We do however, note that the H+

3 total emission
parameters formulated by Lam et al. (1997) remains a very useful
parameters, signifying the energy lost by radiation to space.

This work suggests that the correlation between H+
3 temperature

and density that exists outside of the error bars observed by Raynaud
et al. (2004) and Lam et al. (1997) in the auroral region of Jupiter
is real. This may be evidence of either (a) the thermostat effect,
where by dense regions of H+

3 radiate away more energy than less
dense ones, or (b) that different altitudes of the ionosphere are
sampled, with high-altitude regions being less dense and hotter than
lower-altitude regions. Any altitudinal differences in where the H+

3

emission peak occurs could be driven by the energy of the particle
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Table 1. The average error of the H+
3 temperature, �T, in Kelvin, as a function of observed temper-

ature (T) and SNR for all 198 000 synthetic spectra fitted here (1 000 for each temperature and SNR
combination).

SNR / T → 400 K 500 K 600 K 700 K 800 K 900 K 1000 K 1100 K 1200 K

3 27.3 35.6 46.8 67.7 94.2 123.8 158.0 189.8 220.5
4 20.5 26.7 34.9 50.4 70.4 93.4 118.2 142.5 167.6
5 16.4 21.3 27.8 40.3 56.0 74.3 93.5 115.2 135.2
6 13.7 17.8 23.1 33.5 46.4 61.3 78.0 95.0 112.8
7 11.7 15.3 19.8 28.7 39.7 52.4 66.7 81.4 96.7
8 10.2 13.3 17.3 25.1 34.7 45.7 58.3 71.1 84.6
10 8.2 10.6 13.8 20.1 27.7 36.6 46.4 57.0 67.5
12 6.8 8.9 11.5 16.7 23.1 30.5 38.8 47.4 56.4
14 5.8 7.6 9.9 14.3 19.8 26.1 33.1 40.6 48.3
16 5.1 6.6 8.6 12.5 17.3 22.8 29.0 35.6 42.2
18 4.5 5.9 7.7 11.1 15.4 20.3 25.7 31.6 37.6
20 4.1 5.3 6.9 10.0 13.8 18.3 23.2 28.4 33.8
25 3.3 4.2 5.5 8.0 11.0 14.6 18.5 22.7 27.1
30 2.7 3.5 4.6 6.7 9.2 12.2 15.4 19.0 22.6
35 2.3 3.0 4.0 5.7 7.9 10.4 13.2 16.2 19.3
40 2.0 2.7 3.5 5.0 6.9 9.1 11.6 14.2 16.9
50 1.6 2.1 2.8 4.0 5.5 7.3 9.3 11.4 13.5
75 1.1 1.4 1.8 2.7 3.7 4.9 6.2 7.6 9.0
100 0.8 1.1 1.4 2.0 2.8 3.6 4.6 5.7 6.8
250 0.3 0.4 0.6 0.8 1.1 1.5 1.9 2.3 2.7
500 0.2 0.2 0.3 0.4 0.6 0.7 0.9 1.1 1.4
1000 0.1 0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Table 2. The percentage error of the H+
3 column integrated density, �N, as a function of observed

temperature (T) and SNR.

SNR / T → 400 K 500 K 600 K 700 K 800 K 900 K 1000 K 1100 K 1200 K

3 58.4 47.0 40.9 41.7 41.6 40.5 37.7 34.6 31.1
4 43.4 35.1 30.7 31.1 31.0 30.0 28.0 25.7 22.6
5 34.6 28.0 24.5 24.9 24.7 23.9 22.5 20.2 17.4
6 28.8 23.4 20.5 20.7 20.6 20.0 18.6 16.9 14.7
7 24.6 20.1 17.5 17.8 17.7 17.1 16.0 14.5 12.6
8 21.5 17.5 15.3 15.5 15.5 15.0 14.0 12.8 11.0
10 17.2 14.0 12.3 12.4 12.4 11.9 11.2 10.1 8.8
12 14.3 11.7 10.2 10.4 10.3 9.9 9.3 8.5 7.3
14 12.3 10.0 8.8 8.9 8.8 8.5 8.0 7.2 6.3
16 10.7 8.8 7.7 7.8 7.7 7.5 7.0 6.3 5.5
18 9.5 7.8 6.8 6.9 6.9 6.6 6.2 5.6 4.9
20 8.6 7.0 6.1 6.2 6.2 6.0 5.6 5.1 4.4
25 6.9 5.6 4.9 5.0 5.0 4.8 4.5 4.1 3.5
30 5.7 4.7 4.1 4.1 4.1 4.0 3.7 3.4 2.9
35 4.9 4.0 3.5 3.5 3.5 3.4 3.2 2.9 2.5
40 4.3 3.5 3.1 3.1 3.1 3.0 2.8 2.5 2.2
50 3.4 2.8 2.5 2.5 2.5 2.4 2.2 2.0 1.8
75 2.3 1.9 1.6 1.7 1.7 1.6 1.5 1.4 1.2
100 1.7 1.4 1.2 1.2 1.2 1.2 1.1 1.0 0.9
250 0.7 0.6 0.5 0.5 0.5 0.5 0.4 0.4 0.4
500 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.2 0.2
1000 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

precipitating, depositing their energy at different altitudes (Galand
et al. 2011; Tao et al. 2011).

In practical terms, one can effectively increase the SNR by in-
creasing the integration-time for each spectrum. This would have
the effect of decreasing the error bars on both the temperature and
density, revealing parameters closer to those that truly characterize
the ionosphere system. If an anticorrelation is still observed within
a sequence of high SNR H+

3 spectra, then this could be evidence for

H+
3 acting as a thermostat, effectively radiating energy away from

the planet.
Fig. 4 shows that the uncertainties on the H+

3 temperature and
density are not constant for different temperatures observed at the
same SNR, and that the nature of the anticorrelation is a function
of temperature. At 1200 K, the percentage error on the density is
smaller than at 400 K, whilst the percentage error on the tempera-
ture is larger by about a factor of 2. In addition, the slope of the
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Figure 5. The percentage error of the H+
3 temperature (�T/T) as a function

of SNR and fitted temperature. The black cross and the red star show the
southern and northern aurora of Fig. 2, respectively.

Figure 6. As Fig. 5 but showing the percentage error on the H+
3 column

density (�N/N).

anticorrelation curve (dots) becomes steeper as the temperature goes
up. Additionally, as seen in Table 1, in order to achieve a temper-
ature error of �T = 10 K at 400 K requires an SNR of 8, whist
at 1200 K, an SNR of ∼75 is required. This highlights the curious
effect by which the H+

3 temperature at Saturn can be constrained
better than at Jupiter and Uranus, despite lower SNR, only by virtue
of being cooler.

Fig. 5 shows the percentage uncertainty of the H+
3 temperature as

a function of SNRs and fitted temperature. The uncertainty increases
for a constant SNR as the temperature increases with the error
at 400 K being about three times smaller than at 1200 K. This is
because the rate of change of intensity between the H+

3 lines within
our spectral region in Fig. 3 is smaller at 1200 K than at 400 K –
this can be seen in Fig. 1.

Fig. 6 shows the percentage error on the H+
3 density as a function

of SNR and temperature. This error is larger, almost by a factor of
10, than the percentage error on the temperature seen in Fig. 5. This
is because whilst the temperature drives the intensity exponentially,
the intensity is only a linear function of density, making the density
parameter more poorly constrained.

There are more sources of uncertainty than the one related to
the anticorrelation of H+

3 temperature and density detailed here.
For example, if the flux calibration spectrum, generally derived
from observations of an A0 star, is poorly constrained, then the
uncertainty in the column density will have increased significantly

over that of the temperature. This is because over relatively narrow
wavelength regions, the flux calibration is a constant multiplier
and does not affect the relative intensities of the H+

3 lines – this is
shown in Melin et al. (2013) for Gemini Near InfraRed Spectrograph
(GNIRS) observations of Uranus obtained under non-optimal sky
conditions. These additional errors must be properly accounted for,
but are not considered in this study.

Both Figs 5 and 6 have the mean northern and southern obser-
vations of Saturn’s aurora of O’Donoghue et al. (2014) indicated,
agreeing well with the observed SNR of these spectra, with an in-
ferred SNR of about 18 for the northern aurora and about 30 for the
southern aurora. This is consistent with the fact that the southern
aurora is more intense than the north than the by a factor of 1.5,
mainly driven by the higher temperatures.

The observations of O’Donoghue et al. (2014) seen in Fig. 2
have errors of a similar magnitude to the variability of values ob-
served within each hemisphere. Therefore, with the errors retrieved
Cramer’s rule representing the true standard deviation of the fitted
parameters, the observed variability cannot be said to be statistically
significant. However, the difference in temperature between the two
hemispheres can clearly be said to be physical. This hemispheric
temperature difference is striking and is discussed in more detail in
O’Donoghue et al. (2014).

Tao et al. (2011, 2012) showed that the primary energy and energy
flux of the particle precipitation could theoretically be derived by
comparing the intensity of different H+

3 spectral lines, requiring a
minimum SNR of about 100 for each line. Table 1 shows that at
1000 K, the inherent interdependence of H+

3 temperature and density
would produce a temperature error of about a 6.8 K (0.7 per cent),
whereas Table 2 shows that the H+

3 density would be constrained
within 0.9 per cent. This suggests that the H+

3 anticorrelation does
not impose additional limits to the technique outlined by Tao et al.
(2012).

The work undertaken here models the fundamental Q-branch
emission around 4 μm, to match the spectral window of Keck NIR-
SPEC. The R-branch can be found shortward of this (∼3.5 μm), and
has also been used to determine the temperatures of the upper atmo-
spheres. At the temperature range considered here (400 to 1200 K),
the Q(1, 0−) and Q(3, 0−) provide the largest change in ratio, and
we expect the error on the temperature derived from R-branch emis-
sion to produce larger temperatures. Therefore, the modelling effort
presented here provides lower limits on H+

3 temperature and den-
sity errors, expressed as a function of SNR and temperature. The
P-branch spectrum of H+

3 , at longward wavelengths of Q, is not vis-
ible from the ground, as it coincides with broad-bands of absorption
in our own atmosphere. However, with space-based platforms not
suffering these constraints, this emission has been observed at low-
spectral resolution at both Jupiter and Saturn (e.g. Badman et al.
2011).

5 SU M M A RY

Our findings can be summarized as follows:

(i) In contrast to Lam et al. (1997) we find that the uncertainties
produced by the H+

3 fitting routine (invoking Cramer’s rule) do
truly represent the physical uncertainty of the fitted temperature
and density, accounting fully for the anticorrelation. This means
that variability outside of these uncertainties, providing that there
are no additional external sources of error, is statistically deemed to
be physical in nature, even when this variability is in the form of a
strong anticorrelation.
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(ii) The fractional uncertainty on the temperature for a given
SNR increases with temperature, whereas the fractional uncertainty
of the density decreases slightly.

(iii) We derive the minimum error on the H+
3 temperature and

density that is achievable when fitting H+
3 spectra – seen in Table 1,

which can be used to attribute errors to H+
3 temperatures derived

via alternative methods, e.g. by direct line ratios (e.g. Stallard et al.
2002).

(iv) There is not enough statistical confidence to distinguish the
variability of each pole of Saturn observed by O’Donoghue et al.
(2014), outside the level of uncertainty. However, the difference
between each hemisphere, both in H+

3 temperature and density, can
be considered to be physical. This indicates that the two hemispheres
are subject to different heating injected via the magnetosphere–
ionosphere–thermosphere interaction (Badman et al. 2011).
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