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PREDICTING MALFUNCTION IN QUASI STEADY 
STATE ROTATING MACHINES

C. KITSOS 

ABSTRACT

Quasi steady state rotating machines are machines usually designed to run at fixed load 
and speed. A good example o f such a system is a dry vacuum pump. Dry vacuum 
pumps appeared in the mid-1980s in order to address problems caused by conventional 
fluid-sealed pumps and revolutionised many industries such as the semiconductor 
manufacturing industry. They dominate the market today providing enhancements to 
reliability, cleanliness and running costs. However, their working environment is often 
harsh, sometimes resulting in catastrophic faults. Continuously monitoring the state o f 
the system and scheduling maintenance as appropriate is thus desirable.

Sliding mode techniques have been widely used in condition monitoring and fault 
detection schemes in recent years. Their main advantage is a fundamental robustness 
against certain kinds o f parameter variations. They also enable faults and/or values o f 
unmeasurable system parameters to be reconstructed.

The principal aim of this thesis is to apply sliding mode techniques in order to reduce 
the occurrence o f unplanned pump stoppages, by monitoring appropriate subsystems 
and parameters, for the onset o f cooling system failure, bearing failure and exhaust 
blockage. This is achieved using the concept o f the equivalent injection signal that is 
necessary to maintain a sliding motion. Experimental test results acquired from the dry 
vacuum pump test-bed illustrate the usefulness o f the approach for condition 
monitoring. Further, the method is cost effective since it requires only low cost 
temperature transducers and an exhaust pressure sensor that is already part o f the typical 
sensor package for some pump processes.

The thesis concludes with ideas and recommendations regarding possible future work, 
including the application o f fault classification techniques and the development of 
processes for generating an efficient and implementable code, suitable for the vacuum 
pumps’ embedded control systems.
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CHAPTER 1

CHAPTER 1 

INTRODUCTION

1.1 RESEARCH MOTIVATION

The rapid progress o f technology has a profound effect on the design o f machines, 

which have become increasingly complex. Further, consistent demands from customers 

for high performance, safety, robustness and reliability have all led in an intensely 

competitive marketplace. This is relevant in the vacuum pump industry, for example, 

where these demands have promoted research and development in vacuum pump 

technology.

Vacuum pumps have relied on the existence o f some liquid (water, oil) to provide a seal 

between the high and low pressure regions in the pump mechanism for more than 300 

years [Hablanian 1988]. This use of liquid, however, often involves significant 

maintenance work, increased running costs and causes air or water pollution 

[Zakrzewski 1988]. Dry vacuum pumps emerged in the mid-1980s in order to address 

problems caused by the conventional liquid-sealed pumps [Troup 1991]. These systems 

contain no sealing or lubricating fluids between the rotors and stator, thus eliminating 

the risk of contamination o f the process chamber by fluid back-streaming from the
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CHAPTER 1

pump. Other advantages include increased safety, reliability and reduced cost of 

operation [Duval 1989]. Nevertheless, the harsh nature of many processes where dry 

vacuum pumps are used creates a need for continuous condition monitoring [Troup 

1989], [Lessard 2000]. For instance, in chemical vapour deposition semiconductor 

processes, the high value o f the raw materials means that judgment o f whether a 

replacement pump is necessary before processing a new batch is o f critical importance 

because untimely pump failure will result in total loss of the batch.

Obviously, condition monitoring and fault diagnosis has enormous benefits for any 

vacuum system in terms not only of safety, but also with the overall reliability and 

availability. As indicated in [Duval 1987], vacuum pump monitoring equipment must 

deliver early warnings in order to avoid failures and unscheduled down time o f the 

system. It is also reported that monitoring o f vacuum pumps on a regular basis is 

probably the best solution to increase the up time o f the system. This move towards 

condition monitoring o f vacuum pumps in order to enable preventive maintenance has 

also been identified by Troup and Dennis [Troup 1991].

1.2 RELATED WORK AND RESEARCH APPROACH

Classical condition monitoring and fault diagnosis techniques are largely based on 

simple limit checks or on simple signal-based methods such as spectrum analysis. The 

great advantage of these methods is their simplicity, but the current rising requirements 

of modem on-board condition monitoring systems limits their application. A potential 

way to satisfy these requirements is to employ model-based fault detection techniques. 

These techniques are based on mathematical process models or signal models, where 

many characteristic process quantities, parameters and variables are taken into account

2
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in order to construct the model. Such models represent the dynamic behaviour o f a 

system and theoretically any detected changes from normal features (nominal values) 

can infer a fault. Thus, model-based techniques offer the advantage of an in-depth fault 

diagnosis, since the source o f faults can be better detected.

Several survey papers have been written on condition monitoring and fault diagnosis. 

Frank [Frank 1990] reviewed the most common techniques of model-based residual 

generation using parameter identification and state estimation methods. It is concluded 

that the quality o f the available mathematical model plays an important role in model- 

based methods and the support o f a model-free diagnostic method may often be 

unavoidable. A comprehensive survey o f supervision, fault detection and fault 

diagnosis is presented by Isermann [Isermann 1997]. The survey begins by introducing 

an overall scheme o f a knowledge-based method and then concentrates on model-based 

methods that are based on parameter estimation, parity equations or state observers. It 

also considers the task o f determining fault details such as size, location and time of 

detection. If a-priori knowledge between faults and symptoms is known then it is 

reported that inference methods like fault trees can be used. In contrast, without a-priori 

knowledge of faults and symptoms, classification methods like fuzzy clusters are 

utilised. Isermann [Isermann 2005] briefly introduced model-based methods and 

considered their application for an actuator, a passenger car and a combustion engine. It 

is reported that in all cases the model-based methods perform well, but some effort is 

needed to obtain mostly non-linear dynamic models.

Although model-based fault detection methods have numerous benefits, the need for a 

mathematical model is a clear constraint. Often effects such as disturbances,
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nonlinearities and modelling errors obscure the effect o f faults and they result in false or 

missed alarms. Therefore, to ensure that no false alarms occur, the designed condition 

monitoring and fault detection scheme must be robust. The sliding mode technique 

[Edwards 1998] is an inherently robust methodology that has been recognised as a 

candidate methodology for condition monitoring and fault diagnosis. Apart from its 

robustness property, the technique also offers order reduction, disturbance rejection and 

fairly simple implementation. The fault detection method employs observers for state 

and parameter estimation. Specifically, faults can be detected by analysis o f the so- 

called equivalent injection signal and appropriate manipulation o f this signal can 

effectively either reconstruct the fault signal or monitor parameters whose variation may 

be used to infer the health o f a system. Publications in the literature on sliding mode 

observer-based fault detection schemes can be found in [Bhatti 1999], [Edwards 2000] 

and [Goh 2002].

This thesis focuses on sliding mode techniques and addresses the development o f a 

condition monitoring and fault detection scheme for a quasi steady-state rotating 

machine. A quasi steady-state machine refers to machines designed to mostly run with 

fixed load and rotating speed. Such a machine is a dry vacuum pump provided by 

BOC-Edwards. Clearly, a vacuum pump with a reliable and cost-effective diagnostic 

capability will be very desirable for potential customers and thus of commercial 

advantage to BOC-Edwards.

4
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1.3 RESEARCH OBJECTIVES

The main objective o f this thesis is to develop a practical on-board condition monitoring 

and fault detection system for a dry vacuum pump. The successful operation o f this 

pump relies on the performance o f various components, e.g., cooling system, bearings, 

exhaust system, and thus a detailed understanding o f the behaviour o f these elements is 

required. Further, the harsh nature o f many processes where dry vacuum pumps are 

used means that although key factors that affect pump reliability are internal, 

instrumentation located within the flow paths of the pump and connecting pipe-work 

has a short life expectancy. Thus, the developed condition monitoring scheme must be 

capable o f accurately and reliably inferring faults from a set o f instruments that can be 

located externally.

Another objective o f this thesis is to study sliding mode techniques and to assess their 

application in real-time condition monitoring and fault detection. Within this context, 

also to explore the recently developed higher order sliding mode concept and to 

compare the performance o f a second order algorithm with a first order one. Finally, 

the design o f the proposed condition monitoring scheme requires a nominal 

mathematical model. If this fault detection scheme is to be routinely implemented in 

industry, automated methods are needed to establish nominal parameter values. In this 

thesis, an algorithm for estimation o f linear time-invariant model parameters is 

developed, implemented and tested.

5
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1.4 THESIS ORGANISATION

This chapter has introduced the problem o f interest and the motivation behind 

conducting this research. It also presents the approach o f the thesis and has established 

the broad objectives. The rest o f the thesis is organised as follows.

Chapter 2 provides a brief history o f vacuum pumps and discusses their role in the 

industry. Various methods o f condition monitoring and fault detection are reviewed and 

their strengths and limitations are considered. It describes in detail the dry vacuum 

pump test bed and identifies possible monitoring signals and instrumentation for the 

diagnostic scheme.

Charter 3 introduces sliding mode theory. It begins with a brief history o f the sliding 

mode methodology and provides the main design steps o f a sliding mode algorithm.

The properties o f the technique are presented and the problem of removing undesirable 

discontinuous signals is discussed. The design of a sliding mode observer is described 

and the possibility o f using such observers for fault detection is considered. It also 

considers an alternative way o f removing undesirable discontinuous signals with the use 

o f higher order sliding modes. This new class of sliding modes not only preserves the 

main features o f classical sliding modes, but provides an improved tracking (sliding) 

accuracy under sliding motion when compared to classical sliding modes.

Chapter 4 presents the results from the first case study o f this thesis. This includes the 

development o f heat transfer models for the water cooling system and the design o f a 

sliding mode observer for parameter estimation and fault detection. The experimental 

set-up is fully described and a discussion o f the experimental results is given.

6
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Chapter 5 investigates the possibility o f using an algebraic framework for parameter 

identification. In particular, it evaluates an estimation algorithm as a means o f rapidly 

estimating parameters of first order dynamic models used in the sliding mode observer 

based condition monitoring scheme that is considered in this thesis.

Chapters 6 and 7 contain the results obtained from the remaining case studies. The first 

case study involves the use o f a sliding mode observer for the detection o f overheated 

bearings. It also examines the use o f a second order sliding mode algorithm and 

demonstrates that the algorithm is capable o f smoothing the discontinuous nature of 

signals. The second case study details the development o f a condition monitoring and 

fault detection scheme for the exhaust system. This involves the use o f spectral 

estimation and sliding mode observer techniques.

Finally, chapter 8 presents the conclusions of this thesis and provides recommendations 

regarding potential future work.

7
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CHAPTER 2 

DRY VACUUM PUMPS AND RELATED FAULT 

DETECTION TECHNIQUES: A REVIEW

The main objectives o f this chapter are to explain the working principles o f vacuum 

pump technology and to review commonly used fault detection techniques.

The chapter is organised as follows: A brief history of vacuum pumps and their role in 

the industry nowadays are outlined in sections 2.1 and 2.2 respectively. Section 2.3 

explains why it is likely in the future that most o f the vacuum pumps used in association 

with high vacuum technology will be dry. It also clearly states the requirement for 

condition monitoring and fault diagnosis. A review o f relevant techniques for condition 

monitoring and fault detection is presented in section 2.4. Section 2.5 provides a 

detailed description o f the dry vacuum pump test-bed used in this thesis. The following 

section describes the subsystems o f the dry vacuum pump for which monitoring 

schemes will be developed to establish the onset of faults. Section 2.7 covers the 

instrumentation requirements and describes the data acquisition system.

8



CHAPTER 2

2.1 HISTORY OF THE VACUUM PUMP

The history o f vacuum pumps begins in the 17th century when Otto von Guericke, a 

mayor of a town called Magdeburg in Germany, invented the first vacuum pump and 

used it to investigate the properties o f vacuum. Guericke’s pump comprised a piston 

and a cylinder and was designed to evacuate air out o f vessels. In one experiment, 

Guericke demonstrated the force o f atmospheric pressure by joining two large hollow 

metal hemispheres and pumping the air out o f the enclosure. After the air was removed 

from the sphere two teams o f eight horses attached to each hemisphere were unable to 

pull them apart, demonstrating how good was Guericke’s pump [Harris 2001].

In the next two centuries improvements and modifications were made to Guericke’s 

piston pump; however the basic design remained the same. During this period the 

attainable pressure by the various pump designs was decreased only slightly and 

vacuum pumps were mainly used for laboratory work or as a source o f entertainment, 

since vacuum was a novel subject.

Vacuum technology made rapid advances when the incandescent lamp industry

themerged at the turn o f the 20 century. New pumping methods and designs such as 

rotary mechanical pumps, diffusion pumps and molecular pumps were invented capable 

o f achieving higher vacuum and pumping speeds [Hablanian 1984].

In the last 50 years the use o f vacuum pumps has increased and they are now 

commonplace across a wide range o f industries. Hablanian [Hablanian 2003] reviewed 

the progress made over this time for different designs o f vacuum pumps and reported
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the need for a cleaner vacuum environment which has led to the development of liquid- 

free vacuum systems.

2.2 THE ROLE OF VACUUM PUMPS IN INDUSTRY

The need and benefits o f performing various processes under a vacuum has led to the 

firm establishment o f vacuum pump systems in industry. For example, as part o f the 

circuit-building process in the semiconductor industry, chemical vapor deposition 

(CVD) is used to deposit dielectric layers o f Si02 (i.e. silicon dioxide) onto the wafers. 

During the process, a controlled vacuum environment is needed to prevent the 

formation of particles.

Reasons for using a vacuum in a process or a physical measurement are given by Harris 

[Harris 2001]. Among others, it is reported that vacuum is utilised in order to achieve a 

pressure difference, to decrease energy transfer and to produce clean surfaces. 

Furthermore, various industrial applications that require vacuum processing are 

presented. This indicates the dependence and importance that vacuum technology has 

on modem industry.

2.3 DRY VACUUM PUMPS AND THE NEED FOR CONDITION 

MONITORING

2.3.1 DRY VACUUM PUMPS

Conventional vacuum pump designs utilize some form of liquid (e.g. oil, mercury) to 

seal the tight passages between the inlet and discharge regions. The presence o f liquid, 

apart from the sealing function, also provides lubrication and cooling for the system. 

Nonetheless, clear drawbacks arise from the usage of such vacuum pumps in many
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manufacturing applications. For instance, the cost o f operation due to the expensive 

fluids and filters can be very high. Further, the contamination o f the pumping chamber 

by back-streaming of the fluid and the disposal of the dangerous contaminated working 

fluid are some other disadvantages, as mentioned by Duval [Duval 1989].

Dry vacuum pumps appeared in the m id-1980s in order to address problems caused by 

fluid-sealed vacuum pump technologies. The term ‘dry pump’ is used to describe a 

positive displacement vacuum pump (i.e. a machine where fluid is drawn into a finite 

space bounded by mechanical parts and is then sealed in it until eventually it is allowed 

to flow out) which is able to discharge the pumped gases to the atmosphere and is free 

o f lubricants or sealing fluids in the pumping module.

It is evident that through the absence o f fluid, dry pumping is presenting significant 

advantages and a number o f publications are available on the subject. Bachmann and 

Kuhn [Bachmann 1990] compared a dry pump with an oil-sealed rotary vane pump for 

a specific application. It is concluded that the dry pump requires considerably less 

careful handling and longer periods o f maintenance-free operation are achieved. 

Zakrzewski et al [Zakrzewski 1988] reviewed developments in the areas o f reliability 

and cleanliness for oil-free mechanical pumps. Vacuum cleanliness is evaluated by 

using a mass spectrometer and it is observed that dry pumps are at least 1000 times 

cleaner than oil-sealed pumps.

Today, a variety of different dry vacuum pump mechanisms like screw compressors, 

orbital scroll compressors, piston pumps, roots and claw types are available (see 

appendix A for details). Each one o f the above configurations has different features and
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advantages. Thus, the choice o f a particular mechanism should be made according to the 

requirements of a certain application [Hablanian 1990].

2.3.2 CONDITION M ON ITO RIN G  O F DRY VACUUM PUMPS 

Vacuum pumps have a significant role in industry (see section 2.2) and are regarded as 

critical components in many applications. Lessard [Lessard 2000] introduced some of 

the most demanding processes in the semiconductor industry like etching and ion 

implantation. It is concluded that the combination o f reactive chemistry and solid 

deposition in the pump demands for extraordinary measures to be taken to prevent 

failures of the system. Such failures will cause the loss of a valuable batch o f wafers as 

well as the loss o f a considerable amount o f time while the machine is repaired.

BOC-Edwards studied the failures o f various components such as seals, shafts and 

gears. Thus, a large archive o f useful information has been produced, which helped the 

company to improve the reliability o f their pump models. Nevertheless, customers 

demand higher levels o f reliability, safety, cleanliness and serviceability. These 

demands have created a need for the development o f a condition monitoring and fault 

diagnosis system.

Any diagnostic scheme designed to provide early detection o f faults under all conditions 

has clear advantages. Enhancement o f safety is obtained since a catastrophic failure 

may cause risk for human life. Major breakdowns are avoided, the overall reliability is 

improved and the probability that the system is operational when required (i.e. the 

availability) is increased.
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The trend towards monitoring o f key parameters to enable preventive maintenance is 

identified by Troup and Dennis [Troup 1991]. Duval [Duval 1987] reported the use of 

intelligent pumping systems, where sensors are controlled by microprocessors or 

microcomputers in order to deliver status information. Another area o f interest is 

networked condition monitoring o f vacuum pumps. Connecting a group o f pumps 

together through an online network, effects real-time monitoring.

2.4 AN OVERVIEW OF CONDITION MONITORING AND FAULT 

DIAGNOSIS TECHNIQUES

From the very beginning o f industry, a natural concern about the condition o f machines 

existed. Originally the detection o f malfunctions was carried out by a human operator 

and was based on biological senses like listening for unusual sounds, looking for 

changes in shape and touching to feel heat or vibration. Later, with the introduction of 

measuring devices, common parameters (e.g. temperature) were monitored. A serious 

problem with this method was that these devices were also proved prone to malfunction, 

which resulted in false alarms. Today, the use o f computers permits the development of 

more sophisticated and powerful methods that can detect faults in the process earlier, 

and can locate them better, even in complex systems [Gertler 1998].

Detailed overviews o f fault detection and diagnosis methods are available in the 

following books [Basseville 1985], [Viswanadham 1987], [Patton 1989], [Gertler 1998], 

[Chen 1999] [Isermann 2005]. Moreover, a number o f surveys have been published on 

the subject [Gertler 1988], [Frank 1990], [Isermann 1984 1997 2005]. Gertler [Gertler 

1988] pointed out that the approaches to the problem of fault detection and diagnosis 

can be classified into two strategies: model-based and model-free methods. It is also
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reported that the isolability, sensitivity and robustness are major quality issues in the 

selection of an algorithm. Frank [Frank 1990] proposed the combination o f both 

strategies, since it allows the evaluation o f all available information and knowledge of a 

system. An attempt to review some fault detection methods is made by Isermann 

[Isermann 1984]. In this article emphasis is given on methods for monitoring 

unmeasurable quantities such as process parameters and process state variables. 

Isermann and Balle [Isermann 1997] evaluated a number o f publications in the area of 

model-based fault detection and diagnosis. Based on their evaluation, parameter 

estimation and observer-based techniques are the most frequently applied methods for 

fault detection. Further, the growing trend towards fuzzy logic-based [Miguel 1996], 

[Twiddle 2001] and neural network-based [Jones 2000], [Parikh 2001] methods is also 

stated. Finally, an introduction to model-based fault detection followed by three 

applications for an actuator, a passenger car and a combustion engine is given by 

Isermann [Isermann 2005].

2.4.1 FAULT DETECTION AND DIAGNOSIS TERMINOLOGY

Before briefly describing the different approaches to fault detection and diagnosis it is 

useful to introduce some fundamental concepts. This is important because in this field 

the terminology is not consistent. Isermann and Balle [Isermann 1997] suggested 

several definitions based on the discussions o f a technical committee. Some of the 

related terminology to this research is provided below.

• Fault: An unpermitted deviation of at least one characteristic property or 

parameter o f the system from the acceptable/usual/standard condition.
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• Failure: A permanent interruption o f a system’s ability to perform a required 

function under specified operating conditions.

• Fault detection: Determination o f the faults present in a system and the time o f 

detection.

• Monitoring: A continuous real time task o f determining the conditions of a 

physical system, by recording information, recognising and indicating anomalies 

in the behaviour.

• Residual: A fault indicator, based on a deviation between measurements and 

model equation based computations.

2.4.2 MODEL-FREE TECHNIQUES

It is usual when only poor or imprecise mathematical models are available to apply 

model-free methods. As the name suggests, these techniques do not rely on a 

mathematical model o f the plant. However, the availability o f a large amount of 

historical data is rather crucial. These methods are also known as black box methods 

and they range from limit checking and special sensors to physical redundancy and 

spectrum analysis.

(1) Limit checking. A very simple and straightforward technique, limit checking 

[Pouliezos 1994] compares plant measurements with the use o f a computer to 

preset limits. By exceeding a threshold value, a fault is indicated. Usually, two 

levels of limits exist: the first level gives only a warning whereas the second 

triggers an emergency action. A drawback o f the limit checking method is that 

the threshold value should be set quite conservatively in order to take into 

account the normal input variations. Further, isolating a single component fault
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may be difficult, since a fault may propagate to many plant variables, thus 

setting off a confusing series o f alarms.

(2) Special sensors. Special sensors are already part o f the typical sensor package 

for many machines. Basically, they perform limit checking in hardware and 

may measure special variables (e.g. pressure, vibration, sound).

(3) Physical redundancy. This technique utilises multiple sensors to measure the 

same physical quantity. The measurements are then compared and any 

significant discrepancy between them indicates a fault. Clearly, physical 

redundancy involves extra hardware cost and extra weight which is a major 

concern in many applications.

(4) Spectrum analysis. Spectrum analysis for planned and predicted maintenance is 

an established technique [Thanagasundram 2007]. In this approach, frequency 

domain or spectrum analysis is performed on monitored variables such as plant 

vibration and pressure [Mathew 1984], [Tandon 1999]. Under normal 

conditions these variables will generate a unique signature. However, any 

deviation from this signature is a powerful sign o f an abnormal condition.

2.4.3 MODEL-BASED TECHNIQUES

A variety o f different model-based techniques applicable to the problem of fault 

detection and diagnosis exist. Most o f these techniques are based on the use of 

analytical rather than physical redundancy. The essence of analytical redundancy in 

fault detection is to compare the actual behaviour o f the monitored plant against the 

behaviour predicted from a mathematical model. The resulting differences among them 

are called the residuals. Nominally, the generated residuals are zero; in the presence of 

faults and noise, they deviate from zero. Therefore, the residuals need to be analysed to
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reach a diagnostic decision. The architecture o f model-based fault detection techniques 

is depicted in Figure 2-1.

Faults Noise

Inputs Outputs

Fault Detection

Plant

Model
Symptom

Evaluation
Residual

Generation

Figure 2-1: General scheme of model-based fault detection

When selecting a model-based fault detection system, several aspects should be 

considered [Isermann 1984]. The relationship between the performance o f a method 

and the appearance o f faults in the system o f interest is pertinent. For example, there 

are methods designed to detect abrupt faults which are not suitable for the detection of 

incipient faults. Moreover, the ability to distinguish between different and multiple 

faults is an important but a difficult requirement. Lastly, practical aspects such as the 

relative complexity and the computational effort o f an algorithm should be considered. 

In general, the selection o f a technique depends on the plant and the experience o f the 

designer.

The model-based schemes are basically signal processing techniques using state 

estimation, parity relations, parameter estimation and so on. Below, the main concepts 

are briefly outlined.
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(1) Kalman filter. In 1960 R.E. Kalman presented a novel approach [Kalman 1960] 

for a recursive solution o f the discrete-data linear filtering problem. Essentially, 

the Kalman filter is a set o f mathematical equations that provides a recursive 

means to estimate the state o f a process, in a way that minimises the mean of the 

squared error. Mehra and Peshon [Mehra 1971] and Willsky [Willsky 1976] 

first looked into the possibility o f applying the Kalman filter to the fault 

detection problem. The residual in Kalman filters is called the innovation and is 

defined as the difference between the measured output and the estimate acquired 

by the filter. When the model is accurate and the noise is white with zero mean, 

then in fault free systems, the innovation is also white with zero mean. A 

nonzero innovation therefore will denote the presence o f faults.

(2) Diagnostic observers. In certain systems the states are not always available or 

sometimes are difficult to measure. A common way o f overcoming this 

difficulty is to use an observer [Luenberger 1971]. According to Gertler [Gertler 

1998] the original idea o f utilising observers for the fault detection problem 

came from [Beard 1971] and [Jones 1973]. In this approach, either state 

observers or output observers can be applied. Classical state observers are 

utilised if  the faults can be modelled as state variable changes, whereas output 

observers are employed whenever the reconstruction of state variables is not 

required or it is prohibitively expensive to measure them and only output 

information is available [Edwards 1998]. In both cases the generated residuals 

can be examined for the likelihood o f faults. Other contributors in the area of 

fault detection by diagnostic observers include [Ding 1994], [Frank 1994],

[Yang 1995] and [Chen 1996].

18



CHAPTER 2

(3) Parity relations. The early contributions to the parity relations technique have 

been made by Chow and Willsky [Chow 1984]. The basic idea of this 

methodology is to take a fixed model and to run it in parallel to the process, 

thereby forming an output error. The residuals, also called parity equations, are 

suitable for the detection o f faults. Patton and Chen [Patton 1994] provided a 

review o f parity space approaches to fault diagnosis for aerospace systems. A 

nonlinear parity equation residual generation scheme for the problem of 

diagnosing sensor and actuator faults in an internal combustion engine is 

presented by Krishnaswami et al [Krishnaswami 1994]. Finally, Muenchhof 

[Muenchhof 2006] demonstrated the use o f computationally inexpensive parity 

equations for the detection o f faults in a hydraulic linear servo axis.

(4) Parameter estimation. Parameter estimation methods were originally developed 

for system identification. However, since on dynamic systems many faults are 

reflected in the model parameters, the technique can also be applied to the 

problem of fault detection [Isermann 1984], [Patton 1989], [Zhang 1994] and 

[Muenchhof 2004]. Primarily, a reference mathematical model has to be 

developed in a fault free situation. For linear processes this reference model can 

be differential equations where the parameters have some physical meaning. In 

many practical applications though the model parameters are partly known or 

not known at all. In such cases the parameters can be computed with parameter 

estimation methods (e.g. least squares estimates) by measuring the input and the 

output signals. Fault detection is accomplished by means o f observing any 

deviations from the reference model.
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2.4.4 SLIDING MODE TECHNIQUES IN FAULT DIAGNOSIS

The analytical methods described up to this point refer to linear models, whilst most 

practical systems are nonlinear in nature. For this reason, linearization o f the model 

dynamics is often carried out. Nonetheless, linear approximations may prove to be poor 

and hence the effectiveness o f the fault diagnosis system is greatly reduced.

Another strategy is to extend the residual generation techniques to nonlinear systems. 

Alcorta-Garcia and Frank [Alcorta-Garcia 1997] concluded that a complete solution to 

the fault detection problem for nonlinear models is still open. This is because o f the 

difficulties encountered when estimating the state or the measurement vector o f the 

nonlinear system, even if  the nonlinearities are known.

The sliding mode technique is an inherently robust nonlinear methodology which has 

been used for condition monitoring and fault diagnosis in recent years. The principles 

o f the sliding mode theory are introduced in detail in Chapter 3 of this thesis.

Jones et al [Jones 2000] presented a number o f engineering and biomedical applications 

that have used sliding mode observers in order to recreate fault signals. A non-linear 

sliding mode observer is used for the detection of possible faults in a diesel engine 

coolant system by Goh et al [Goh 2002]. Furthermore, a particular sliding mode 

observer for fault detection and isolation is produced by Edwards et al [Edwards 2000]; 

the novelty of the approach is that the observer attempts to reconstruct the fault signals 

rather than detect the presence o f a fault through a residual signal. The proposed 

observer is designed to maintain the sliding motion, even in the presence o f faults, 

which are detected by analysing the equivalent output injection signal.
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An alternative sliding mode observer scheme is adopted by Hermans and Zarrop 

[Hermans 1996], where in the event o f a fault, the sliding motion breaks. The idea is 

demonstrated on a non-linear thermodynamic plant under feedback control and 

mismatches between the real plant and a simplified linear model are monitored.

2.5 DRY VACUUM PUMP TEST-BED

2.5.1 TEST-BED DESCRIPTION

A dry vacuum pump provided by BOC-Edwards is used as the experimental platform 

for this research. The iGX (the BOC-Edwards designated name for their manufactured 

pump) dry vacuum pump is driven by a three-phase induction motor and has a rotational 

speed o f approximately 6300 rpm. It can achieve a peak pumping speed o f 100 m3xh‘1 

and is capable o f producing an ultimate pressure o f 10' mbar. The system is enclosed 

in a soundproof enclosure, since low noise levels are one o f the most important 

environmental requirements this day.

Additionally, the platform is supplied with a general purpose inverter in order to control 

or vary several parameters such as torque, rotor speed and power. For example, the 

pumping load near atmospheric pressure is high and the inverter enables the pump to 

start up under controlled conditions without surpassing safe limits (rotor speed) that can 

damage the system. Besides this control action, the inverter allows a number of 

operating parameters to be monitored or recorded such as the current. Finally, a 20 

litres stainless steel vessel is fitted on the top o f the inlet o f the vacuum pump. A 

control valve (diaphragm type) is attached to the vessel that permits the user to control 

the vacuum by varying the pump inlet pressure. The iGX dry vacuum pump is 

illustrated in Figure 2-2.
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Figure 2-2: The iGX dry vacuum pump test-bed

2.5.2 THE ROOTS/CLAW DRY VACUUM PUMP MECHANISM

Modem fluid-sealed mechanical pumps can produce high compression ratios of the 

order 105 just with a single stage. In contrast, a dry design in order to match this 

performance needs to have several sets or stages of rotors in series [Hablanian 1988].

The iGX dry vacuum pump consists of a cast iron stator that forms the outer housing of 

the pumping module. At its heart, the iGX employs the following design concept; one 

roots type stage and four stages o f claw type impellers. The five rotor pairs are 

mounted on common shafts and are held in phase without any contact by a pair of 

timing gears. Moreover, at either end o f the machine a set of ceramic bearings is fitted. 

Both the timing gears and bearings are isolated from the rotors and require lubrication. 

However, these lubricated parts of the pump mechanism can affect the system since 

they represent a potential source of contamination for the dry areas. Another problem is 

lubricant degradation caused by aggressive gases back-streaming through the pump. A
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solution to these problems is given by installing high performance dynamic seals on the 

rotating shafts [Davis 2000].

A diagram of the roots principle is shown in Figure 2-3. The ‘figure-of-eight’ rotors are

synchronised and rotate in opposite directions inside the stator. Due to the shape o f the

rotors and their synchronisation, they remain tangential to each other and tangent to the 

stator. The clearances between the rotors and the casing are very small (approx. 0.1 to 

0.5 mm) in order to ensure minimal back-leakage o f the pumped gas.

Figure 2-3: The roots mechanism (adapted from Harris [Harris 2001])

During the operation o f the vacuum pump, a volume o f gas is trapped between each 

rotor and the wall of the stator. This trapped gas is then transferred without internal 

compression to the second stage o f the pump through a channel (see Figure 2-4).

Pumps based on the roots principle can obtain very large displacement speeds and are 

proved to be very effective when delivering against low-pressure differentials [Wycliffe 

1987]. A drawback o f the design is that it is not suited to deliver atmospheric pressure 

and complex designs such as gas recirculation need to be added in order to do so.

I n l e t

Rota
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Figure 2-4: The roots mechanism during its operation (adapted from Harris [Harris

The claw mechanism is comprised o f cylindrical rotors that have a big depression 

followed by a protruding claw (see Figure 2-5). The claw type rotors are mounted in 

reverse orientation so that during operation each claw enters the depression in the 

mating rotor. Also, the inlet and exhaust ports o f the claw mechanism are arranged 

horizontally rather than vertically as in the roots design. This allows direct 

communication between the claw stages and is minimising the gas path through the 

pump. BOC-Edwards improved the performance o f the iGX vacuum pump with their 

patented feature o f inverted claws on alternate stages. Reversing, for example, the 

fourth claw stage o f the pump, then the outlet o f the third claw stage is directly in line 

with the inlet o f the fourth stage. This feature has many advantages such as good 

vacuum performance and provides an easy passage for the particles through the pump.

2001])
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Figure 2-5: The claw mechanism (adapted from Harris [Harris 2001])

Unlike the roots mechanism, in the claw type stages compression o f the pumped gas is 

taking place. A single cycle o f the claw mechanism can be described as follows (see 

Figure 2-6): The inlet and exhaust ports are closed at the beginning and the gas is 

expanded and compressed in the swept volume. The expanded gas is separated from the 

compressed gas by the rotors ‘sealing’ with the stator. While the expansion and 

contraction of the gas continues the inlet port is first opened, followed by the exhaust 

port. During that period gas enters the inlet port and leaves the exhaust port. After both 

ports are closed, expansion and contraction o f the gas continues until the mixing o f the 

gas in the ‘carry over volume’ takes place. Finally, after the mixing o f the gas, the cycle 

repeats itself.
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Figure 2-6: A single compression cycle for the claw type concept, (a) to (f) show the 

intake sequence and (g) to (1) the discharge sequence (adapted from Harris [Harris

2001])

The rationale for combing these two different rotor designs in the iGX dry vacuum 

pump is better understood by plotting the curve o f  the attainable pressure ratio as a 

function o f the outlet pressure (see Figure 2-7). The graph shows that the claw type 

mechanism is more efficient at high pressures and can deliver to atmospheric pressure. 

Conversely, the roots principle is more efficient in the low pressure region and provides 

a better compression ratio. Therefore, by combining the two designs optimum 

performance is obtained.
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Figure 2-7: Graph of the attainable pressure ratio as a function o f the outlet pressure 

(adapted from Wycliffe [Wycliffe 1987])

2.6 DRY VACUUM PUMP SUBSYSTEMS

Having described the dry vacuum pump test-bed and its mechanism, this section 

describes the subsystems selected for condition monitoring and fault diagnosis. 

Specifically, their function within the vacuum pump and their characteristics are 

introduced.

2.6.1 THE COOLING SYSTEM

Dry vacuum pumps operate at high rotational speeds in order to obtain high pumping 

speeds and although the rotating parts do not touch either each other or the stator walls, 

heat is developing in the bearings and seals. Heat is also generated during the 

compression o f the pumped gas and is transmitted to the rotors and the stator housing. 

While the stator can lose some o f the generated heat through convection and radiation to 

the atmosphere, the rotors mostly lose heat through conduction from the shaft to the 

bearings (a small amount o f heat is dissipated through convection and radiation to the
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stator). Therefore, this necessitates the usage o f some form of cooling to remove the 

heat from the pump and prevent excessive thermal growth.

The iGX dry vacuum pump dissipates the generated heat with the employment of a 

water cooling system that surrounds the working volume. This water ‘jacket’ is a 

stainless steel tube, approximately 7 meters in length, attached externally to the pump. 

The water pipe first wraps around the induction motor to dissipate the heat developed 

from it and then encloses the five rotor stages o f the vacuum pump. Furthermore, the 

cooling system consists o f a ‘butterfly’ valve and a flow meter to control and measure 

the flow rate respectively.

Another characteristic o f the cooling system is the ability to regulate the temperature of 

the vacuum pump. Troup and Dennis [Troup 1991] reported that for every type of 

process the best operating temperature must be found. For condensable vapours, it is 

important that high temperatures throughout the pump are present to minimize 

deposition. However, with increasing temperatures, most common pumped solvents are 

volatile. Therefore, temperature adjustment is required to ensure that the gas 

temperature is above the condensation point and below the auto-ignition point. This is 

achieved by installing temperature controlled valves on the cooling circuit.

During the course o f this research, the cooling circuit has evolved and three designs 

have been deployed with different routes for the cooling water. The initial design was 

the simplest one; the coolant was distributed around the vacuum pump without the use 

of any valves. On the second design a single thermostatic valve was installed, which 

maintained the pump stator temperature within some set limits. The final cooling
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circuit, which was the most complicated, had two temperature controlled valves located 

at either end of the vacuum pump. Diagrams of the three cooling circuits are presented 

in later chapters.

2.6.2 THE ROLLING ELEMENT BALL BEARINGS

A very common and important component used in rotating machinery is the bearings. 

Ball bearings, roller bearings and magnetic bearings are only some o f the available 

types o f bearings used today.

The iGX dry vacuum pump has a set o f rolling element ball bearings at each side to 

support its shafts. The bearings are comprised o f an inner race, an outer race and have 

ceramic balls as their rolling element. Because o f their design, ball bearings can run at 

high speeds and support both radial and axial loads. The use of ceramic balls in place 

of conventional steels balls has also improved their performance. Ceramic balls are 

lighter, run faster, exhibit lower vibration levels and have lower operating temperature.

2.6.3 THE EXHAUST SYSTEM

The function of the exhaust system o f the dry vacuum pump is to efficiently direct the 

pumped gases away to the atmosphere. It contains flexible pipe-work, which is 

connected to a fume cupboard for safety reasons. Moreover, the exhaust system 

contains two absorptive silencers, a 4cigar-box’ shaped silencer situated under the pump 

body and a cylindrical one that is beside the pump. The purpose o f these silencers is to 

minimise the noise levels.
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2.7 THE DRY VACUUM PUMP CONDITION MONITORING AND FAULT 

DETECTION SYSTEM

The preceding sections have described in detail the dry vacuum pump test-bed and 

identified the need for a fault detection and diagnosis system. In this section the 

requirements of this system are considered.

2.7.1 SELECTION OF SUITABLE MONITORING SIGNALS AND SENSORS

The success of any fault detection and diagnosis system depends strongly on the 

selection of appropriate monitoring signals and transducers. The first priority is to 

review the fault symptoms of the project related subsystems (see section 2.6 for details) 

in order to decide which signals it is most suitable to monitor. A thorough 

fault/symptom data sheet is supplied by BOC-Edwards. The data sheet includes useful 

information on various pump failure mechanisms and outlines their effect on the 

system. A summarised version o f the data sheet for the project related subsystems is 

presented in Table 2-1.

From this table it can be observed that a typical fault symptom for both the cooling 

system and the ball bearings is vibration. Vibration analysis is an effective technique 

for condition monitoring of ball bearings and other types o f machinery [Mathew 1984], 

[Tandon 1999]. Analysis of vibration measurements can be performed in the time or 

frequency domain and techniques such as trending, limit checking, or various forms o f 

pattern or feature recognition are used to infer faults.
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Table 2-1. Typical fault symptoms for related subsystems

Subsystems Typical F ault Symptoms

Cooling system High temperatures: motor, stator and bearings. 

Low coolant flow.

Bearing vibration.

Oil level (coolant leaks into system).

High cooling water temperature differential.

Ball bearings Vibration at defect frequencies. 

Noise.

High bearing temperature.

High motor current.

Exhaust system High exhaust pressure. 

High motor current.

Although the effectiveness and value o f vibration measurement methods is 

acknowledged, the complexity o f developing implementable schemes can produce 

problems. In the analysis o f vibration, high bandwidth signal processing means that on­

line diagnostics may not be commercially viable. Further, frequently high order anti­

aliasing filters need to be incorporated in the scheme to remove unwanted signal 

components.

Another typical fault symptom for the dry vacuum pump is high temperatures. 

Temperature is a key system performance parameter that can give advanced warning of 

problems and is relatively straightforward to monitor. Besides, it is noticed that the 

nature o f the signal dynamics is slow and low sample rate models are adequate.
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Beyond the choice o f appropriate monitoring signals, the selection o f suitable 

transducers is also important. The role o f transducers is to provide the diagnostic 

algorithms with sufficient information o f appropriate quality. The principal factors for 

their selection are cost, functionality and robustness. For instance, piezoelectric 

accelerometers used in vibration analysis are well known for their accuracy, low level 

noise and robustness. The transducers are powered by expensive and bulky condition 

amplifiers which creates a problem when multiple readings are required. Alternatively, 

thermocouples are cheap and can be incorporated within the normal footprint o f the 

pumping system. A list o f the transducers fitted on the dry vacuum pump and used for 

monitoring is included in appendix B.

2.7.2 CALIBRATION OF EQUIPEMENT

Once the monitoring signals and the sensors are decided, the next step is to install, test 

and calibrate the equipment. This is a nontrivial procedure because not all variables are 

directly measurable. The inverter current signal is one such variable. Details o f all 

calibration tests and signal conversions are presented in appendix B.

2.7.3 DATA ACQUISITION SYSTEM

The data acquisition system used in this project consists of a dSpace™ DS1103 PPC 

controller board and a personal computer. The board provides a great selection o f 

interfaces, including sixteen 16-bit multiplexed ADC channels, eight 16-bit DAC 

channels and 32-bit I/O digital channels. The transducers are linked to the board via a 

connector panel for easy access. Moreover, part o f the dSpace™ package is the 

graphical user interface software called ControlDesk. The software permits the making 

of virtual instrumentation, displaying graphically variables and provides the necessary
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connection to Matlab /Simulink . Matlab is the platform used for analysing data 

and performing numeric calculations whereas, Simulink™ is the tool used for 

mathematical modelling and offline simulation.

2.8 CONLUSIONS

The subject of this study, a dry vacuum pump, has been introduced in this chapter. The 

significance of vacuum systems in industry and the advantages o f dry pumps have been 

clearly stated. The function o f the cooling system, ball bearings and exhaust system 

within the vacuum pump has also been described. Furthermore, a number o f fault 

detection techniques have been reviewed and their benefits and drawbacks have been 

considered.

The application o f the sliding mode technique to the problem of fault detection and 

diagnosis has then been introduced. This technique is the basis of this thesis and its 

theory and properties will be presented in detail in the following chapter.
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CHAPTER 3

SLIDING MODE TECHNIQUES

Chapter 2 o f the thesis has described a number o f techniques for the problem of 

condition monitoring and fault diagnosis. One possible approach to this problem and 

the basis o f this research is the so-called sliding mode methodology. Hence this chapter 

is aimed at introducing the fundamental principles o f sliding mode techniques prior to 

the development of the fault diagnostic scheme for the iGX dry vacuum pump.

The basic philosophy behind the sliding mode method is to force the system states and 

then constrain them on a predefined surface in the state space, by the use o f a switched 

control law that changes value according to a prescribed switching rule. The surface is 

referred to as the sliding surface and the system on the surface is said to be in the sliding 

mode. Once the system is in the sliding mode two main advantages are obtained.

Firstly, the closed loop system becomes totally insensitive to a particular class of 

uncertainty and secondly a reduction in dynamic order is introduced.

Apart from these properties, the technique is also entirely nonlinear in nature. As a 

result, the formation of the theory o f sliding modes is not restricted to the domain of
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systems which are expressed through linear models, but rather offers a generic design 

framework applicable to wide classes o f nonlinear systems.

The dry vacuum pump under consideration is a complex system with inherent nonlinear 

dynamics, which according to the above renders sliding mode techniques an appropriate 

candidate for the development o f the fault diagnostic scheme. Moreover, the vacuum 

pump operates in an uncertain industrial environment and thus robustness to modelling 

mismatches and uncertainty in parameters is a key requirement.

Another important advantage of sliding mode techniques to the particular problem of 

condition monitoring and fault detection is that it allows signals or parameters that may 

be expensive or sometimes difficult to measure to be estimated. This is achieved by 

examining the associated equivalent injection signal. The equivalent injection signal 

represents the average behaviour o f the discontinuous signal that is required to maintain 

the sliding motion and can be readily obtained by appropriate filtering o f the 

discontinuous signal. At this point, it is reasonable to question whether this equivalent 

injection property can predict the right system parameters under faulty conditions since 

sliding modes are mainly characterised by their robustness. However, as will be 

demonstrated in later chapters the equivalent injection method ensures that the effects of 

faults are not hidden by the robust scheme and parameter estimation and hence fault 

detection can be achieved.

The chapter is organised as follows: A brief history o f sliding mode techniques is 

outlined in section 3.1. Section 3.2 introduces the concept o f variable structure systems 

and provides an illustrative example. The principal design steps o f a sliding mode
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algorithm are described in section 3.3. Section 3.4 covers the equivalent control method 

and 3.5 highlights the properties o f sliding motion. The following section identifies 

‘chattering’ as the main problem o f sliding modes and proposes various solutions for its 

alleviation. Section 3.7 provides a generic design framework for the synthesis o f a 

sliding mode observer. This design framework sets the stage for the use o f sliding 

mode observers in the field o f condition monitoring and fault detection as described in 

later chapters. A promising way o f suppressing the problem of chattering with the use 

o f higher order sliding modes is introduced in section 3.8. Finally, section 3.9 discusses 

the critical issue of digital implementation o f sliding modes.

3.1 HISTORY OF SLIDING MODE TECHNIQUES

Sliding mode techniques are a special class o f systems known as variable structure 

systems (VSS). The notion o f VSS first appeared in the Russian literature in the late 

1950’s but only became familiar to the rest o f the world in the mid-1970’s when a 

survey paper was issued in English [Utkin 1977]. Since that time, the principle has 

generated a considerable interest in the research community. The theory o f sliding 

mode techniques is well covered in the books by Utkin [Utkin 1992] and Edwards and 

Spurgeon [Edwards 1998]. Moreover, thorough reviews on the topic are provided in a 

number o f journal papers [DeCarlo 1988], [Hung 1993], [Young 1999].

Sliding mode techniques have subsequently been developed for robust control of 

uncertain nonlinear systems such as electric drives, automotive, chemical and 

biomechanical systems [Utkin 1993], [Bhatti 1999], [Herrmann 2003], [Lim 2003]. 

Many o f these designs assume full state information, which in practice is frequently not 

available. The estimation of unmeasurable states is commonly called observation and
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the dynamical system that estimates the states is called an observer [Luenberger 1971]. 

Utkin [Utkin 1992] first considered the possibility o f designing an observer with 

discontinuous parameters. Other developments in the area o f sliding mode observers 

are discussed in [Slotine 1987], [Edwards 1994]. Recently the method has been 

successfully applied to the problem o f fault detection and diagnosis [Alessandri 1999], 

[Edwards 2000].

A survey of the relevant literature demonstrates that the concept o f sliding mode is 

formulated in the continuous time domain. A key issue on the design o f continuous 

time sliding modes is that infinitely fast sampling for total invariance to uncertainty is 

required. However, this total invariance property is weakened when direct digital 

implementation is applied. In the 1980’s, the discrete time sliding mode (DSM) theory 

has been developed to address the problems associated with digital implementation. 

Unlike its continuous time counterpart it has not been studied to the same extent. 

Research work in this area is presented in [Furuta 1990], [Gao 1995], [Koshkouei 2000

2002].

Besides the difficulties related with digital implementation, a possible drawback o f the 

classical, first order sliding mode approach is the ‘chattering effect’ - high frequency 

switching of the input (control) signals. Higher order sliding modes (HOSMs) are a 

generalisation o f classical sliding modes (CSMs) and have been created to tackle the 

problem of chattering. They also provide improved tracking (sliding) accuracy under 

sliding motion when compared to CSMs. In HOSMs, the switching function, together 

with some derivatives o f the switching function, are required to become zero. The 

injection signal is thus designed to act on a derivative o f the switching function which is
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greater than one. A number o f such HOSM algorithms are described in the literature 

[Levant 1993 2001 2003], [Bartolini 1998 2000], [Fridman 2002].

3.2 THE BASIC NOTION OF VSS

Conceptually the simplest way to explain the variable structure method is to compare it 

with the linear state regulator design [Utkin 1977]. Suppose that a linear state space 

model is defined by

where *(7) denotes the state space vector and u{t) is the control signal. A and B are 

matrices of appropriate dimensions. In this case the control signal u{t) has the following 

fixed structure

where K  is the state feedback gain matrix and its constant parameters are selected 

according to various design techniques like pole placement or quadratic minimization 

[Ogata 1997]. Conversely, VSS are built around a set o f continuous subsystems that 

with an appropriate switching logic can change over in the duration o f the control. As a 

result, the nature o f the control action is discontinuous. This characteristic o f the 

variable structure technique provides an effective and robust means o f controlling 

nonlinear systems. To illustrate the usefulness o f the approach an elementary example 

is described in the next section.

oS^)= Ax{t) + Bu(t) (3.1)

us (3.2)
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3.2.1 A VARIABLE STRUCTURE SYSTEM EXAMPLE

Consider the following second order system

(3.3)

and assume that the feedback control law is given by

u(t)= -3c{t) (3.4)

where E  consists o f two structures defined by S  = a \  and E  = also a \  > 1 > a \.  

A useful way to analyse the behaviour o f the dynamical system is by phase plane 

profiles, i.e. plots o f one dependent variable against another. Therefore, a plot o f $  

versus y  gives families o f ellipses for both structures (see Figure 3-1 (a) and (b)). It can 

be observed that neither structure is asymptotically stable, since the variables andy 

do not move towards the origin. However, asymptotic stability o f the system can be 

obtained if the following control law is applied

As is seen in Figure 3-3 (c) the system trajectory is changing and will ultimately spiral 

in towards the origin. The resulting asymptotically stable system is thus attained by 

combining parts o f trajectories o f different marginally stable structures. This VSS 

design principle though proved difficult to generalize to systems o f arbitrary order via 

constructive design frameworks and was only considered for second order systems

(3.5)
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[Utkin 1984]. An alternative design approach is to create trajectories which are not 

inherent in any of the structures. These trajectories, the so-called sliding modes, have a 

particular role in the development o f a general VSS theory. The next section introduces 

the concept o f sliding modes and describes their behaviour with an illustrative example.

(a) (b)

(c)

Figure 3-1: Asymptotically stable VSS consisting o f two unstable structures
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3.3 SLIDING MODE THEORY

In the previous section a specific structure o f a variable system has been described. The 

design process comprised o f a set of feedback control laws and a decision rule which 

allows the selection at any time o f the right law according to the current state o f the 

system. This section is concerned with the synthesis o f a sliding mode algorithm. 

Essentially, this synthesis is characterised by two major tasks. The first task is to 

construct a sliding or switching surface in order that the system constrained to the 

surface demonstrates desired dynamics. The second task entails the development of a 

switching control law which forces the system to reach and maintain its sliding motion.

3.3.1 SWITCHING SURFACE DESIGN

To illustrate the switching surface design consider the nominal linear state space model 

Ax(f) + Bu(t) (3.6)

in which x(t)  e  91" and u ( t)e W "  represent the state and control vectors respectively.

Moreover, the constant matrices A e 9TX” and B e and it is assumed that B is o f 

full rank m. In order to simplify the development of the design, the system can be 

transformed into a suitable canonical form. Since by assumption B is o f full rank, there 

exists an orthogonal transformation matrix Tr e  9TXW such that

TrB=  (3.7)
2
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where B2 e  9T'A"' and is non-singular. The reason the transformation matrix Tr is 

imposed with an orthogonality restriction is that it is much easier to deal with 

orthogonal matrices. This is because the problem of inverting the matrix can be easily 

solved by straight forward transposition. By using now the coordinate transformation 

x <-» Trx and by partitioning the states so that

;(/) = *.(')" 
x2(t) (3.8)

where xx e 9?" m and x2 e  W " , the nominal linear system (3.6) becomes

M 0 = Anxi(‘) + A,2xi(‘) (3-9)

fy(t)= ^ 21jc1(/)+ A22x2(t)+ B2u(t) (3.10)

This representation is known as regular form. Further, note that the system is 

decomposed into two subsystems, each one describing different dynamics. Equation 

(3.9) describes the null space dynamics and equation (3.10) describes the range space 

dynamics [Edwards 1998].

Once the system is transformed, the next step is to choose a variable s as a function of 

the system states. Generally, this variable is selected as a linear combination o f the 

system states, i.e.

.s(jc(/)) = &(;(/) (3.11)
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where S parameterises a manifold (the so-called switching surface) of the system. By 

partitioning the switching function matrix compatibly as

S = [S, S2] (3.12)

where 5, e and S 2 e  9T*” then

det(SS)= det(S2 B, )= det(S2 )det(B2) (3.13)

Since by construction B2 is non-singular, a necessary and sufficient condition is that S2 

must be non-singular. Assuming this to be the case, then during the sliding mode the 

following sliding condition exists

5 iXi (/)+5 '2x2(/):=0 (3.14)

Equation (3.14) can also be written by expressing x2 (t) in terms o f jc, (/) as follows 

x2(t) = -M xx(t) (3.15)

where M  e js defined by

M = S 2lS, (3.16)
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This indicates that during the sliding mode x2 (/) is related linearly to xx (/). By 

substituting for x2(t) in equation (3.9) yields

4 ( l ) = U 1- ^ , 2M)x,(r) (3.17)

Equations (3.15) and (3.17) governed the dynamics o f the sliding mode. It can be 

observed that the matrix Si has no direct effect on the dynamics o f the sliding motion, 

but rather acts as a scaling factor for the switching function. Moreover, the design of a 

stable sliding mode requires the determination o f the state feedback matrix M  such that 

(Au -  An M)  has left-hand half-plane eigenvalues. Edwards and Spurgeon [Edwards 

1998] state that if the pair (Au , An ) is controllable, then any robust linear state 

feedback method such as pole placement or quadratic minimisation can be used to 

compute M  Having found A/, then the switching surface design can be completed by 

computing S = [Ŝ  S\].

After the design o f the switching surface the next significant aspect is to guarantee the 

existence of a sliding mode. Details on sufficient conditions for the existence of a 

sliding mode are provided in the next section.

3.3.2 CONTROL LAW DESIGN

In an attempt to motivate this problem, a single-input case is first considered followed 

by a multivariable case. In general, the goal o f the control law is to transfer the system 

into a prescribed manifold o f the state space (i.e. sliding manifold) and to ensure the 

attainment within this subspace despite the presence o f uncertainties. This is 

accomplished by setting a condition on the control law which renders the switching
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surface attractive to the system. Such a condition is termed the reachability condition

and the initial system trajectory under this condition is called the reaching phase.

3.3.2.1 THE SINGLE-INPUT CASE

A possible method for specifying the reachability condition for a single-input case is by 

Lyapunov stability analysis. By choosing the positive definite Lyapunov function 

candidate

This relation between the sliding variable and its first derivative is thus the reachability 

condition. Bhatti et al [Bhatti 1999] reported the use o f a linear or a discontinuous (i.e. 

nonlinear) reachability condition which satisfies equation (3.20) and hence making the 

sliding manifold attractive. The two conditions considered are defined as follows

(3.18)

where s is the sliding variable and deriving its derivative as

^ (5) = A (3.19)

then, the sliding variable will converge to zero only if

&<  0 (3.20)

&= - k Ls (3.21a)
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.&=- £ Dsgn(s) (3.21b)

where kL and kD are positive design constants. Moreover, sgn is the sign function

which exhibits the property that \s\ = sgn(s)s. The linear condition however, can only

guarantee asymptotic convergence to the sliding surface. From equation (3.21a) it 

follows that

s { t ) = s ( o y kl' (3.22)

Hence, in case initially the states do not lie on the sliding surface (i.e. j(0) ^  0), then 

s(/)*  0 for all t > 0 , which implies that the sliding surface is reached asymptotically, 

and —» 0 as t —> oo. In contrast, the nonlinear condition defined in equation 

(3.21b) provides convergence at finite time as will be seen below. By rewriting this 

equation as

s 2 = -* „ |s | (3.23)
2 dt D| 1

and integrating from 0 to ts, it yields that

where ts represents the time taken to reach the sliding surface ( s(/) = 0 ) and is given by
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\s(0]
(3.25)

K,VD

Having described the control law design procedure o f a single-input case, the following 

subsection attempts to describe the multivariable case.

3.3.2.2 THE MULTIVARIABLE CASE

The control structure to be described in this section is based on the work o f Dorling and 

Zinober [Dorling 1986]. The control law usually consists o f two parts: a linear term uL 

and a non-linear term uN, which are added to form the control structure given below

m(x)= Lx + Nx (3.26)
I N

Starting from the transformed state x given is section 3.3.1, a second transformation 

T2 =9?” —» 9T' such that

z  = T2x (3.27a)

where

T =2

0
M  /

(3.27b)

The above matrix is clearly non-singular, with inverse
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rp -1   n -m

2 ~ - M  Im
-  /w __

Partitioning z T -  z T2 ] with z x e  and r 2 e9?m

-i =*i

z2 = Mx] + x2

Therefore, the transformed system becomes 

f y —Lz  ̂ +

^  +  O r 2 +  B 2u

where L = Au -  Anz2, © = ML -  A22M  + ^ 2i and O = + A22

In order to attain the sliding mode, it is necessary to force r 2 and £$ to become 

identically zero. The linear part o f the control is defined to be

I/ i (^r)=-B2-‘ {© ,̂ + (O -  O , > 2}

where O , is any m^m  matrix with left-hand half-plane eigenvalues.

Therefore, transforming back into the original state space x gives

(3.28)

(3.29a)

(3.29b)

(3.30a)

(3.30b)

(3.31)
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L = -B~1[& <D - 0 , ] T 2r  (3.32)

However, as in the single-input case this linear control law uL will only drive the state 

component Z2 to zero asymptotically. In order to attain convergence in finite time a 

nonlinear control term uN is required. This nonlinear term must be discontinuous 

whenever zj = 0, and continuous elsewhere. Letting P2 denote the positive-definite 

unique solution of the Lyapunov equation

/>2O ,+ O l/> 2 + / m= 0  (3.33)

then P2z 2 = 0  if and only if  z 2 = 0 , and the nonlinear term is given by

""(-T) = i r ^ f « B2‘' ^ 2, r 2 ^ 0  (3.34)
*2Z2

where p  > 0 is a scalar parameter. The control law defined by (3.31) and (3.34) will 

drive an arbitrary initial state z° to the sliding manifold in a finite time

1

P \

( A A A )
V 1 (3.35)

f a )

where crmm (P2) denotes the minimum eigenvalue o f P2 and (•, ) is the usual Euclidean

inner product on 91m. Finally, expressing the control law back into the original 

coordinates
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(3.36a)

(3.36b)

3.3.3 AN ILLUSTRATIVE EXAMPLE

As an example, consider the second order system defined in equation (3.3). Rewriting 

the equation in the regular form gives

4 ( 0 =  *2 (0  

4(0="(0

> '(0= *i(0

(3.37a)

(3.37b)

(3.37c)

Here u is the input and y  the output o f the system. The overall aim o f the design is to 

stabilise the system, i.e. drive the system states (jC) (f), jc2 ( )̂) = (y(/),.$/)) to the origin. 

Recall that the design procedure consists o f two phases, the determination o f the sliding 

surface and the selection o f the control action so that the sliding surface is reached. In 

the first phase although the sliding surface can be selected as a nonlinear function o f the 

system states, usually it is chosen as a linear combination of the states (see equation 

(3.11)). Levant [Levant 2003] reports that for such a first order sliding mode algorithm, 

the sliding surface should have relative degree one with respect to the system input.

This means that the control input has to appear explicitly in the first time derivative of 

the sliding variable. Taking into account the above, consider the following sliding 

function

•s(v(44?)) = O;(0 + 3Ŝ ) (3-38)
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where c is a strictly positive design parameter. It is easy to check that the sliding mode 

dynamics are $ t )  = -cy(t),  a first order dynamic wholly determined by the value of c, 

which can be selected by the designer. Further, this linear sliding surface function 

satisfies the relative degree one condition, since the first time derivative o f the sliding 

variable is a function o f the control input, i.e.

&t)=c$t)+u{t)  (3.39)

Whilst the sliding surface has been selected, the second phase o f the design relates to 

the construction o f the control law. Initially, choose a reachability condition o f the form

4 f) = - ^ Dsgn (5 (/))-^5 (r) (3.40)

This reachability condition clearly satisfies the inequality o f equation (3.20) as follows

s&= s(;)[-*„sgn(j'(/))- *,.?(/)]
I/M  / \2 (3-41)

v ( 0  < 0

provided that kD and kL have a positive value. The discontinuous control u can now 

be computed by substituting equation (3.40) into (3.39)

u(t) = - c $ t )~  kDsgn(s(t))- kLs(t) (3.42)

In this particular design let the system parameters be c = 1, kD = 1 and kL = 1. Figure 

3-2 depicts the phase portrait o f the system with initial conditions xx (o) = 1 and
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x2 (0) = 0. It is important to note the two distinct modes of the dynamical behaviour of 

the closed-loop system. The initial mode is the reaching mode in which the trajectory 

moves toward the sliding surface and attains the surface in finite time. Once the 

trajectory reaches the sliding surface, the second mode, the so-called sliding mode 

occurs. During the sliding mode, the trajectory tends to the origin o f the phase plane 

which represents the equilibrium state o f the system.

0.5

D esired  Final Value

-0.5
R each in g  ModeSliding M ode

Sliding Surface

-0.5 0.5

Figure 3-2: Phase portrait o f the second order system 

3.4 THE EQUIVALENT CO NTROL M ETHOD

Before introducing the properties of the sliding motion, the notion o f equivalent control 

will be considered. In essence, the equivalent control approach is a mathematical 

method for describing the dynamics o f the sliding mode system [Utkin 1992]. Suppose
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at time, ts , the state trajectory o f the second order system (see equation (3.37)) 

intercepts the sliding surface (see equation (3.38)) and a sliding mode is established for 

all t > ts . As seen in section 3.3.1, during the sliding mode the switching function

satisfies s(/) = 0 , which in turn indicates that ^ )  = 0 . Hence, from equation (3.39) it 

yields

» „ ( ') = - e * )  (3-43)

This control law is known as the equivalent control. Note that this control signal is not 

the real signal which is applied to the system but it is the signal required on average to 

maintain a sliding motion (see Figure 3-3). A possible way to motivate the above is by

passing the real control signal (see equation (3.42)) through a low-pass filter. The real

control signal u is comprised o f a low-frequency, or average, component and a high- 

frequency component. Therefore, let the average control uay be the output o f the low- 

pass filter

r i ^ ( t ) + u m(t)=u(t) (3.44)

where r  is the time constant. Figure 3-4 verifies that the average control value 

coincides with the equivalent control value but only when the sliding motion is 

established (in this example after approximately 0.7 seconds).
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Figure 3-3: Discontinuous and equivalent control
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Figure 3-4: Comparison o f the equivalent control with the average control
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3.5 PROPERTIES OF THE SLIDING MOTION

Sliding mode control theory has attractive properties which are unique and relevant to 

real applications. In this section the two main properties of a sliding mode system are 

described.

3.5.1 REDUCTION OF ORDER

By referring back to the second order system in equation (3.37), if  a sliding mode exists 

then the switching function defined in equation (3.38) becomes s(/) = 0 . Hence, it 

follows

Observe that equation (3.45) determines the system motion on the sliding surface and is 

also independent of the control. Moreover, this motion on the sliding surface is 

governed by a first order differential equation, which the designer can select, and is one 

order less than the original system. In a more general case DeCarlo et al [DeCarlo 

1988] reported that for a multivariable system o f wth-order, the system dynamics during 

the sliding motion are reduced to (w-/w)th-order (where m is the number of inputs).

3.5.2 ROBUSTNESS PROPERTY

The most distinguished property o f the sliding motion is its ability to result in very 

robust systems. Consider the following general linear system of the form
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jS^)=(/1 + AA)x{t) + Bu(t)+ f ( t ) (3.46)

where AA and f ( t )  represent the modelling error and external disturbance respectively.

If AA and / ( / )  exist such that the matching conditions

(3.47)

are satisfied, then the sliding motion is invariant to the uncertainty. In other words, all 

modelling uncertainties and disturbances acting in the input channels are completely 

rejected during the sliding motion [Edwards 1998]. Although it is difficult to imagine at 

this point how the effect o f an unknown disturbance can be completely cancelled, it will 

be demonstrated later that this property results from the equivalent control.

Consider once again the second order system (see equation (3.37)) where a nonlinear 

term Asiny(/) is added in the input channel. This additional term can be regarded as a 

disturbance or an uncertainty. Hence, the resulting equations o f the system are given by

4 ( / ) = * 2(/)

u(t)+ osiny(/)

y ( t)= xi(t)

(3.48a)

(3.48b)

(3.48c)

where a = -1 . Using the control law (see equation (3.42)) with initial conditions 

xx (o) = 1 and x2 (o) = 0, the phase portrait shown in Figure 3-5 is obtained. It reveals
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that in finite time the sliding surface is reached and thereafter the system behaves like 

the ideal second

  Ideal c a s e
  D isturbance c a s e- 0.1

- 0.2

-0.3

-0.4

< NX

- 0.6

-0.7

- 0.8

-0.9

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

X1

Figure 3-5: Phase portrait with disturbance case

order system (i.e. when a -  0). Consequently, the influence o f the disturbance during 

the sliding motion is rejected and the system is said to be robust. This implies that the 

system is insensitive to mismatches between the model used for control law design and 

the plant on which it will be implemented. Nevertheless, the transient motion which 

brings the state of the system to the sliding surface (i.e. reaching mode) is different. 

This indicates that the disturbance term affects the system during this mode and thus 

preferably the transient motion should be as rapid as possible.
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By using now the equivalent control method the rejection o f the uncertainty can be 

substantiated. As argued in section 3.4, once a sliding mode is established, then 

s(/) = 0 and 0 for all subsequent time. From equations (3.38) and (3.48) follows

+ «siny(/)+ u(t) (3.49)

Equating the above expression to zero, the equivalent control is obtained, i.e.

- « sin>’( ')  (3.50)

Therefore, equation (3.50) shows the capability o f the equivalent control to capture 

precisely the uncertain term (asiny(/)) in the closed-loop system and to cancel its effect.

3.6 THE CHATTERING PROBLEM

The sliding mode algorithms presented so far in this chapter are designed to drive the 

system state into the ideal sliding mode. Edwards and Spurgeon [Edwards 1998] stated 

that if  infinite frequency switching o f the discontinuous control was achievable, the 

sliding motion would be attained and maintained and the sliding variable s would be 

equal to zero. This type o f behaviour is called an ideal sliding mode or ideal sliding 

motion. In practice, ideal sliding motion cannot be attained since switching is possible 

only at a finite frequency. This is due to the presence o f switching imperfections such 

as time delays and limitations imposed by the physical actuators. The phenomenon of 

non-ideal but fast switching is known as ‘chattering’ [Burton 1986], [DeJager 1992].

The chattering behaviour may have undesirable consequences that could preclude the 

practical implementation o f sliding mode algorithms for some classes o f systems. For
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example, in mechanical systems the high-frequency operation may lead to excessive 

wear and tear of the actuators. The same high operating frequency o f the actuator can 

appear in the form o f acoustic noise that may have harmful effects elsewhere in the 

system. Furthermore, the actuator is always in operation so it draws power 

continuously. This power is dissipated in the form o f heat which may result in 

additional cost for its removal. Therefore, it is evident that there is a necessity to 

eliminate or suppress this harmful phenomenon.

Several design methods have been developed to tackle the problem o f chattering. A 

straightforward approach is by tuning the reaching law parameters in equation (3.40).

As follows from the analysis of section 3.3.3, the parameters kD and kL must have 

positive values in order to satisfy the reachability condition (see equation (3.20)). 

However, the amplitude of chattering is proportional to the magnitude o f the 

discontinuous gain parameter kD and the original setting of kn = 1 is rather 

conservative. Thus, a lower value o f kD will reduce the amplitude of chattering. By 

setting kD = 0.1 and kL = 5 the control action illustrated in Figure 3-6 is acquired. The 

value for the linear gain kL is increased in order to reduce the time taken to attain 

sliding. A reduction in the amplitude o f the switching compared to the original setting 

is clearly visible.

The nature of the control signal in the above approach is still non-linear. Although the 

amplitude of the switching has been greatly reduced, in many cases such a signal would 

be unwanted. A popular design approach is to ‘soften’ the discontinuity o f the control 

law. This is achieved by substituting a continuous approximation to the non-linear part
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of the control signal. For instance* the signum function in equation (3.42) might be 

replaced by a

c
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Time [ s e c ]
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Figure 3-6: Comparison o f the discontinuous and smooth control

saturation function o f the form

sat (5) = +1 when s> S

= — w hen |s |< £  (3.51)
S

-  -1 when s < -S

where S > 0 and defines the size of the boundary layer. An alternative approximation is 

given below
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<3'52

where 8 is a small positive constant. As 8  —» 0 , the function v5 (•) tends point-wise to

the signum function, hence the name ‘signum-like’ function. Figure 3-7 depicts the 

signum function along with the continuous approximations described so far.

(a) Signum function (b) Saturation function (c) Signum-like function

88

Figure 3-7: Signum, saturation and signum-like functions

At this point, it is important to note that with the linear approximations ideal sliding 

motion no longer takes place. This is because the continuous control action transfers 

the states only to within a neighbourhood o f the sliding surface. As a consequence, the 

total invariance property with respect to matched uncertainty will be lost. Nonetheless, 

by choosing a small enough value for 8  an arbitrarily close approximation to ideal 

sliding can be obtained. In the literature this is known as pseudo-sliding. Figure 3-8 

shows the smooth control signal acquired by using the signum-like function with 

8  = 0.05.
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Figure 3-8: Smooth control signal using the signum-like function

3.7 SLIDING MODE OBSERVERS

In section 3.3, the design procedure to synthesise sliding mode algorithms has been 

presented. In this design, it is assumed that that the state vector of the system is 

available. However, in practice the system states are not always available or sometimes 

are difficult to measure. A common way o f overcoming this difficulty is to utilise an 

observer. An observer is a model-based method, specifically developed for estimation 

of state variables. An early example o f an observer is a Luenberger observer 

[Luenberger 1971], as briefly presented in the following section.

3.7.1 LUENBERGER OBSERVER

Consider the observable system [Ogata 1997] represented by

* )  = Ax(')+ Bu{t) (3 53)
y{t)=Cx(t)
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where A,B and C are matrices o f appropriate dimensions. The corresponding observer 

has the form

llfy) = (A + Z,C)f(/)+ Bu(t)~ Ly(t) (3.54)

The choice o f the design matrix L must be such that the eigenvalues o f (A + LC) have 

negative real parts. Rewriting equation (3.54) as

Mf) = Al(t)+ Bu(t)~ L(y(t)~ d ( l ) )  (3.55)

it can be noticed that the observer operates like a model of the system, which is driven 

by the difference between the system and the observer outputs. This difference, also 

called the state error, is defined as

e(t)= * ( / ) - j£(/) (3.56)

Hence, the error dynamics are governed by

% ) = (A + LC)e(t) (3.57)

Due to the selection of the design matrix Z, (A + LC)  is a stable matrix and therefore 

the error vector will converge to zero from any initial condition, just as ! ( /)  will 

converge to *(/).
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Having described the idea o f utilising a dynamical system for estimation o f systems 

states (i.e. an observer), the next section introduces the possibility of using sliding mode 

techniques for robust state reconstruction.

3.7.2 OBSERVER DESIGN VIA SLIDING MODE TECHNIQUES

The main argument in favour o f sliding mode techniques is the total invariance to any

robustness property has led to the employment o f sliding mode techniques to the 

problem of state estimation via an observer. This area o f sliding mode observers is 

discussed in more detail by [Slotine 1987], [Walcott 1987] and the references contained 

within. In this section, a design framework adopted by Edwards and Spurgeon 

[Edwards 1998] is presented for the synthesis o f a sliding mode observer for a linear 

system.

Consider the system given in (3.53) and assume that that the system states are unknown. 

Further, only the input and output signals u(t) and v(/) respectively are available. The 

aim is to generate a state estimate !( /) , such that a sliding mode is attained. During the 

sliding motion the output error ev (/), which is defined as

is forced to zero in finite time. The proposed sliding mode observer has the form

uncertainties which are implicit in the input channels (see section 3.5.2 for detail). This

(3.58)

(3.59)
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where Gh and GD are the linear and discontinuous observer gains respectively. 

Moreover, v represents the discontinuous switched component given by

Fev
Pl\— ~T\\\Fe\\ (3.60)

0 otherwise

From equation (3.58) it is straightforward to show that the observer error dynamics are 

f y ( t ) = ( A - G LC)ey(t) + GDv (3.61)

The linear gain GL must be chosen such that Aa =(A - G lC) has stable eigenvalues 

and there exists a Lyapunov pair (P, Q) for Aa that satisfies the Lyapunov equation

ATaP + PA0 = -Q  (3.62)

where Q and P are some positive definite matrices. Also, P satisfies the following 

structural constraint

C tF t =PGd (3.63)

where F  is a design matrix. To prove that the observer o f equation (3.59) guarantees 

quadratic stability o f the error system (3.61), let the expression

V(e)=eTy Pey (3.64)
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be a candidate Lyapunov function. Differentiating the above equation and substituting 

equation (3.61) it follows that

f£(e)=$Pev +eTvP£$,

= (-V , + 6V ) 1 Pey + eTyP(Ayey + G„v)

= <  Al Pey + vTG TDPey + eTf PAaey + eTy PGDv 

= el(AlP + P A X + 2 e 1rPGDv

Therefore, by using equations (3.62) and (3.63) it follows that

Ae)<-e]Qey ~2 f \F C ey\  (3.66)

It is clear from the above that if p  > 0 , then the system is quadratically stable.

Besides using sliding mode observers in state estimation, in recent years the technique 

has been used successfully for condition monitoring and fault diagnosis. It will be seen 

in later chapters that appropriately designed sliding mode observers can be used to 

monitor a dry vacuum pump in order to reduce the occurrence of unplanned stoppages.

3.8 HIGHER ORDER SLIDING MODES

In previous sections the synthesis o f a classical, first order sliding mode algorithm that 

drives the states o f a system to a given manifold and keeps them within this constraint 

has been described. The main advantages, along with the possible presence o f high 

frequency oscillations in the input (control) signals were presented. To avoid this 

‘chattering-effect’ some approaches were proposed in section 3.6. In this section, a new
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class o f sliding modes is presented that has been developed to tackle the chattering 

phenomenon. Another advantage o f this new class o f sliding modes, called higher order 

sliding modes (HOSMs), is that they provide improved tracking (sliding) accuracy 

under sliding motion in sampled conditions as will be illustrated later.

HOSM techniques are a generalisation o f the CSM control. In CSMs the discontinuity 

acts on the first order derivative o f the sliding variable, whereas with HOSMs the 

discontinuity is acting on higher order time derivatives o f the sliding variable. In 

general, if the total time derivatives s, s r̂_1* o f the sliding variable exist, then the

rth-order sliding mode (r-sliding mode) is determined by the equalities

5 = &= «t=... = i (r_1> = 0 (3.67)

which constitutes an r-dimensional condition on the state o f the dynamic system 

[Fridman 2002].

Therefore, the higher the order o f the sliding variable derivative where the high 

frequency first appears, the less visible the oscillations on the variable itself will be. In 

other words, by moving the switching to the higher order derivatives o f the control 

signal it is no longer hazardous, since the switching now takes place within the inner 

circuits of the control system (i.e. mostly in a computer) and not within the actuator.

Having briefly described how HOSMs suppress the chattering effect, their improved 

tracking (sliding) accuracy under sliding motion will now be presented. Levant [Levant 

1993] reported that the quality o f a sliding mode algorithm is related to the sliding
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accuracy. This sliding accuracy can be better realized if  the concepts o f ideal and real 

sliding are introduced. Recall that every motion that takes place strictly on the 

constraint manifold Sx(t)= 0 is called an ideal sliding (see section 3.6 for detail). In 

reality though, ideal sliding cannot be attained due to switching imperfections such as 

delays. When these switching imperfections are taken into account and the constraint is 

kept only approximately, then real sliding is taking place. If e is some measure of these 

switching imperfections then the following definition can be introduced:

Definition 1 [Levant 1993] Let / (e )  be a real-valued function such that / ( e ) —>0 as 

e -»  0 . A real sliding algorithm on the constraint s = 0 is said to be o f order r ( r>  0 ) 

with respect to / (e)  if, for any compact set o f initial conditions and for any time 

interval [TVT2] , there exists a constant C , such that the steady-state process satisfies

M sC |r(*)T  (3.68)

for / e  [Tv T2] . In the special case when r  > 0 is the minimal switching time interval, 

the relation can be stated as

|s| < C |r |r (3.69)

Therefore, as an example, it can be said that for a second-order sliding mode algorithm 

the deviation of the system from its constraint (sliding accuracy) is proportional to the 

square o f the switching time delay.
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3.9 DISCRETE TIME SLIDING MODE

Control systems that are theoretically developed for continuous time may not perform 

well and may even become unstable when direct digital implementation is applied. This 

fact is especially true for sliding mode systems because in discrete time systems the 

control signal is held constant between successive sampling points. The control signal 

cannot be altered at the very instant when the system motion crosses the sliding surface, 

which in turn means that it is not easy to force the system to remain on the sliding 

surface. Moreover, as seen in section 3.5 the invariance and robustness properties of 

sliding modes are only satisfied on the sliding surface. These desirable properties may 

therefore be lost in a discrete system. The obvious solution o f decreasing the sampling 

period A t  may not be always viable. Synthesis o f sliding mode algorithms in the 

discrete time framework has therefore been necessary.

Koshkouei and Zinober [Koshkouei 2002] state that in discrete time systems there is a 

countable set of points consisting of the so-called lattice and the surface on which these 

sliding points lie is named the lattice-wise hyperplane. Consider the discrete time linear 

time invariant system

x(fc + l)=  Ax(k)+ Bu(k)
/ x / x (3.70)

y{k)=Cx{k)

where x(&)e 91" is the state vector at the sampling instant k, u(k)e  91"' is the input and 

_y(*)e9tp is the output. A, B and C are matrices of appropriate dimensions. Define the 

sliding dynamical sequence as
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s(&)=cjc(A:) (3.71)

Definition 2 [Koshkouei 2002] The set o f all points x(£)e 91”, which lie on the

hyperplane cx = 0 is said to be the sliding lattice-wise hyperplane or more concisely the

‘sliding lattice’. In fact, the sliding lattice-wise manifold is an infinite countable subset 

of the manifold cx = 0.

The next step in the design is to obtain a condition for the existence o f the DSM, in 

which the sliding lattice is made attractive. The simplest condition for this existence is 

to rewrite equation (3.20) in the following form

V s(*>(*)<0 (3.72)

where Vs(&) = s(k + 1 )- $(&). However, this condition guarantees that the states only 

approach the sliding lattice and do not remain on it. A stronger condition was proposed 

by Sarpturk et al [Sarpturk 1987]

|s(* + l)|< |s(*)| (3.73)

for all k. Kim et al [Kim 2000] noted that for this condition the DSM system must be 

designed such that the switching function is decreased at every sampling index k and 

that it may be difficult to obtain a control law that satisfies this. The following 

condition was thus proposed
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|.s(*| (3.74)

where s  > 0 and denotes the sliding lattice band width.

3.10 CONCLUSIONS

This chapter has described the basic concepts o f sliding mode techniques. More 

specifically, the philosophy o f the design o f a sliding mode algorithm has been 

considered, highlighting a number o f characteristics which will influence the 

development of the condition monitoring and fault diagnosis system in respect o f the 

BOC Edwards’ iGX dry vacuum pump.

The design procedure is based on two goals:

• First, the construction o f the sliding surface to ensure the desired behaviour 

of the system in the sliding mode

• Second, the development o f the control law that forces the system to reach 

and remain on the sliding surface

In discussing the properties of the sliding motion, it has been noticed that once the 

sliding motion is established the order o f the system is reduced and it becomes totally 

invariant to matched uncertainties. Despite these advantages, sliding mode techniques 

present an important drawback that may limit their practical applicability, the chattering 

effect. It has been shown that these difficulties can be alleviated by smoothing the 

nonlinear term of the control signal. Moreover, the potential use o f sliding modes for 

observer design has been examined and their use in fault detection schemes has also 

been mentioned. After this, the concept o f HOSM has been discussed briefly. This
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concept not only addresses the problem o f chattering, but also provides an improved 

tracking capability compared to CSM in discrete implementation. Finally, the 

importance of restructuring the sliding mode design in a sampled data system 

framework has been presented.

In conclusion, based on the review o f this chapter, it is expected that sliding mode 

techniques may be effectively applied for the development of on-board condition 

monitoring and fault diagnosis systems. The dry vacuum pump represents an excellent 

test bed for evaluation o f sliding mode techniques because o f its complexity and 

inherently nonlinear dynamics. In the following chapters, sliding mode observer-based 

fault detection systems will be developed for a number o f the defined subsystems o f the 

dry vacuum pump.
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CHAPTER 4 

CASE STUDY 1: THE COOLING SYSTEM

As machines become more complicated and valuable, there is a greater need to protect 

them, and the systems they support, from the consequences of faults. In chapter 2, a 

fault was defined as an unpermitted deviation o f at least one characteristic property or 

parameter o f the system from the acceptable condition. In many cases, such faults may 

create safety, maintenance or even environmental problems. This is also relevant for 

dry vacuum pumps, hence the requirement for development of a condition monitoring 

and fault diagnosis system.

In this chapter, the first nominated system component o f the dry vacuum pump, the 

water cooling system, is considered. The function o f the water cooling system is to 

dissipate excessive heat generated from the vacuum pump. This removal o f heat is 

crucial, since by controlling the temperature o f the vacuum pump the occurrence of 

unplanned stoppages is minimised.

The fault detection system for the water cooling system is based on sliding mode 

techniques. In particular, a nonlinear sliding mode observer-based approach is proposed
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as a solution. The attractiveness o f this approach arises from the fundamental 

robustness against certain kinds o f parameter variations. Further, it enables faults 

and/or unmeasurable system parameters to be reconstructed. As a result, the concept 

has already gained some practical importance in the field o f condition monitoring and 

fault detection.

Alessandri et al [Alessandri 1999] described the development of a sliding mode 

observer-based method for robust fault diagnosis o f unmanned underwater vehicles. 

This system is compared with the extended version o f the Kalman filter (EKF). It is 

concluded that the sliding mode observer performs better than the EKF, since its 

residuals are more stable and react faster at the appearance o f faults. A specific sliding 

mode observer for fault detection and isolation is produced by Edwards et al [Edwards 

2000]. The observer is designed to maintain the sliding motion, even in the presence of 

faults, and reconstructs the fault signals as a function o f the so-called equivalent 

injection signal. This property o f fault, or parameter, reconstruction is successfully 

employed for a ship benchmark problem by Edwards and Spurgeon [Edwards 2000]. 

The results obtained are compared with alternative observer-based approaches (i.e. 

fuzzy observers) and it is reported that the detection performance is comparable or 

better. Another contribution which builds on the work o f Edwards et al [Edwards 2000] 

is presented by Tan and Edwards [Tan 2002]. The suggested method requires the 

design of a secondary sliding mode observer, which adds to the primary design 

requirements. Nonetheless, it also allows for more complex examples to be considered.

The preceding paragraphs have introduced the cooling system fault detection problem 

and illustrated how sliding mode techniques are being established for use in fault
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diagnosis. Applying this philosophy it will be seen that parameter estimation and thus 

fault detection o f the water cooling system can be achieved by examining the associated 

equivalent injection signal.

The chapter is organised as follows: In section 4.1 the cooling system fault detection 

problem is formulated and practical issues such as the selection o f appropriate 

monitoring signals are considered. The development o f the cooling system heat transfer 

models is described in section 4.2. Three different scenarios representative o f a 

defective cooling system are introduced in section 4.3. Section 4.4 covers the 

development o f the sliding mode observer, which has been produced for parameter 

estimation and hence fault detection o f the cooling system. Finally, the experimental 

set-up and results are presented in sections 4.5 and 4.6 respectively.

4.1 PROBLEM FORMULATION

In the design of the diagnostic scheme, a number o f practical considerations need to be 

taken into account. As pointed out in chapter 2, the success o f any diagnostic scheme 

depends strongly on the selection o f appropriate monitoring signals and transducers.

The choice o f which signals it is most suitable to monitor is often a trade-off for the user 

between cost and functionality. Therefore, in terms o f the water cooling system it is 

proposed to monitor temperature signals. Temperature transducers are cheaply 

available and readily fitted to the system in a non-invasive manner.

Temperature is a key system parameter and relatively straightforward to monitor. 

However, monitoring temperature signals is not always sufficient to describe the state of 

the system. This is because a variety o f faults may cause the temperature o f the vacuum
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pump to rise. For instance, in the water cooling system different faults such as total 

coolant failure or coolant flow pipe-work blockage will both lead to overheating o f the 

vacuum pump. In addition, the time dependency o f the faults may also be different. 

When total coolant failure occurs, the rise in the temperature is abrupt (i.e. step-wise), 

whereas in the case o f a blockage in the pipe-work, a drift-like rise is observed.

As a solution to the above problems, certain parameters that indicate the state of the 

cooling system like the coolant mass flow rate and the heat transfer coefficient can be 

monitored. Although this may seem as an appropriate choice for the monitoring task, 

practically the measurement o f these variables is often expensive or difficult to achieve.

The sliding mode observer based approach provides a means o f estimating these system 

parameters with the use o f the equivalent injection signal. Therefore, a major advantage 

of the suggested diagnostic system is that it is able to differentiate between the various 

faults down to the component level, something that would not be possible from the 

temperature measurements alone.

Once the monitoring signals have been identified, the dry vacuum pump has been 

instrumented in order to allow the development of the cooling system model. The 

details of this development are described in the following section.

4.2 HEAT-TRANSFER MODELS FOR THE DRY VACCUM PUMP 

COOLING SYSTEM

In the introductory section, it is stated that the function o f the water cooling system is to 

maintain the dry vacuum pump at an appropriate working temperature and to prevent
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excessive thermal expansion that can damage the pump. The cooling circuit o f the iGX 

dry vacuum pump has evolved and three different designs have been used during the 

course of this research (see chapter 2 for details). However, this chapter is only 

concerned with the initial design, as the other two designs were later introduced into the 

project. The initial cooling circuit design is formed by a long stainless steel pipe that 

surrounds the working volume o f the system in order to dissipate excess heat from the 

motor, bearings and pump stages.

Three explicit mathematical models that describe the water cooling system are derived 

from physical laws. The system can be represented by means o f a block diagram, as 

illustrated in Figure 4-1. The primary source o f heat into the coolant system is the 

electrical power supply. Additionally, heat is exchanged between the pump and the 

atmosphere, the cooling water and pumped gas.

PUMPED GAS T 

ATMOSPHERE t, 
COOLING WATER ■ 

ELECTRICAL POWER

INPUT

VACUUM
PUMP

-  PUMPED GAS 
►

RADIATION TO ATM 
-►

CONVECTION TO ATM

COOLING WATER  ►

OUTPUT

Figure 4-1: Block diagram of vacuum pump cooling system heat balance

A simple heat transfer model previously developed for a diesel engine [Bhatti 1999] is 

modified. The rate of change o f pump body temperature is given by

dT (/)
{ntCp )s — = Qp — Qcw — Qconv ~ Quad ~ Qpg (4.1)
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where Q denotes an instantaneous heat transfer rate. The radiated heat and the net mass 

flow rate of pumped gas are both small, hence, QRAD and QPG can be neglected.

Moreover, the instantaneous heat transfer rate of power Qp = kl is assumed to be a 

linear function o f the inverter current /, where k is a constant. The cooling water heat 

transfer is defined as

Further, mB is the mass o f the pump body and cpB is the specific heat capacity o f the

pump body. 7#, Th T„ and Tatm are the pump body, inlet, outlet and atmospheric 

temperatures respectively. Also, Ag represents the surface area o f the pump body, hg 

the heat transfer coefficient o f the pump body, rfy the mass flow rate o f coolant through

pump and cpcw the specific heat capacity o f the coolant.

Substituting for Q will result in the following equation

(4.2)

and the surface heat loss to ambient through convection

Qconv — Tatm (/)) (4.3)

("ICp )„ = k I (‘ )  -  r&rc ,™ (T ° (')-r, (<)) - M . ( T b (0 - (0) (4.4)
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dt [me ) (mcp ) (,m e )

Re-labelling the coefficients for ease o f exposition it follows that

A  ( ') = < > M t)-a2* t  (Ta( t ) - T t ( / ) ) -  «3 (Tn  (t)~ Tatm (/)) (4.6)

where a\, (*2 and a3 are given by ax = ->— !—r - , a2 = ->—^ r -  and a3 = .
(mcp) - (mcp) (1mcp)

In equation (4.6), the rate o f change o f pump body temperature (Tbi) is parameterized in 

terms of the mass flow rate, riB$, but it can be also parameterized in terms o f the heat 

transfer coefficient between the pump and the coolant hc (Tb2)• This will result in

£ j ^ l = 1 4  M r  w _ r  (,))_  M s  (TB2(t) - T aJ t ) )  (4.7)
dt (mcpjB (mcp)B (mcp)B

where Ac is the surface area o f the surrounding pipe-work. Hence,

3$, (0 = « ,* /( /) -  a A  (TB2 (?)-T . (0) -  a , (T„ (/) -  Tmm (0) (4.8)

where a4 -  r \ . 
Imcp)B
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The final equation is derived by considering the rate of change o f the coolant 

temperature

(mcp ) „ ^ j ^  = Qc -Q c w  (4.9)

where

Qc=K*c<r.<t)-TM  (4.10)

is the pump body to coolant heat transfer and

Qcw=’&tcpm{T0if)-T ,{t))  (4.11)

the cooling water heat transfer. In addition, mnv, is the mass o f the water coolant 

contained in the pump. Substituting the instantaneous heat transfer rates (4.10) and 

(4.11) into (4.9) and rearranging

*« (7» W ■- T° W) -  r ^ r  *  (r» ̂ ~ T' W) (4-12)dt [me ) [me )' P /CU' v P 'CW

Therefore, by renaming the coefficients

# ' ) = * ,  K (T„ ( t) -T ,  (/)) - b 2̂  {T„ ( t) -T ,  (/)) (4.13)
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where b\ and bj are given by bl = ^ — and b2 =----- .
K  L

4.3 FAULT SCENARIOS FO R  A DEFECTIVE COOLING SYSTEM 

Equations (4.6), (4.8) and (4.13) represent the dynamics o f the cooling system. It is 

useful to consider the possible variation in the system parameters that may be used to 

indicate likely malfunction o f the cooling system. For example, a variation in the 

coolant mass flow rate nS$, a change in the heat transfer coefficient hc between the

pump and coolant and a change in the heat transfer k between the pump and the 

temperature sensor. Let

rfy = rfy + Arfy

hc =hc + Ahc

k -  k + Ak

(4.14a)

(4.14b)

(4.14c)

where Ar£$,Ahc,Ak represent the deviations (i.e. the faults) and rfy,hc,k  the nominal 

parameters. Substituting the above in equations (4.6), (4.8) and (4.13) gives

aAfik + ̂ k)-aJ0(t'j  ̂+ ArSi)
+ a,Tl(tiify + A/fy)-a ,T m (?)+ a,Talm (l)

^ ( ' )  = V ('X *  + A k ) - a*r B2(t t?‘c + Ahc)

+ aJo {<tk + Ahc)-  a,TB2 ( / ) - a,Tm  (/) 

= + Ahc) -b lT„(tihc +Ah.)

-  h2T„ ( ') f e +  M - )+ b2r: m  + )
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It can be observed that by setting the deviations Arfy,Ahc,Ak to zero in the above 

equations a nominal cooling system dynamics can be obtained.

4.4 SLIDING MODE OBSERVER DEVELOPMENT

An observer is a model-based method which is traditionally used for estimation o f states 

variables [Luenberger 1971]. The sliding mode observer designed in this section is 

used for parameter estimation and hence fault detection o f the water cooling system.

For the sliding mode observer development, it is assumed that the output o f the plant is 

the pump body and coolant outlet temperatures. Furthermore, the sliding surface is 

chosen to be the error between the observer output and the plant output. It will be 

shown that the sliding motion will be attained even in the presence o f a fault and that 

the sliding mode observer predicts both the temperatures and the model parameters -  

i.e. coolant mass flow rate, coolant heat transfer coefficient and pump body heat 

transfer.

The proposed observer has the following structure

= «i(') + a 2i ^ T „ ( t ) - a 2f y T l(t)+  a j ' am{t)+ v BX (4.18)

^ 2  (<) = -("  A  + a ,k l { ( )+  a f i cT0{t)+ vB2 (4.19)

f f r ) = - { b f i c + b A Y o ( ‘)+ b A T B(l) + b2a i Ti ( l h o 0 (4.20)
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where vt -  Kt i - BlB2.o and Kj are the gains o f the discontinuous signals ut .

Moreover, s x is the observer error defined as the difference between the estimated and

measured temperatures (i.e. s m = Tm -  f m, s B2 = TB1 -  f B2 and s 0 =T0 -  f 0). The

selection of Kj must be such that the reachability problem is satisfied and the sliding 

motion is sustained at all times (see Appendix D for details). Finally, 8  is a small 

positive constant used to reduce chattering (see section 3.6 for details). The following 

equations yield the observer error dynamics

Assuming the Kj are chosen sufficiently large, a sliding mode will be attained and 

maintained. The observer errors and their derivatives will converge to zero due to the 

choice of the sliding surface. Thus, the sliding mode equations (4.21), (4.22) and (4.23) 

become

The above expressions demonstrate that the observer provides a means o f detecting 

changes in system parameters. It can also be observed that the system parameters are

A  = -« 3 £si + (4.21)

«%: =~(aA  + a s)eB2 + o[Ak/(t)~ a4Ahc(TB2 ( t)—T0 ( /) ) -  oB2 

4  = -(* A  + * 2 ^ K  - (btAhc +b2Arfy)Trl( /)+ * ,AhcT„(t)+b2At&-CTt{t)

0 = a, Akl(t) - a 2Ai% (T0 (t ) -T ,  (/)) -  v Bi

0 = a{A k l( t) -a i Ahl (TB2(l)~ T0( t ) ) - v B2

0 = -\b,Ahc +b2Ar&f )r„ (?) + bxAhcTB (?) + b2Ar^T: (?) -  v0

(4.24)

(4.25)

(4.26)
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interdependent and more than one discontinuous signal must be utilised to perform fault 

diagnosis. The idea is illustrated in Table 4-1.

Table 4-1. Fault conditions

Fault Condition Average Value o f Injection Signal

U Bl V B2 Vo

Arfy Non-zero 0 Non-zero

Ahc 0 Non-zero Non-zero

Ak Non-zero Non-zero 0

Normal Condition 0 0 0

4.5 EXPERIM ENTAL SET-UP

This section contains a description o f the test equipment and instrumentation used for 

validating the sliding mode observer developed in the previous section. A dry vacuum 

pump is available in the laboratory (see chapter 2 for details). Temperature sensors are 

fitted on the vacuum pump in order to deliver input/output data. The motor current is 

captured from the system’s inverter via a serial link. Similarly, the mass flow rate is 

recorded via a serial link connected to the dSpace™ board.

dSpace™ (Digital Signal Processing and Control Engineering) is the hardware interface 

involved in the experimental validation, since it provides all the tools required for real 

time data acquisition and direct data exchange with Matlab™/Simulink™. Finally, a 

digital low pass filter generated in Matlab™ is employed to remove any unwanted high 

frequency components o f the signal noise. Alternatively, an equivalent hardware filter
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could be designed, decreasing the computational overhead but resulting in a small 

increase in hardware costs.

In order to replicate the changes in system parameters that may occur prior to pump 

failure, three different experimental scenarios are considered. A low flow or total 

coolant failure will result in high temperatures in the motor, stator and the bearings. 

These high temperatures will affect the vacuum pump and can result in total failure or 

an emergency stop. In order to simulate this type o f fault a control valve is used to 

restrict the water flow. Secondly, a reduction in the rate o f heat transfer from pump to 

coolant which can be caused by deposits on the coolant flow pipe-work is investigated. 

This type of fault is simulated by inserting an insulating material between the vacuum 

pump and the pipe-work. The final type o f fault examined is a change in the heat 

transfer between the pump and the temperature sensor corresponding to additional 

internal source of heating such as bearing friction. The fault is simulated by fitting a 

small heater close to the location o f the bearings.

Finally, to validate the heat transfer models introduced in section 4.2, a large quantity of 

temperature data has been acquired by using dSpace™. This large archive o f data was 

then used for offline simulation and estimation o f the parameters for the heat transfer 

models. Details of the procedure are reported in Appendix C.

4.6 RESULTS

A series o f tests have been carried out to test the sliding mode observer based diagnostic 

system. The diagnostic scheme requires six input variables, i.e. [7#, Ta, T„ Tatm, /, * ] •  

The data sampling time is selected to be equal to 1 second. In contrast, the sliding mode
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observer needs a shorter sample time because the switching term of the algorithm has to 

keep the observer error sufficiently close to zero to maintain the sliding mode in order 

to maximise the accuracy o f the parameter estimates.

Initially, validation data is obtained from the dry vacuum pump under fault-free 

conditions. Figure 4-2 illustrates the behaviour o f observer Tbi under these conditions. 

The first graph represents a plot o f the measured and the estimated data from the sliding 

mode observer. It can be noticed that the observer tracks the temperature data and that 

the corresponding error between them is o f the order o f 0-0.002 °C. The third graph 

represents the equivalent injection signal uBl. It can be noted that it is not affected and 

remains close to zero under normal operating conditions.
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Figure 4-2: Measured and estimated body temperature T b \ ,  model error and the 

corresponding equivalent injection signal
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Having validated the sliding mode observer under fault-free conditions, a fault is then 

introduced into the system. Figure 4-3 shows the measured and the estimated data 

under a fault condition for observers Tbu Tbi and T0. It can be seen that at 

approximately 3200 seconds a fault in the coolant mass flow rate rfy is introduced by

restricting the water flow. Nevertheless, all the three observers attain a sliding motion 

even in the presence o f the fault. Figure 4-4 depicts the error plots between the 

measured and estimated data under a fault condition for observers Tbu Tb2  and T0. It 

can be seen that the error magnitudes are small, which verifies that the sliding mode 

observers are sliding and that the estimated value tracks the measured data.
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Figure 4-3: Measured and estimated data for Tbu Tm and T0 under a fault condition
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Figure 4-4: Error in temperature between the measured and estimated value for Tbu Tbi

and T0 observers under a fault condition ( rfy)

Figures 4-5 and 4-6 depict the equivalent injections signals for the three observers and 

the parameter estimate Ar& .̂ The proposed diagnostic technique indicated that the

parameters are interdependent so that the diagnostic system must detect non-zero values 

in more than one injection signal to infer a fault (see Table 4-1 for detail). As predicted, 

signals vm and v0 are affected, whereas v B2 is largely unaffected. Further, good

correlation between the estimates o f Arfy can be observed.
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Figure 4-5: Injection signals v m , v B2 and v a for coolant flow failure

Finally, Figures 4-6 and 4-7 show the non-zero parameter estimates for the remaining 

two fault situations. A change in the heat transfer coefficient hc between the pump and

coolant is introduced at approximately 2800 seconds. It can be seen that both observers 

reconstruct this change successfully. Moreover, a change in the heat transfer k between 

the pump and temperature sensor is introduced by the addition of approximately 120W 

at 1700 and 3500 seconds respectively.
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Figure 4-6: Component parameter estimate Arfti for observers Tm and T0
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Figure 4-7: Component parameter estimate Ahc for observers Tb2 and Ta
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Figure 4-8: Component parameter estimate Ak for observers TB\ and Tbi

4.7 CONCLUSIONS

This chapter has presented the application o f sliding mode techniques to the problem of 

fault detection of the cooling system for a dry vacuum pump. Specifically, a nonlinear 

sliding mode observer has been employed and parameter estimation, and hence fault 

detection has been achieved by examining the equivalent injection signal. This property 

of fault, or parameter, reconstruction is unique to the nonlinear sliding mode 

methodology and the results could not be obtained using a linear observer technique.

The method also requires only low cost temperature transducers and a reading o f the 

motor’s current and coolant water flow. Further, the nature of the input signals 

dynamics is slow and a low sample rate o f 1Hz for the heat transfer model is adequate 

in the implementation o f the scheme.

The results from a series of experimental tests illustrate the usefulness o f the approach 

for condition monitoring. Good correlation between the system parameter estimates is 

obtained from the different observers for all three targeted faults. The method provides
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an earlier diagnosis and information down to a component level compared to a simple 

high temperature alarm, for example.
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CHAPTER 5 

AN ALGEBRAIC FRAMEWORK FOR IDENTIFICATION 

AND SLIDING MODES

Sliding mode observers are a well-developed technique with applications in condition 

monitoring and fault diagnosis o f continuous time systems [Edwards 2000], [Edwards 

2000]. Faults are detected by analysis o f the so-called equivalent output injection and 

appropriate manipulation o f this signal can effectively either reconstruct the fault signal 

or monitor parameters whose variation may be used to infer the health o f a system. The 

observer is designed to maintain a sliding motion even in the presence o f faults and is 

effective at rejecting certain kinds o f parameter variations and disturbances.

Bhatti et al [Bhatti 1999] reported the use o f sliding mode observers for state estimation 

and for reconstruction o f fault signals in the parameters o f a heat transfer model. A 

non-linear sliding mode observer was used for the detection o f possible faults in a diesel 

engine coolant system by Goh et al [Goh 2002]. In these examples, first order 

differential equations are used to model heat transfer, providing a basis for the observer 

design.
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The need for a mathematical model to formulate the observer requires that nominal 

values of the model parameters must be obtained. In the case o f the heat transfer models 

referred to above, the values o f some parameters can be acquired directly by 

measurement and some from tables o f material properties. Generally however, some 

parameters may not be known and some means o f parameter estimation for any 

unknown parameters must be used.

The topic o f parameter estimation is broad and comprehensive coverage o f all o f the 

areas associated with it is outside the scope o f this thesis. A comprehensive survey of 

parameter estimation techniques for continuous time models is presented by Young 

[Young 1981] and Unbehauen and Rao [Unbehauen 1998]. Where the model structure 

is known, parameter estimation techniques by such means as least squares estimation 

[Jiang 2004] have been used in condition monitoring and fault diagnosis schemes 

[Molteberg 1991].

The main problem with parameter estimation from input-output data is the presence of 

derivative operators in the models. The inevitable measurement o f noise means that 

direct generation o f the derivatives is not a practical option. Fliess and Sira-Ramirez 

[Fliess 2003] have developed a framework for identification o f continuous time constant 

linear system parameters. Their approach exhibits good robustness properties with 

respect to a large variety of additive disturbances and is based on mathematical tools 

such as module theory, differential algebra and operational calculus. Further, the use of 

the algebraic framework is illustrated by means o f three case studies: i.e. a first order 

system, a second order SI SO system and a multivariable simplified version o f a heat 

exchanger.
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Adaptations of the algorithm have also been applied to the parametric identification of 

discrete-time linear systems [Sira-Ramirez 2002] and to fault diagnosis [Fliess 2003], 

[Fliess 2004], [Join 2004]. This chapter documents one of the first industrial 

implementations o f the fast estimation methods of Fliess and Sira-Ramirez [Fliess 

2003]. An algorithm for estimation o f parameters o f first order dynamic models used in 

the sliding mode observer based condition monitoring scheme is tested with simulated 

and captured data from the iGX dry vacuum pump.

As will be seen, the parameter estimation algorithm proves to be useful in estimating 

nominal parameters for the sliding mode observer. The organisation o f this chapter is as 

follows: An algebraic framework for parametric identification is presented in section 

5.1. Section 5.2 covers the mathematical development of the parameter estimation 

algorithm and section 5.3 presents the performance o f the proposed estimation 

framework. Finally, section 5.4 discusses the performance of the sliding mode observer 

scheme.

5.1 AN ALGEBRAIC FRAMEWORK FOR IDENTIFICATION

As shown in chapter 4, first order differential equations are used to model the heat 

transfer through the vacuum pump, providing a basis for the sliding mode observer 

design developed in section 4.4. To formulate the observer, initially the nominal values 

of the model parameters must be obtained. These nominal values can be obtained either 

by direct measurement or from tables o f material properties. Generally however, some 

parameters may not be known and thus a reliable means for parameter estimation must 

be employed.
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In this section, an algebraic framework for identification of continuous-time constant 

linear system parameters developed by Fliess and Sira-Ramirez [Fliess 2003] is 

presented. Consider the first order constant linear system

# t)= a y (t) + « ( ') + / ( ')  (5.1)

where «(/) and >'(/) are, respectively, the control and output variables. The constant 

parameter, a, is unknown and the additive perturbation y(t) is assumed to be constant 

but o f unknown amplitude. Using the notation of operational calculus as used in [Fliess 

2003] and [Fliess 2004] the above equation then reads

sy - ^(o) = ay + u + y /s  (5.2)

where s is the Laplace variable. Multiplying (5.2) first by s and then deriving twice 

with respect to s, will eliminate the additive perturbation and the initial condition. 

Therefore, multiplying by s yields

s2y  = asy + su + sy(o)+y (5.3)

and taking derivatives, twice, with respect to s gives

d y  dy
s —t  + 2 —  

ds ds
2 d2y  dy ( d2u „ d u '

a = s2^ r  + 4s —  + 2 y -  
ds ds

s — r- + 2 —
v ds ds j

(5.4)
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Derivations with respect to time in the estimator are avoided by multiplying by s’2

(5.5)

Finally taking the inverse Laplace transformation o f (5.5) and rearranging yields the 

expression for on-line estimation o f «, denoted a

Fliess et al [Fliess 2004]. It has been demonstrated that the algorithm is capable of 

detecting faults by residual generation in simulated first and second order systems 

where the model parameters are unknown constants. Nonetheless, the use o f integrators 

in the algorithm means that a time-varying parameter causes changes in output variables 

which are carried forward as estimation errors. This characteristic o f the estimation 

algorithm means that in its present form (i.e. without re-initialisation o f integrators) it is 

unsuitable for detection of intermittent faults as will be illustrated later. In the 

following section a mathematical development o f the parameter estimation algorithm 

for the specific dry vacuum pump heat transfer model is provided.

t 2y{t) -  J(4qy(<7)+ a 2w(a))da + 2 J  J(4Xw(x)+ >>(x))d7.d(?
a ~ 0 0 0 (5.6)/ a

j*a2v(a)da -  2 J j\y(?^)dA,dcr
o 0 0

The algorithm has also been adopted and applied to the problem of fault diagnosis by
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5.2 MATHEMATICAL DEVELOPMENT OF THE PARAMETER 

ESTIMATION ALGORITHM

Consider the dry vacuum pump heat transfer models introduced in chapter 4

Recall that mB is the mass o f the pump body and cpB is the specific heat capacity o f the

pump body. TB, 7), T0 and Tatm are the pump body, inlet, outlet and atmospheric 

temperatures respectively. Also, AB represents the surface area o f the pump body, Ac is 

the coolant heat transfer area, hB the heat transfer coefficient o f the pump body, hc is the 

convective heat transfer coefficient o f the coolant, rfy the mass flow rate o f coolant

through pump, mcw is the mass o f the water coolant contained in the pump and cpcw the

specific heat capacity of the coolant. Finally, /  is the pump inverter current and A: is a

Variables /, T(), T„ Tatm, TB and parameters mnv, mB, AB and Ac are measurable. 

Parameters cpB and cpnv are known and assumed constant, whilst parameters hB and k 

can be obtained by experimentation. The algorithm aims at estimating parameters hcAc

(5.8)

scalar.

and /iSc, which are required for the sliding mode observer based condition monitoring

scheme.
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Renaming parameters

a ,= k /m BcpB b, = l /m mCpcw

a2 =Cpm/m BCpB b2 = = 1 /« <

a 2 ~~ b B ^ B  ^  m B C p B

Renaming inputs and states

Renaming variables for estimation

a = r&t

b = hcAc

Now equations (5.7) and (5.8) can be written thus

jfy = alu1 - a 2ax2 +a2au2 - a 3xl + a3u3 

j8$ = blbx1 - b lbx2 - b 2ax2 +b2au2

(5.9)

(5.10)

99



CHAPTER 5

The outputs of the model are the states, so y  = x. Taking the Laplace transform of (5.9) 

and rearranging

5̂ 1 - ^ ( 0 ) =  - a 2y x - d 2ay2 + axul + a2au2 + a3u3 (5.11)

Multiply both sides by s will eliminate the initial condition

s 2y x -sy i  (0 )=  - a 3syx - a 2asy2 + axsux + a2asu2 + a3su3 (5.12)

Differentiate twice with respect to s

2 y , +  45 +  s
ds

2 dVi , dy, , _ d 2y,+ 2a,

-2a ,
d u3 
ds

-  a,5

ds' 
d 2m3 
d?~

ds
+ a,5

ds2 

d 2ul
(5.13)

T dW!~ 2ch -, <hS A 2ds ds
= a -2 a ,

dy, d2y, _ dw, d2w, -  a, 5 + 2a, — 2. + a s — 2.
ds - ds2 2 ds ds2

Multiply by s'

ds ds2 3 ds ds2
2s y x + 4,s 

d u
-  2 a,s

ds
- a ,  s -1 d 2w3 o -2 dwi „ „-i d Mi

+ a
v

-2 dy?2a25 — -  + a2s 
ds

ds'
-1 d 2y 2 

d r

2 axs
ds

-  a.s

-  2a,s -2 dw2
ds

-  a,s

ds2 
! d 2M2

(5.14)

ds'
= 0
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Find the inverse Laplace transform

/ I a  t o  t

t 2y x( / ) - 4  Joy,(ff)da + 2 J jV, (A)dAda -  2a3 Jj*Ay, (A]dAda +a3 jcr2y x {a)Aa
o oo oo o

t o  t t o  t

+ 2a31 jAu3(A)dAd(r- a3 ^a2u3{p)fto + 2a, J ^Aux(l)dA&a -a, J<r2ux
0 0 0 0 0 0

[ t o  t  t o  t ^

-  2a, |  jZy2(A)dAda + a2 j<r2y 2(?)&j + 2a, J  JAm2 (l)dylda -  a2 |<t2m2(a)da = 0

0 0 0 0 0 0 y

(5.15)

Similarly for equation (5.10)

* 2T2 ( 0 “  4 j ay 2 + 2 J jV 2 (A>Ud<7
0 0 0

+ a
V 0 0 0 00 0

( t o  t t o  t 'N

- b

-  2b2 J  f j y 2(A]dAda + b2 j<r2y 2 + 2b2 J  fAu2 (A]dAda -  b2 Ja2u2 (ff]da
0 0 0 0 0 0 

t o  t t o  t

-  2bx J  jAyx(A]dAda + bx j v 2y x (ff)dff + 2bx J  jAy2 (A]dAda -  bx f<r2y 2 (<̂ )dcr = 0
V o o o oo o y

(5.16)

Renaming the variables

t t o  t o  t

9i (0 = t 2y \ ( 0 -  4 jXfi + 2 j  jVi {A)fiAdo -  2a3 j* jAyx {X)&Mo +a3 j f f2y x(<r)d<7
0 0 0 0 0 0

t o  t t o  t

+ 2a3 J  JAu3(A)dAd(7 -  a3 f(r2u3 (a)d<r + 2a, J  JAux (X)^Ada -a , | a 2w.
0 0 0 0 0

92 (0 = ' 2T2 (0 -  4 j^ y 2 + 2 J j y 2 (A)dMtr
0 0

i <j i i a i
n x (/) = - 2 a 2 1 jAy2 (A)dAda + a 2 j a 2y 2 + 2a 2 J  jAu2 (fyXAAo -  a2 J c 2w2 (<r)dflr

oo o oo
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7r2(t)=-2b2 j  jAy2(A]dAda + b2 j a 2y 2((j)d(T + lb 2 J  fAu2(A)dAd(r - b2 Jo 2u2(o)
0 0 0 0 0 0

t o  I i a  I

7t2(t) = -2bx J j ^ y , (XjdAda + bx j f f2y x(<r)d<7 + 2bx J  jAy2(A)dM(T -  bx j(r2y 2(<r)d<
0 0 0 0 0 0

Therefore equations (5.15) and (5.16) are now reduced to

<?,(/)+a * ,(/)=  0

q2(t) + a n 2( t) -b n ,( t)=  0

With a small modification o f notation for clarity

7tx 0 a ~ - 4 i '
7t2 7t2 ̂ - b r<i  2.

which can be written in matrix notation as

IIR = Q

Thus, the estimated parameters R = J are obtained from

R = n lQ

(5.17)

(5.18)

(5.19)

(5.20)

(5.21)
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5.3 PERFORMANCE OF THE PROPOSED ESTIMATION FRAMEWORK

The estimation strategy developed in the previous section will now be implemented and 

tested with both simulated data from a nominal model and also using measured pump 

data.

5.3.1 SIMULATION OF THE MODEL WITH TIME-INVARIANT 

PARAMETERS

A computer simulation o f the heat transfer model equations (5.7) and (5.8) has been 

implemented using assumed parameters along with the parameter estimation algorithm 

(5.21). The purpose of the simulation is to test the efficacy o f the parameter estimation 

algorithm and the correctness o f its implementation. Estimation results for the test are 

presented in Figure 5-1. The estimated parameters converge to the actual parameters 

after a period of approximately 6000 seconds, demonstrating that the algorithm and the 

implementation are correct.
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Figure 5-1: Estimates for time-invariant parameters a and b

i  i i i i
i
i

1 1 i

i —  Estimated
\ —  Actualh \
\
\

i i i i

i/

i i i i i i

—  Estimated
—  Actual

i i i i i

103



CHAPTER 5

5.3.2 SIMULATION OF THE MODEL WITH TIME-VARYING 

PARAMETERS

Next the algorithm is tested with a time-varying parameter as might be expected in a 

real pump cooling system, e.g. due to temperature variations or a sudden fault condition. 

In the event o f a sudden 10% reduction in parameter (see Figure 5-2), the estimation 

results for parameter a are inaccurate even when the parameter is returned to its initial 

value, i.e. the estimate does not re-con verge. Where the model parameters undergo a 

small exponential increase, the neither estimate (see Figure 5-3) converged on the 

correct value. These results demonstrate that the algebraic framework for parameter 

estimation cannot be employed for condition monitoring within this application domain.
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Figure 5-2: Parameter estimates in the event o f a simulated 10% deviation in coolant

flow rate
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Figure 5-3: Parameter estimated in the event o f a simulated temperature sensitive 

parameter b. The parameter undergoes an exponential rise o f 15%

5.3.3 ESTIMATION OF PUMP MODEL PARAMETERS FROM CAPTURED 

PUMP DATA

Temperature data is captured at a rate o f 1 Hz from the iGX dry vacuum pump running 

at ultimate pressure over a period o f approximately 13000 seconds. The captured data 

is then used to estimate parameters a and b, using the algorithm as described in (5.21). 

Results are presented in Figure 5-4. The estimated mass flow rate is 0.014 Kg/s, 7% 

lower than the actual value of 0.015. The actual value o f hcAc, cannot be ascertained 

directly although an approximation can be obtained as follows.

Consider a steady state analysis o f (5.8)
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Inputting measured and known values gives an approximate value for hcAt

0 0 1 5 x 4 2 ) ^  = 0 0 6 (k w K ')

In Figure 5-4 the parameter estimate, b, is seen to be close to this steady state 

approximation.
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Figure 5-4: Parameter estimates from captured data

5.3.4 OVERVIEW OF PARAMETER ESTIMATION RESULTS

For the purposes o f the estimation experiment the coolant flow rate is measured and 

maintained at a constant value. Results using captured data showed estimated 

parameters close to those obtained by measurement and steady state analysis o f the 

model. The accuracy o f the results suggests that the heat transfer coefficient is 

approximately constant during the course o f the experiment. It can be seen in Figure 5-
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4 that for the vacuum pump, the algorithm takes a significant time (more than 1 hour) to 

converge to the estimates.

Care must be taken when making assumptions about the nature o f real dynamical 

systems. For instance, in advance o f experiments it might not be known whether the 

parameters are indeed time invariant. Some form of parameter checking, such as the 

steady state estimate presented in section 5.3.3, is required to ensure that the 

assumptions are true and that the estimates seem reasonable.

Values for integrands calculated in the algorithm can become very large. This raises 

questions about the practicability o f the scheme for models with large time constants, or 

for continuous monitoring processes, such as the pump system under consideration in

this thesis. The software used to implement the algorithm must be capable o f accurately

12processing such values which attained a magnitude o f 10 during the course o f the 

experiments presented in this chapter (maximum duration 6 hours).

5.4 THE PERFORMANCE OF THE SLIDING MODE OBSERVER SCHEME

The results in this section are obtained by implementing the sliding mode observer 

developed in section 4.4 with the parameters estimated using the identification 

algorithm. Results from a fault free data set presented in Figure 5-5, clearly show that 

the parameter estimates are sufficiently close to the actual values for time average o f the 

fault signal, Arti^ , to be close to zero. Figure 5-6 shows that in the event o f a sudden

reduction in the coolant flow rate, the fault signal, Artie. , is perturbed from zero then 

returns to zero when full coolant flow is reinstated.
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The above results undoubtedly demonstrate (as also seen in chapter 4) that the sliding 

mode observer scheme offers benefits over the estimation algorithm in the role of 

continuous condition monitoring in systems where intermittent faults are possible. 

However, the parameter estimation algorithm proved useful in estimating time invariant 

nominal parameters for formulation o f the observer.

0 . 0 2 0 ----------------------1---------------------- 1---------------------- 1---------------------- r----------------------1---------------------- 1----------------------

0.0-15   ■" 1

0 .0 1 0 -

0.005

0  1 1 1 1 1 1-------------------
200 400 600 800 1000 1200 1400

0.001 -
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Figure 5-5: Recorder coolant flow rate, rti$ and observer fault signal, Artie.
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Figure 5-6: Recorded coolant flow rate, nSc. and observer fault signal, AtSl in the event

o f a 40% reduction in coolant flow rate

5.5 CONCLUSIONS

An algebraic framework for parameter identification has been presented in this chapter. 

The design of a sliding mode observer requires a nominal mathematical model. If the 

observer methodology is to be routinely implemented in industry, automated methods 

are needed for parameter measurement. The developed parameter estimation algorithm 

has been implemented and tested on both simulated and real vacuum pump data.

The results verified the effectiveness o f the algorithm in estimating time invariant 

nominal parameters for formulation o f the sliding mode observer. Nevertheless, when 

the algorithm is tested with a time-varying parameter, it does not perform as well. The 

estimates are sensitive to even small parameter variations because the use o f integrator 

means that the effects o f past changes are carried forward into current estimates. In 

contrast, the sliding mode observer offered clear benefits for continuous condition 

monitoring in the vacuum pump system where intermittent faults are possible.
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CHAPTER 6

CASE STUDY 2: THE ROLLING ELEMENT BALL 

BEARINGS

The present day need for increasing reliability and availability in the area o f rotating 

machinery is now more significant than ever before and continues to grow constantly. 

An ordinary component for every rotating machine and o f particular importance is the 

bearings. Healthy bearings can ensure that the machinery will run quietly and 

efficiently. Bearing defects occurring during manufacture or operation may lead to 

failure and expense to both operator and manufacturer. Continuously monitoring o f the 

state of the bearings and scheduling maintenance as appropriate is thus desirable.

The literature on the detection of bearing defects is very extensive and mostly 

concentrates on analysing vibration signals. Sunnersjo [Sunnersjo 1978] reported that 

bearings will generate vibration during operation even if  they are geometrically and 

elastically perfect. This is because the number o f rolling elements that carry the 

external load is finite, which gives rise to a periodic variation o f the total stiffness of the 

bearing assembly and consequently generates vibrations. Generally, vibration data are 

collected by mounting a transducer (e.g. accelerometer) externally on the machinery.
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The collected vibration measurements can then be analysed in the time or frequency 

domain.

A simple method of time domain analysis is the investigation o f the crest factor. This 

parameter is a measure o f  the ratio of the peak acceleration to the root mean square 

(RMS) acceleration. Mathew and Alfredson [Mathew 1984] indicated that as a bearing 

wears out, the peak levels of acceleration increase more rapidly than the RMS levels. 

Other techniques in the time domain include measurements of the probability density of 

acceleration or the use o f a statistical parameter called kurtosis [Tandon 1999]. While 

time domain analysis has gained some industrial acceptance, frequency domain or 

spectral analysis is most widely used, since the location of defects can be detected. The 

basic indicator in spectral analysis is the investigation o f the characteristic defect 

frequencies. These frequencies can be derived theoretically by considering the 

geometry of a bearing and its rotational frequency [Prashad 1987]. The existence of one 

o f the characteristic defect frequencies may thus infer a fault. However, sometimes it is 

difficult to acquire any significant peaks at these frequencies due to noise or vibration 

from other sources [Kiral 2003]. An alternative and more powerful method is the high- 

frequency resonance technique (HFRT). The basis o f the approach is that each time a 

defect in a bearing makes contact under load with another surface in the bearing, a short 

duration impulse is generated that excites a resonance at higher frequencies. The 

process o f demodulating and analysing such signals by the HFRT is shown in 

McFadden and Smith [McFadden 1984]. Finally, parametric model-based spectral 

estimation techniques have been used with success in order to analyse vibration signals 

from bearings [Mechefske 1993].
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In recent times, another method that attracted the attention of researchers for bearing 

monitoring is the analysis o f acoustic signals such as noise and emission response. 

External microphones located adjacent to a system can be utilised to gather acoustic 

measurements. The analysis o f acoustic noise is normally conducted by measuring the 

sound pressure or sound intensity, whereas for acoustic emission analysis parameters 

like ring-down counts and peak amplitude are measured. The reader can find a more 

detailed review for acoustic methods in Tandon and Choudhury [Tandon 1999].

Having identified the most common methods for bearing monitoring, an alternative 

approach based on sliding mode techniques is examined in this chapter. The proposed 

method employs first and second order non-linear sliding mode observers in order to 

monitor and analyse the system states. The equivalent injection signal necessary to 

maintain a sliding motion is utilised for parameter estimation and hence fault detection 

in the system. This peculiar characteristic o f fault, or parameter, reconstruction along 

with the excellent system performance which includes insensitivity to certain kinds of 

parameter variations harnesses the unique capabilities o f sliding mode techniques. 

Nonetheless, a possible drawback o f the classical, first order sliding mode approach is 

the chattering effect. This chattering phenomenon can be perceived as high frequency 

oscillations in the state estimates and applied injection signal. Therefore, it is necessary 

to eliminate or suppress this chattering to recover the parameter or fault estimates from 

the applied injection signal.

In chapter 3, a number o f methods were presented that alleviated chattering, though the 

main feature of sliding modes (i.e. robustness) is compromised. Higher order sliding 

modes (HOSMs) are a generalisation o f classical sliding modes (CSMs) and have been
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developed to tackle the problem o f chattering while they preserve their main features. 

Further to this, HOSMs have shown an improved tracking (sliding) accuracy under 

sliding motion when compared to CMSs [Levant 1993]. A number of second order 

sliding mode algorithms are presented in Levant [Levant 1993] and Emelyanov et al 

[Emelyanov 1996]. It is reported that a second order algorithm needs to keep exactly 

two constraint conditions (i.e. s = &= 0 ) instead o f one (i.e. s = 0 ), as with CSM the 

discontinuity acts on the first derivative o f $, whereas with a HOSM the discontinuity

tViacts on the r derivative o f s, where r is the order o f the sliding mode scheme. Clearly, 

HOSM algorithms not only require the knowledge o f the sliding variable s, but also 

need to know certain numbers o f the derivatives o f the sliding variable, which may 

often be unavailable. Levant [Levant 2001] introduced the design o f arbitrary order 

sliding mode algorithms that obtain the time derivatives of the sliding variable via 

robust real time differentiators. These algorithms can be considered as general-purpose 

controllers for single-input-single-output (SISO) dynamic systems.

Although arbitrary order sliding mode algorithms are mainly still studied theoretically 

[Levant 2003], many o f the second order sliding mode algorithms have been 

successfully applied to real-life problems. Levant et al [Levant 2000] demonstrated the 

first practical application o f a second order sliding mode technique for an aircraft pitch 

control problem. Goh et al [Goh 2003] applied and tested the robustness of a second 

order sliding mode algorithm for speed control o f a diesel engine generator set. The 

suggested method is compared with a commercial controller and a classical 

proportional-integral (PI) controller. The obtained results show that the second order 

sliding mode controller outperforms the PI controller and that it has a similar 

performance to the commercial controller. Finally, first and second order sliding mode

113



CHAPTER 6

algorithms were designed by Shtessel and Poznyak [Shtessel 2004] for estimation of the 

parameters o f a linear time varying (LTV) system. It is revealed that the second order 

algorithm is capable of suppressing the discontinuous nature o f the applied injection 

signal and filtering is not required.

It will be seen in this chapter that the developed sliding mode observer based method is 

able to detect bearing faults by examining the equivalent injection signal. Moreover, 

the HOSM algorithm drastically improves the performance o f the fault diagnosis 

scheme when compared with a CSM algorithm.

The organisation o f this chapter is as follows: Section 6.1 formulates the fault 

prediction problem and section 6.2 considers the development o f the heat transfer 

models for the bearings. A fault scenario for defective bearings is introduced in section 

6.3. Section 6.4 presents the development o f a first and second order sliding mode 

algorithm. The experimental set-up and the observer performance with captured data 

from an overheated bearing are discussed in sections 6.5 and 6.6 respectively.

6.1 PROBLEM  FORM ULATION

Based on the review o f various methods for the detection o f defects in bearings 

discussed in the introduction, the choice o f suitable monitoring signals and transducers 

is now considered. Factors that affect this choice are mainly the cost and functionality. 

The effectiveness and the value o f vibration and acoustic measurement techniques is 

fully acknowledged, but the complexity o f developing implementable schemes can 

produce problems. For example, in the analysis o f vibration or acoustic signals, the 

combined cost of transducers and high bandwidth signal processing can mean that on­
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line diagnostics are not commercially viable. External environmental noise can also be 

a problem when implementing the methods on real systems and a noise cancellation 

technique has to be incorporated in the scheme.

A typical symptom of a defective bearing, in addition to the increased noise and 

vibration, will be a rise in the bearing temperature due to friction. Inexpensive 

temperature transducers can provide inputs to a heat transfer model o f the iGX dry 

vacuum pump. Moreover, the nature o f the input signal dynamics is slow and a low 

sample rate for the heat transfer model is adequate. Therefore, observation and analysis 

of temperature measurements seems an effective choice for an on board fault diagnosis 

system. Nevertheless, it is known that temperature signals may only provide an 

indication of faults and not conclusive results (see chapter 4). The condition monitoring 

scheme thus should also monitor symptomatic parameters in order to infer a fault. 

Sliding mode techniques allow this with the use of the equivalent injection signal, 

which estimates and detects changes in parameters that are often difficult to measure.

Once suitable monitoring signals and instrumentation has been identified, the next 

phase will comprise the development o f the heat transfer models and sliding mode 

observers. Details o f these developments are given in the following sections.

6.2 HEAT-TRANSFER MODELS FOR THE ROLLING ELEMENT BALL 

BEARINGS

The successful operation of the iGX dry vacuum pump is very much dependant on the 

effective heat dissipation from the motor, bearings and pump stages. A water cooling 

system is thus installed to maintain the vacuum pump at an appropriate working
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temperature. During the second phase o f this project the design o f the cooling system 

has evolved. An extra component (i.e. temperature controlled valve) has been 

incorporated to regulate the temperature at more precise limits. This prevents the pump 

body from both over-heating and over-cooling, avoiding auto-ignition and condensation 

within the pump of the operational gas. Figure 6-1 illustrates the pump cooling system. 

At start-up, the cooling water will go through the motor but it bypasses the stator 

cooling plates to allow the pump to quickly attain the correct operating temperature. 

When the set temperature is reached, the valve will open allowing water to cool the 

stator.

The iGX dry vacuum pump has a set o f rolling element ball bearings fitted at both the 

low vacuum (i.e. outlet) and high vacuum (i.e. inlet) ends (referred to as LV and HV 

ends respectively). Two mathematical models that describe the energy balance for the 

LV and HV end bearings are now described.

Thermo­
valve

Water Out

Water In
Motor

Cooling

Stator
Plate
Top

Stator
Plate

Bottom

Figure 6-1: Dry vacuum pump cooling system diagram
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6.2.1 LOW VACUUM BEARING TEMPERATURE MODEL

The primary source o f heat to the pump is the electrical power supply Qp . Heat is 

dissipated by convection QCONV and radiation from the pump body, and heat 

transfer to the cooling water Qcw and pumped gases QPG. Let Tlv be the LV end 

bearing temperature, Tow the coolant outlet temperature, Tw the coolant inlet 

temperature and Tatm the atmospheric temperature. A mathematical expression for the 

rate of change of temperature for the LV bearing is given by

Radiated heat and the net mass flow rate o f pumped gas are both small, therefore, 

and Qpg can be neglected. Also, QP is assumed to be a linear function o f the inverter 

current I  and Qp = kxI , where k\ is a constant. Further, the cooling water heat transfer

It should be noted that, miv is the mass o f the pump body at the LV end and cplv is the 

specific heat capacity. Also, A iv  represents the surface area o f the pump body at the LV

CONV (6 . 1)

Qcw = rSi Cp c (To A ‘) - TA>)) (6.2)

and the surface heat loss to atmosphere through convection

Q conv - ( h A ) Lv ( T Lv { t )  Tatm (/)) (6.3)

117



CHAPTER 6

end, hiv the heat transfer coefficient, r&c, the mass flow rate o f the coolant through 

pump and epcw the specific heat capacity o f the coolant.

Substituting from (6.3), (6.2) in (6.1) and rearranging will result in the following 

equation

= r - V / ( '> -  ( ' ) -  ( ,)_  t^ O )  (6.4)
d t  \ m C p ) , . V  Vm C P > L V  1m C P>LV

Re-labelling the coefficients for ease o f exposition

3%, (t) = a,k ,  1 ( f ) - -  a24  {T„, (»)■- Tm ( / ) ) -  a , (Tlv (? )- Tm  (/)) (6.5)

L. j  . I 1 ^ pew Iwhere a\, ai and a$ are given by ax -  -j----- r— , a2 = -j---- -r—  and a3 -  -i-------r— .
[me „ I [meri I [mc„ )
V P 'l .v  \  P / i .v  \  P ' i . v

The operation of the temperature-controlled valve introduces an extra degree o f non 

linearity to the nominal heat transfer model. Equation (6.5) is thus modified since the 

model parameter a\ is a function o f the temperature difference between the outlet and 

inlet coolant temperature (i.e. Tout (/) -  Tin (t) = AT(t)).

1*  (f) = x, ( t ) -a 2f%x,(t ) - a 3(T,y (t)-Tm  (<))

2 5 0 t f f )+ x 2(f)=Tm,( t ) -Tm(f) (6.6)

100^ ) +  *,(') =
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where Pt (AT) denotes the temperature dependent function given by

1 x 1 O'5 AT3 ( / ) -  2.3 x 10-4 A T 2 (r)

(6.7)
-  2.5 x 10-5 AT* (/)+ 6.9 x 10“4 AT2 (r)

- 5 .2 x 1 O'3 AT(t)+1.8x 10-2 AT(t) < 2.4

Details of the procedure to obtain the above equation are reported in Appendix C3.

Further, x\(t) and X2(/) represent the filter dynamics introduced to the model. These 

dynamics are an approximation o f the thermal lag (where thermal lag is defined as the 

delay in the heat distribution through a system) o f the dry vacuum pump.

6.2.2 HIGH VACUUM BEARING TEM PERATURE M ODEL

The HV bearing temperature model is formulated to provide a nominal model for the 

design o f the sliding mode observer. The model has been formulated using the same 

procedure as for the LV bearing temperature model. Nonetheless, the HV end bearings 

are further away from the cooling circuit than the LV end bearings. Therefore, 

operation of the temperature-controlled valve has less effect on the HV bearing. The 

rate of change of temperature for the HV bearing is given by

where Thv, Touh Tin and Tatm are the HV end bearing, outlet, inlet and atmospheric 

temperatures respectively. Moreover, ki is a constant and /  the inverter’s current, mnv is 

the mass of the pump body at the HV end and c ph v  is the specific heat capacity. Also,

dTjjyit)
dt
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Ahv represents the surface area o f the pump body at the HV end, huv the heat transfer 

coefficient, rfy. the mass flow rate o f the coolant through pump and cpcw the specific

heat capacity o f the coolant. Re-labelling the coefficients and introducing z\(t) and Z2(t) 

as the filter dynamics at the HV end will result in

6.3 FAULT SCENARIO FOR DEFECTIVE BEARINGS

A worn bearing will cause a rise in temperature due to friction. This fault scenario can 

be simulated by attaching a small heating element external to the bearing case at both 

ends. Equations (6.6) and (6.9) represent the dynamics of the LV and HV end bearings. 

A deviation in the system parameters is defined to indicate malfunction o f the bearings.

where Akl , Ak2 represent the deviations (i.e. the faults) and kx, k2 the nominal 

parameters. Substituting the above equations in equations (6.6) and (6.9) gives

J* (f) = 2 , (/) -  b2 4  - 2 (/) -  b} (Thv (r) -  Tam (,)) 
15 0 0 * (/) + z2 (/)=  Tm  ( t ) -  Tm (/)

250£f(t)+z,(t)= k2b j( t )

(6.9)

where bu bi and bs are given by b

Let

k, = L  + Ak} (6.10a)

k2 = k2 + Ak (6.10b)
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r̂ iv  (0  — *1 (0  ct2r&tX2 (f) a3 (Tlv (f) Tatm (f))

2 5 ( b % ( / )  +  * 2  ( 0  =  T ou, (0 ~  T ,n ( 0

1004(f) + x i (0= (̂ 1+ ^1V / (a t  V (0
(6.11)

*bv ( ') = ( 0 -  b2̂ 2  ( 0 -  b3 (Thv (f) -  Tatm(f)) 
15004(f) + r 2 (f) = Tout (f) -  Tin (f)

2504(0+ziW= (̂ 2 + ^ 2K^(o

(6.12)

Clearly, by setting the deviations Akx and Ak2 to zero in equations (6.11) and (6.12), 

the nominal dynamics can be obtained.

6.4 SLIDING M ODE OBSERVER FO R  PARAM ETER ESTIM ATION AND 

FAULT PREDICTION

This section is concerned with the development o f sliding mode observers which are 

used for parameter estimation and fault prediction o f overheated bearings. Assuming 

that the output o f the plant is the LV and HV end bearing temperatures, then the sliding 

surface is defined as the error between the observer output and the plant output. The 

discontinuous injection signal is chosen to force the system to reach and remain on the 

sliding surface. It will be seen that the use o f this discontinuous signal can provide the 

information needed for predicting defective bearings. The proposed observers for both 

LV and HV ends have the following structure

% ( ') = - « 3 ^ f ( < ) +  * i ( 0 -  o1iSix1(t)+ aiTm (l)+ u /r 
2 5 0 4 ( 0 + i 2(/)= 7 ’OT,( / ) - 7 ’i„(/)

100jSf(f) + * ,(/)=  k,P,(AT)l(t)

(6.13)
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b3THV(^)+ z \ (0  b2r&tZ2(?) + b3Tatm(/)+ oHV 
\500%(t)+z2(t)=TouX t) -T ,n{t^ (6.14)

250 ij^) + z x(t)= k2bll{t)

where ui is the observer injection signal.

6.4.1 A FIRST ORDER SLIDING M ODE ALGORITHM

For the first order algorithm define v i = Kf (s, / \ s t J + s) ,  i =LV HV where K, are the

gains of the discontinuous signals v t . The observer error s t is defined as the difference

between the estimated and measured temperatures (i.e. s LV = TIV -  Tl v and

£ h v  = Thy -  Thv ). The two gains Kjy and KHV must be chosen so that the reachability 

problem is satisfied and the sliding motion is sustained even in the presence o f faults. 

Finally, a small positive constant 8  = 0.05 is used for suppression o f chattering.

In the sliding mode the following two equations give the observer error dynamics

— a 3 S LV  + - * i ( 0  U LV  ^

10 0 ^ ( / )+ 5c, (/) = Akx Pt(AT)l(t)

— + Z j ( / )  Liffy ^

250£ ^ t)+ z l(t)=Ak2bll(t)

where xl =xi -  xx and zx —z x — z x represent the filter dynamics introduced to the LV 

and HV bearing temperature models.
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Similarly to chapter 4, Lyapunov stability analysis can be utilised to prove stability of 

the observer system. Assuming sufficiently large gains K, are chosen, a sliding motion 

will be attained and maintained. In this case the observer error and its derivatives will 

converge to zero due to the choice o f sliding surface. Hence, the above equations 

become

0 = x1( t ) - v £y 

1004(f) + xl(t)=Akl P, (AT)l(t)

0   J (/ ) U  f j y

2 5 0 4 (0 + -i(*) = Ak2bll(t)

Thus the discontinuous injection signal provides a means o f detecting parameter 

changes in the heat transfer model symptomatic o f fault conditions.

6.4.2 A SECOND ORDER SLIDING M ODE ALGORITHM

A general review of the most popular second order sliding mode algorithms is presented 

in Levant [Levant 1993]. Based on this review, it can be noticed that the majority of the 

algorithms require the knowledge o f the time derivative o f the sliding variable. This is 

often a problem in implementing such algorithms due to the increased information 

demand. The only second order sliding mode algorithm that does not explicitly use the 

derivative of the sliding variable is the so-called ‘super-twisting’ algorithm. In the 

‘super-twisting’ algorithm the discontinuous injection signal is constituted by two 

terms, an integral term and a term given by a discontinuous function o f the sliding 

variable. Therefore, the ‘super-twisting’ algorithm is defined as follows
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V  =  L>j +  V 2

-  V,  |l>| >  1

JTsgn(.s'), |l>| < 1

-A |s 0|PSgn(s),|s| >SQ 

-  A|s|Psgn(s), \s\ < s0

(6.19a)

(6.19b)

(6.19c)

where W, A>0,p  e (0,1), and sufficient conditions for finite time convergence are

x2>_ * * r ( w  + 0 )  
r : ( w - 0 )

0< p< 0.5  (6.20c)

The main advantages o f the ‘super-twisting’ algorithm are its robustness and that it does 

not require any information on the time derivative o f s. In contrast, the discontinuous 

injection signal it produces is not Lipschitz when s is small, which may result in noise 

on the injection signal.
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A simplified version o f the ‘super-twisting’ algorithm has been adopted from Shtessel 

and Poznyak [Shtessel 2004] and employed here for the particular problem of parameter 

estimation and fault prediction.

u, = -% |' 2sgn(c,)+fVv

where s , is the sliding variable, / =LV HV, X and W the gain parameters. Equation (6.21) 

will also ensure s i —> 0 and thus the same argument employed in 6.4.1 can be used to 

show that the corresponding u: will provide an estimate o f any parameter changes.

6.5 EXPERIM ENTAL SET-UP

To examine the effectiveness o f the sliding mode observer based fault detection scheme 

the iGX dry vacuum pump should be first carefully instrumented. Five integrated- 

circuit sensors are used to monitor temperature signals along with a flow meter that 

allowed the measurement o f the coolant flow rate. In addition, the motor current signal 

is captured from the general purpose inverter which is part o f the system.

The raw signals from the vacuum pump are acquired using a dSPACE™ DS1103 real­

time processor board that is interfaced to a personal computer. This hardware set-up 

provides a facility for data collection and data transmission to Matlab™/Simulink™.
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6.6 RESULTS

The parameter estimation and fault prediction system is realized by using the algorithms 

described in section 6.4, and their performance is investigated by the following 

experiments.

6.6.1 FAULT DETECTION

Various tests are conducted on the iGX dry vacuum pump in order to simulate a 

defective bearing on both the LV and HV ends. The pump is initially operated normally 

to obtain validation data for the nominal model.

The data sampling time is selected to be 1 second. Conversely, it is noticed that in order 

to maximise the accuracy of the parameter estimates and keep the observer error 

sufficiently close to zero, the first order sliding mode algorithm requires a shorter 

sample time than 1 second.

From equations (6.17) and (6.18), it is evident that the discontinuous injection signals 

vLV and v HV described in 6.4.1 provide an estimate o f the parameter changes. Because

of the discontinuity, the signals must first be ‘filtered’ when the first order scheme is 

employed as reported by Edwards and Spurgeon [Edwards 1998]. The observer gains 

K Lv and K hv are both set to 1.

Validation data are obtained from the pump under fault-free conditions. The dry 

vacuum pump is started from cold and run at constant gas load for approximately 30 

minutes. After this point the gas load is varied using the flow control valve in order to 

vary the pump inlet pressure in the range 0-100 mbar. It is observed that extra heat is
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generated at higher gas loads causing the temperature-controlled valve to switch on and 

off frequently, representing a challenging case for model validation.

Figure 6-2 depicts the error between the measured and estimated data from the first 

order sliding mode observer o f the LV and HV end respectively. It can be seen that the 

error magnitudes are small (0.0015 °C or approximately 0.01%). This proves that the 

sliding mode observers are sliding and that the estimated value tracks the measured 

data.
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Figure 6-2: Error in temperature between LV and HV end models and corresponding 

measured experimental data under fault-free conditions

Having validated the observers, a series o f tests to simulate a defective, overheated 

bearing are performed. Some representative results for both the LV and HV end are 

illustrated in Figure 6-3. In both cases, the dry vacuum pump is operated fault-free for a 

period of 4100 seconds. At that point, a heater attached close to the bearings, is 

switched on at an RMS power level o f 110W. Heat is applied for a period o f time
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before switching off the heater. The procedure is repeated once again and a second rise 

on the bearing temperature is recorded. It should be noted that during the fault 

scenarios, the pump is operating over a range o f gas loads. Figure 6-3 also shows that 

the two sliding mode observers remain in the sliding mode under all system conditions, 

demonstrating the robustness o f the approach. Finally, Figure 6-4 shows the deviation 

in parameters, A:,, against time. It can be observed that the parameter estimates remain 

unchanged for a period o f 4100 seconds. At that point a simulated fault is introduced 

and clearly some changes in the parameter changes can be noticed. The changes in 

these parameters indicate that the sliding mode observers can detect the induced fault in 

both cases. It can also be noticed that the LV end is more responsive than the HV end. 

This is due to the LV end bearing being closer to the coolant pipe-work.
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Figure 6-3: Measured and estimated data for the Tl v  and T h v  under fault conditions
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6.6.2 A COMPARISON OF FIRST AND SECOND ORDER SLIDING MODE 

OBSERVER PERFORMANCE

A new series o f tests are now performed to investigate whether the HOSM algorithm is 

capable o f suppressing chattering as would be expected from the theoretical 

considerations, and to assess if it provides an improved tracking (sliding) accuracy.

Prior to these tests, the gain parameters X and W are tuned by trial and error. Hence, the 

gains X and W are set to 0.1 and 0.001 respectively.

Fault 1: Fault: 20.5

-0.5

2000 4000 6000 8000

Fault 1 : : Fault 20.5
CN

-0.5

2000 4000 6000 10000
Time [sec]

Figure 6-4: Component parameter estimate Aki under fault conditions

The capability of the second order sliding mode algorithm for suppressing chattering is 

first investigated. As discussed in chapter 3, in HOSM systems the discontinuities act 

on the higher order time derivatives o f the sliding variable. Therefore, the higher the 

order of the sliding variable where the high frequency discontinuity first appears, the 

less the oscillations of the variable are evident. Figure 6-5 represents the discontinuous 

injection signal from the CSM and HOSM approach. In both cases the vacuum pump is
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running fault-free with varying gas load. Clearly, it can be observed that the second 

order algorithm provides a smoother injection signal than the CSM.
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Figure 6-5: Observer injection signal for the classical (CSM) and higher order sliding

mode (HOSM) schemes

The next tests investigated the tracking accuracy and reduced sampling rate o f the 

HOSM when compared with the CSM scheme. Levant [Levant 1993] stated that the 

sliding accuracy o f a first order sliding mode algorithm is proportional to the switching 

time delay. In contrast, the second order sliding mode algorithm provides an increased 

accuracy proportional to the square o f the switching time delay. This switching time 

delay is represented as the sampling rate in the simulations of both CSM and HOSM 

algorithms. Therefore, in these particular tests various measurements o f the sliding 

accuracy (i.e. observer error) are taken with respect to sampling rate.

Tests show that the CSM observer needs a sampling frequency faster than 1Hz in order 

to keep the observer error small. Here the first and second order algorithms are tested
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with sampling times faster than 1 second and the RMS of the observer error is used as a 

measure of the performance. Table 6-1 shows that the RMS value o f the HOSM 

observer error is considerably smaller for all sampling times. Representative error plot 

at a sampling time o f 0.1 seconds are illustrated in Figure 6-6.

Table 6-1. Observer error statistics for CSM and HOSM

Sampling Time [sec] Observer Error RMS [°C]

CSM HOSM

0.01 1.339* 10*4 1.085*10'"

0.1 0.1672 0.0129

1 2.3412 0.0184
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Figure 6-6: Observer error for CSM and HOSM at Ts = 0.1s 

6.7 CONCLUSIONS

The development o f a sliding mode observer-based scheme for the detection of 

overheated bearings has been demonstrated by application to a dry vacuum pump. In
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general on such a system a defective bearing would result in either a shut-down or 

catastrophic failure. This chapter has shown that by examining the equivalent injection 

signal parameter estimation and hence fault prediction is possible. Additionally, the 

scheme is developed using signals from low-cost transducers sampling at a rate of 1Hz.

The experimental results have also been extended to a comparison between CSM and 

HOSM algorithms. Apart from the suppression o f chattering, the second order sliding 

mode algorithm has shown an improved tracking capability and to be capable of 

running at lower sample rates for a given root mean square state error when compared 

with a first order sliding mode scheme.
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CHAPTER 7 

CASE STUDY 3: THE EXHAUST SYSTEM

It is widely recognised among plant operators that well-planned plant maintenance is of 

great benefit in reducing costs. Scheduled maintenance allows time for spares to be 

purchased and if necessary a dedicated service team, or the manufacturer’s service 

engineers to be present. Scheduled maintenance stops tend to be shorter because the 

problem has already been identified and the solution is ready to implement.

The aim of this chapter is to develop a condition monitoring scheme for on-line fault 

prediction for the final nominated system component o f the iGX dry vacuum pump, the 

exhaust system. Konishi and Yamasawa [Konishi 1999] reported that vacuum pumps 

are at risk of seizure caused by deposits o f solid by-products o f gas processes.

Similarly, waste gases in low-pressure chemical vapour deposition semiconductor 

processes can react strongly with residual air in the exhaust system o f the dry vacuum 

pump to form solid deposits, obstructing the exhaust [Abreu 1994]. A characteristic of 

the dry vacuum pump operation is a low net mass flow rate o f gas, meaning that 

deposits can drastically reduce the effective diameter of the flow path through the 

exhaust system without significantly affecting the average exhaust pressure. When the
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diameter of the flow path is small, the risk o f a small additional particle completely 

blocking the flow path and causing sudden failure o f the pump system is increased. 

Therefore, the diagnostic scheme should be able to provide timely detection of a 

reduction in the free volume o f the exhaust so that total blockage o f the system can be 

prevented.

The proposed diagnostic scheme considers the use o f a sliding mode observer as a 

discrete time estimator for an auto-regressive (AR) model where a second order sliding 

mode is enforced on the output error. AR modelling is a technique that can be used to 

predict future samples o f a discrete time series as a linear function o f previous samples. 

A regression is performed on a set o f samples from the discrete time series in order to 

obtain a vector o f model coefficients. Moreover, provided that the AR model is a good 

approximation o f the signal’s observed behaviour, it can be utilised to estimate the 

power spectrum of the signal. A thorough review o f different modelling techniques for 

spectral analysis o f discrete time series is presented by Kay and Marple [Kay 1981].

Up to now only the design o f sliding mode systems for the continuous time domain 

have been considered. These systems have been shown to be effective at rejecting 

certain kinds of parameter variations and disturbances. However, their direct digital 

implementation may result in the loss o f these desirable features due to the finite 

sampling time. Discrete time sliding modes (DSMs) have been developed to address 

the problems associated with digital implementation. Unlike their continuous time 

counterpart, they have not been studied to the same extent.

134



CHAPTER 7

Early developments in the DSM theory are given in [Sarpturk 1987], [Futura 1990], 

[Spurgeon 1992]. Bartolini et al [Bartolini 2001] considered a discrete time 

implementation o f a second order sliding mode algorithm, deriving sufficient conditions 

under which the sliding accuracy is improved. A practical implementation o f a similar 

second order digital sliding mode algorithm for robust speed and torque estimation in 

electrical drives in presented by Bartolini et al [Bartolini 2003]. Experimental results of 

the proposed method have shown good performance, robustness against measurement 

errors and small computational demand. Edelbaher et al [Edelbaher 2006] developed a 

discrete time controller-observer pair for low speed sensor-less control of an induction 

machine. It is reported that in the derived discrete time expression the discontinuous 

term of the controller is replaced by a continuous one, thus eliminating the chattering of 

the control input signal. A sliding mode observer for discrete linear systems is 

developed by Koshkouei and Zinober [Koshkouei 2002]. Properties o f DSMs and 

conditions for their existence are among the problems that are studied.

It will be seen in this chapter that the reduction in the free volume of the exhaust can be 

detected by monitoring the injection signal o f a discrete sliding mode observer. The 

chapter starts by formulating the fault prediction problem where practical issues like 

selection of appropriate monitoring signals are considered. In section 7.2 a discrete 

sliding mode observer is formulated for monitoring changes in the parameters of an AR 

model. Section 7.3 discusses the case study in detail. The experimental arrangements 

and the pre-processing o f the signals are some o f the problems presented. Finally, the 

experimental results are discussed in section 7.4 and conclusions are presented in 

section 7.5.
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7.1 PROBLEM FORMULATION

As already noted in chapter 2, the function of the exhaust system is to direct the pumped 

gases away to the atmosphere. The system consists o f two components: a flexible pipe­

work and a set of absorptive silencers that minimise the noise levels.

The primary task in the case study is to select appropriate monitoring signals and 

transducers for the exhaust system. Abreu et al [Abreu 1994] indicated that all dry 

vacuum pumps generate approximately sinusoidal pressure fluctuations in their exhaust 

pipes. Moreover, exhaust pressure sensors are already part o f the typical sensor 

package for some pump processes. Therefore, it is clear that the study o f exhaust 

pressure signals can be an effective solution for the condition monitoring problem.

A very important aspect o f the exhaust pressure signal is its natural periodicity, since it 

is associated with the periodic motion o f the rotors and opening and closure o f the 

exhaust ports from the low vacuum stage. This periodicity can be examined by 

extracting a moving average of the signal. If the signal is averaged over a large number 

o f rotations, all signal components expect those at frequencies harmonically related to 

the rotation are removed. A deterministic periodic signal is produced which can then be 

efficiently analysed using conventional fast fourier transform (FFT) or auto-regressive 

(AR) methods.

From the signal frequency spectra, it is also noticed that under steady state gas load the 

relative power content o f the exhaust pressure signal at the fundamental frequency and 

its second harmonic are related to the free volume in the exhaust system. The ratio 

between the power content at these frequencies is referred to in this thesis as the power
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ratio (PR). If the PR changes, then the location o f the AR model poles move to reflect 

the change in relative power magnitudes.

Another characteristic o f the iGX dry vacuum pump is that it is driven by an 

asynchronous induction motor and therefore the motor slip frequency tends to increase 

with the gas load. The motor slip frequency is the difference between the reference 

frequency of the motor and the actual one. In order to compensate for these small 

changes in pump rotational frequency a phase-locked loop (PLL) can be used to exploit 

the natural periodicity o f the exhaust pressure signal generating a trigger signal for data 

sampling in-phase with the rotor angle. A PLL [Stensby 1997] is a closed-loop 

feedback control signal consisting o f a phase comparator, loop filter and voltage 

controlled oscillator (VCO). The PLL can be designed to reduce to zero or ‘pull-in’ the 

phase difference between the reference signal and the VCO output signal. Thus a well- 

designed PLL can generate an output signal which is phase coherent with a reference 

input signal and at the same frequency.

In the following section a novel sliding mode observer is designed and implemented to 

monitor changes in a nominal set o f AR model parameters.
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7.2 SLIDING MODE OBSERVER DESIGN

The exhaust pressure time series signal investigated in this case study can be described 

in an AR format as

>'(*)= + (7.1)
n=1

where y(k) denotes the exhaust pressure signal, e(k) is white noise and an the AR 

model coefficients.

The above AR model can then be converted to a general discrete time model in the state 

space form. Shtessel and Poznyak [Shtessel 2004] represented a linear time varying 

(LTV) system in the state space observable canonical format. In this study the discrete 

time model is reformulated such that the state vector is presented in terms of the signal, 

y(k). The state vector is defined here by

*1 (*)" y(k)
x2(&) y(k ~ 0
M M

y ( k - n  +1)

resulting in the description;
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(A: + 1) - a ,  - a 2h  - a n 0 OA 0

11

x2 (k + 1) 0 - a ,  A -a„_, x 2{k)
+

- a n 0 A 0 y ( k - n - 1)
M M M  M M M M  M M

0_ 0 0 A - _*»(*)_ - a 2 - a ,A  -a„ y(k -  2n + 1)

t (^)= [lOA OOf *(^)

(7.3a)

(7.3b)

The objective is to design an observer to generate a state estimate x(k) such that a 

sliding mode can be attained in which the state errors defined by

s(k)= x (k )-x (k ) (7.4)

are forced to zero in finite time. Thus the observer is designed to detect deviation of the 

system behaviour from its nominal, fault-free operation by monitoring variations in the 

average value o f the applied injection signal required to maintain sliding. A second 

order ‘super-twisting’ sliding mode observer can be written, with some abuse of 

notation in the following form

x(k + 1)= Anx(k) + Bn

y(k -  n) 
y(k -  n - 1) 
M
y(k -  2n + l)

(7.5)

where An e 9TX”, Bn e  9twxw are the nominal matrices in equation (7.3a). The 

components of the vector l>(&) are defined by ui , z = 1,2
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v;(* + 1) = r  sgn(e, (*))+v, (A)

where a and /? are the gains o f the discontinuous signals and r  is the observer sampling 

interval. The observer system (7.5), (7.6) is in fact updated at a much faster rate ,/0 = 1/ 

r, than that at which the plant data samples are captured ,/, i .e . /  « / > .  From the work 

of Levant [Levant 1998] it is known that if  measurements are available at successive 

measurement instants an appropriately parameterized second order sliding mode will 

converge. Equation (7.6) is formulated in this discrete fashion due to the 

implementation requirements o f the experimental hardware. Provided the noise 

component of the exhaust pressure signal is zero and the state errors are due to 

parameter uncertainty, 4 ,  then equation (7.3a) can be written as follows

1

+ ’-« i  + 4 - f l 2 + 4 A  - a n+ 4 , *■(*)
x2{k + 1) 0 -<h + 4 A -« » - i+ 4 - i x2(k)
M M M M M

3 ,(*  + 1)_ 0 0 A -  a  j + 4 1sH
i

0 0 A 0

11

~ an+ 4 0 A 0 y(k - n - 1)

M M M M

_ - « 2 + 4 - a 3+A3 A - " , + 4 . y (k -2 n  + \)

If the observer error dynamics are defined as s(k  + 1)= x{k + 1 )- x{k + 1), then it is 

straightforward to show that
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1

+
1

- « i  ~ a 2A -a„ s x {k)~
s2(k +1) 0 - a ,  A -a„_t s 2(k)
M M M M M

i 3

+ 0 0 A — flj _*»(*)_
~xx * > *

3

1

4 ' V
x2 x3 A y ( k - n - 1) 4
M M M M M

3 y ( k - n - \ )  A y ( k -2 n  + \) A . - V » -

Assuming a sliding motion will be attained and maintained, s(k  + 1) and s(k) will 

converge to zero. Hence equation (7.8) becomes

V > ( * - i ) y ( k -  2) A

1X
1

X
4 '

y(k ~ 2) v f r - 3 )  A y(k — n — l) 4
M M M M M

y n_ >>(£-«) >>(& -h-1)A  y(k -2 n  + l) 4 .

Re-writing equation (7.9) as

o,= YdAi (7.10)

It is seen that the discontinuous signals u: provide a means to estimate the parameter 

uncertainties 4  for an AR model, i.e.

4  =r;'u, ' (7.11)
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These parameter uncertainties can then be used to compute the values for the AR model 

parameters a i

« ! = « » +  4  (7-12)

where a ni are the nominal coefficients o f the AR nominal model. Once the estimated

values for the AR model parameters, a i , are obtained, the power spectrum of the

exhaust pressure signal can be estimated. Moreover, the time-averaged magnitude of 

the injection signal is related to the difference between the location o f the poles o f the 

nominal AR model and those o f the sliding mode observer estimated model.

7.3 EXPERIMENTAL SET-UP

The sliding mode observer developed in the previous section is tested on the iGX dry 

vacuum pump test bed. This section details the description of the hardware set-up of 

the system and discusses issues such as pre-processing o f signals and observer 

implementation.

7.3.1 HARDWARE SET-UP

The hardware interface for the exhaust system consists of a dSPACE™ data acquisition 

system and a BOC-Edwards active strain gauge (ASG) pressure transducer. The ASG 

is mounted on the ballast gas port on the final (low-vacuum) stage o f the pump. The 

pumped gas is air and the gas load is set using a flow control valve to maintain constant 

pump inlet pressure. Furthermore, a barocel gauge is fitted to the vacuum vessel in 

order to measure the inlet pressure o f the vacuum pump. It should be noted that this
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transducer is not part o f the condition monitoring system, but rather offers an indication 

of the inlet pressure for the experimental tests.

The exhaust system includes a 4 cigar-box’-shaped silencer o f volume 675 ml. Silencer 

obstruction is effected by introducing small metal objects which could be easily 

manipulated and presented no risk o f potentially damaging back-ingestion into the 

pump mechanism. Finally, in the data collection experiments obstruction volumes are 

measured using a liquid displacement method.

7.3.2 SIGNAL PRE-PROCESSING

A phase-locked loop (PLL) is initially designed to trigger data sampling in 

synchronicity with the rotor angle. Figure 7-1 illustrates a simple block diagram of a 

PLL. The basic idea o f a PLL is to inject a sinusoidal signal into the reference input. 

Then an internal oscillator locks to the reference signal and produces a signal that is 

phase coherent with the supplied reference. Since all dry vacuum pumps generate 

approximately sinusoidal pressure fluctuations, a normalised band pass filtered version 

of the exhaust pressure signal can be used as a phase reference signal, thus eliminating 

the need for a rotor angle encoder. The phase comparator is modelled as a simple 

multiplier. The scalar, A v, can be defined to be 1, whilst the reference signal is 

normalised so that A j =  1. The voltage controlled oscillator (VCO) is modelled as an 

integrator and a cosine function. The integrator is reset to zero when the output reaches 

+/-27T radians. A first order Butterworth low pass filter with cut-off frequency 5 Hz is 

implemented as the loop filter.
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Phase
comparator

Reference signal 
4sin(0,(O)

1) LP 
Filter

VCO

Figure 7-1: Block diagram of a PLL

When the phase is locked; the VCO output, cos0v (/) = cos(*yv/ + (f)v W) is phase 

coherent with the phase reference signal, sin(#;(^)) = s in (^ / + $ (/)), therefore cov = coi . 

Thus the output o f the integrator is an approximation o f the pump’s rotor angle, 

d = o)vt + </>v(t).

It should be pointed out that for the spectrum and sliding mode observer analysis the 

rotor angle does not require a physical datum point, so the exact phase difference 

between the VCO output and the reference signal is not important.

The rotor angle approximation can be used to trigger the re-sampling of the exhaust 

pressure signal at 8 samples per revolution (800 Hz approximately), essentially an 

interpolation process.

Ensemble averaging o f the re-sampled signal is also employed in order to attenuate 

random noise. The signal averaging process resulted in a series o f values
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PeAk) = -^ Y ,P eA k - n) (7-13)
™  M=0

where, N  is the number o f revolutions over which the signal is averaged, 0m is the 

sampling point in terms o f rotor angle, m = 1,2,... M  where M  is the number o f samples 

per revolution. In the results that follow M  — 8 and N  = 100.

7.3.3 IM PLEM ENTATION OF TH E OBSERVER

Captured data is analysed using a simulation o f the discrete time sliding mode observer. 

The choice o f the observer sample rate is decided by analysis o f the root mean square 

(RMS) of the state errors, given by;

RMS state errors = (slRMS /  .y ^s  )x100% (7.14)

Plotting the RMS errors against the ratio o f the observer sample rate, and the AR 

model sampling ra te^ i (see Figure 7-2) shows that the RMS state errors are minimised 

when / s2 > 1000/ sl. However, satisfactory results for the observer are obtained with

f t2 = 200/ sl. Therefore at a rotational pump speed o f approximately 100 Hz and 8

samples per revolution, the observer sample rate is required to be approximately 160 

kHz. Finally, the observer gains, a and /?, are given the values 10,000 and 2,500 

respectively.
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_____________

1 Q 0 %  j

Figure 7-2: RMS state error as a function of sampling frequency 

7.4 RESULTS

In order to demonstrate the efficacy o f  the condition monitoring scheme, a number of 

experiments are carried out on the test bed. Data collection is performed with an 

unobstructed silencer and three obstruction volumes; 50 ml, 115 ml and 170 ml. The 

tests are performed at constant gas loads with pump inlet pressure set to approximately 

10 mbar in each case.

Conventional AR techniques can be used to analyse the spectrum of the synchronously 

sampled data and calculate the PR o f the exhaust pressure signal. An 8th order AR 

model is fitted to a set o f obstruction-free data using the Yule-Walker algorithm. An 

example of the spectrum from 160 point (20 pump revolutions) frame o f data obtained 

is presented in Figure 7-3. The PR is simply calculated as the magnitude o f the peak at 

the fundamental frequency (1 cycle per rev) divided by that of the second harmonic (3 

cycles per rev).
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Figure 7-3: Yule-Walker AR model power spectrum

Figure 7-4 depicts the ensemble-averaged data series in the presence of different 

degrees o f obstruction (‘fill volume’). It can be noticed that the changes in amplitudes 

o f the exhaust pressure signal fluctuations due to the obstruction are quite small and 

thus it would be difficult to infer accurately blockage o f the exhaust from this

thinformation. The time-averaged values o f the PR, calculated by means of the 8 order 

AR model, increase with the obstruction volume as illustrated in Figure 7-6. However, 

the instantaneous values o f the PR shown in Figure 7-5 are not constant, indicating the 

need for some additional filtering. Further, the coincidental peaks at 300 revolutions for 

the 50 ml and 115 ml data sets are not thought to have a common cause.
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Figure 7-4: Ensemble-averaged exhaust pressure amplitude vs. rotor angle, showing the 

variation in amplitudes with increasing volume of fill
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Figure 7-5: AR estimates o f PR vs. pump revolutions for a series o f silencer blockages. 

Note that spectra are calculated every 20 revolutions
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Figure 7-6: The PR increases with the volume o f silencer obstruction. These average 

results are the means o f the four data series in Figure 7-5

A change in the frequency content o f the exhaust pressure signal implies a change in the 

AR model coefficients with respect the nominal sliding mode observer model. The 

RMS value of the sliding mode observer injection signal rises to match the uncertainty 

in the AR model parameters. Hence, a change in the signal content caused by the 

exhaust obstruction causes the RMS injection signal to rise (see Figure 7-7). The 

observer produces a new estimate o f the AR model parameters based on the nominal 

model and the injection signal. This AR model can be used to produce a spectrum. 

Nonetheless, even with ensemble averaging of the signal over 100 revolutions, the short 

data set used to generate the parameters (2P- 1 samples, where P is the AR model order) 

resulted in high sample-to-sample variations for the PR estimate. Figure 7-8 shows a 

comparison of PR values calculated using FFT, AR and the sliding mode observer 

method.
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Figure 7-7: RMS of the observer injection signal increases with the volume o f silencer

obstruction

Therefore, further work is required to establish the reason for these sample-to-sample 

variations of the sliding mode approach that provide an unreliable estimate for the PR. 

Furthermore, whilst the sliding mode approach successfully indicates the increasing 

obstruction volume, it also requires a sampling rate greater than 100 times faster than 

that of the AR modelling approach for example, with obvious implications for 

computational costs. Finally, a sequence o f spectra calculated using the sliding mode 

observer technique and by using the same data sequence is presented in Figure 7-9.
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Figure 7-8: Comparison o f PR values calculated using FFT, AR and sliding mode

observer methods
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Figure 7-9: Spectra calculated from sliding mode observer generated AR model

coefficients for clear silencer
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7.5 CONCLUSIONS

In this chapter, the development o f a sliding mode observer scheme for on-line 

condition monitoring o f the dry vacuum pump exhaust system has been considered. It 

has been demonstrated that the exhaust pressure signal from such a pump can be 

practically acquired with a standard transducer, and described with an auto-regressive 

(AR) model. A novel discrete time sliding mode observer has been designed to estimate 

AR model coefficients based on a short data set sampled from the exhaust pressure 

signal, and a nominal set o f model coefficients estimated from fault-free data.

Two approaches have been used to monitor the state o f the exhaust system. Firstly, by 

monitoring the injection signal o f the sliding mode observer, since it provides indication 

of a deviation o f the signal spectrum away from that o f the nominal model and can 

detect changes in the exhaust signal which indicate exhaust blockages. A second 

approach is to monitor an empirical parameter, the power ratio (PR). The PR is defined 

as the ratio o f the signal power magnitudes o f the fundamental frequency and the second 

harmonic o f the exhaust signal. Therefore, to monitor the PR directly by periodically 

estimating the signal spectrum and detecting the increasing trend symptomatic of 

decreasing free volume in the exhaust.

In the context of this thesis, the sliding mode observer scheme can be concluded to 

perform the same condition monitoring function but at higher computational cost than 

the conventional AR approach for example. Moreover, the value for PR varies with gas 

load and thus in this simple form the method is only valid for pump at constant gas load. 

Further work is necessary to map the PR with respect to gas load or motor power.
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The results presented in the case study establish the general principles of the monitoring 

scheme but further testing under process conditions with more realistic fill material is 

required. Model structures other than AR may be a more appropriate basis for the 

observer, particularly for detection o f possible transient fault conditions. Currently the 

phase locked loop is implemented as a simulation however a hardware implementation 

may have cost benefits. Finally, the potential for using aspects of the scheme in other 

applications is still to be explored.
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CHAPTER 8 

CONCLUDING REMARKS AND FUTURE WORK

8.1 CONCLUDING REM ARKS

This thesis has concentrated on predicting malfunction in quasi steady-state rotating 

machines. In particular, a practical condition monitoring and fault diagnosis scheme for 

dry vacuum pumps has been presented.

The thesis commenced by introducing the significance o f vacuum systems in industry 

and the benefits o f ‘dry’ pumps. The need for condition monitoring and fault diagnosis 

has been clearly established. After reviewing a number o f condition monitoring and 

fault diagnosis techniques, the application o f the sliding mode methodology to this area 

has been explored. The subject o f this study, a BOC-Edwards iGX dry vacuum pump 

and the particular project related subsystems have been described. With many typical 

fault symptoms for each pump subsystem, a selection o f suitable monitoring signals and 

sensors has been discussed. In deference to factors such as cost, functionality and 

robustness, the best potential solution in terms of sensor suite to the problem of 

condition monitoring and fault diagnosis in vacuum systems has been considered.
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Sliding mode techniques, presented in chapter 3, have been shown to be an effective 

solution for the development o f on-board condition monitoring and fault diagnosis 

systems due to their fundamental properties o f robustness and the parameter 

reconstruction properties they provide. Simulation results have demonstrated that once 

a sliding motion has been established, the order o f a system is reduced and it becomes 

totally invariant to certain kinds o f uncertainties. Further, a disadvantage o f sliding 

modes, the chattering effect, which may limit their practical applicability has been 

discussed. It has been shown by the application o f simulation results that these 

difficulties can be alleviated by smoothing the nonlinear term of the control signal or 

employing higher order sliding mode techniques. Apart from these properties, the 

potential use of sliding modes for observer design has been examined and it has been 

concluded that appropriately designed sliding mode observers can be used to monitor 

the iGX dry vacuum pump.

To this end, a sliding mode observer based diagnostic scheme has been designed and 

implemented in chapter 4 to detect possible faults o f the cooling system. Parameter 

estimation and hence fault detection has been achieved by analysis o f the so-called 

equivalent injection signal. This property o f fault, or parameter, reconstruction is 

unique to the nonlinear sliding mode methodology and o f great importance since it 

allows signals or parameters that may be expensive or difficult to measure to be 

estimated. The results from a series o f experimental tests have illustrated the usefulness 

of the approach and good correlation between the system parameters and experimentally 

determined values has been obtained for all three targeted coolant faults. Most 

importantly, the method is economically attractive because it only requires low cost 

temperature transducers that can be readily fitted to the system in a non-invasive
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manner and a reading o f the motor’s current and coolant water flow. It also provides an 

earlier diagnosis and information down to a component level compared to a simple high 

temperature alarm.

Without the exact nominal parameter values o f the mathematical model required to 

formulate a sliding mode observer, some means o f parameter estimation is desirable. A 

parameter estimation algorithm has been developed, implemented and tested on both 

simulated and real vacuum pump data. The algorithm has been shown to estimate the 

time invariant nominal parameter values to an acceptable accuracy. However, an issue 

of concern with regard to the algorithm is that it did not perform well when time- 

varying parameters were tested. Results obtained from the sliding mode observer 

scheme have shown that it offers clear benefits over the estimation algorithm in the role 

of continuous condition monitoring and fault diagnosis in systems where intermittent 

faults are possible.

Chapter 6 has considered the development o f a condition monitoring scheme for the 

detection of overheated bearings. The proposed sliding mode observer-based scheme 

utilises a heat transfer model to estimate parameters o f the system with parameter 

changes being symptomatic o f faults. This has been achieved with an analysis of the 

so-called equivalent injection signal. Whilst in this case study the nominal heat transfer 

model has been more complex to derive, the sliding mode scheme still offers benefits in 

terms of robustness and cost. The experimental results have been extended to effect 

comparison between a first order and a second order sliding mode algorithm. The 

practical importance o f the second order algorithm has been demonstrated, since the 

results have shown that the chattering effects have been suppressed. The second order
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algorithm has also shown to be capable o f running at lower sample rates for a given root 

mean square error when compared with the first order sliding mode algorithm.

The problem of detecting exhaust blockages in the dry vacuum pump by using spectral 

estimation and sliding mode observer techniques has been addressed in chapter 7. Two 

independent techniques have been proposed which are capable o f providing timely 

detection o f a reduction in the free volume o f the exhaust. Firstly, aspects o f pump 

performance have been monitored via an empirical relationship, called the power ratio, 

observed in periodic features in the measured exhaust pressure signal. These features 

can be characterised by the magnitudes at particular frequencies in the power spectrum 

of the signal. Experimental results have shown that at a constant gas load the method 

can be used to provide an early indication o f exhaust blockage. Secondly, a novel 

discrete time sliding mode observer has been designed to estimate auto-regressive 

model coefficients based on a short data set sampled from the exhaust pressure signal, 

and a nominal set o f model coefficients estimated from fault-free data. The results have 

demonstrated that the reduction in free volume o f the exhaust can be detected by 

monitoring the injection signal o f the sliding mode observer. This is because the 

magnitude of the injection is related to the difference in location between the poles o f 

the nominal auto-regressive model and those o f the estimated model.

8.2 RECOM M ENDATIONS FO R FUTURE W ORK

The produced diagnostic system has shown to be capable o f reducing the occurrence of 

unplanned pump stoppages, by monitoring appropriate subsystems and parameters. 

Development of a fault classification method in order to determine the size of a fault is a 

natural progression o f the work presented in this thesis. The sensitivity of the
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diagnostic system will be improved and unnecessary alarms will no longer be a 

problem. One possibility is the use o f fuzzy systems and more specifically fuzzy 

membership functions to classify fault symptoms into diagnostic conditions such as 

normal, low and high. Membership functions may be expressed using any appropriate 

function like a Gaussian function or in a piecewise linear manner such as a triangular 

function. One advantage o f using this fuzzy-based approach rather than a fixed 

threshold alarm is that a smooth transfer between the diagnostic conditions is 

achievable.

An effective method for parameter estimation based on an algebraic framework has 

been presented in chapter 5. However, the approach did not perform well when time- 

varying parameters were tested. Thus, there is a need to extend the method in order to 

investigate estimation o f time-varying parameters. Furthermore, a discrete 

implementation o f the algebraic framework for identification should be developed. This 

could overcome some o f the problems associated with the low sample rates used for 

some of the pump measurements.

The work undertaken during the second case study has considered the second design of 

the cooling circuit. This second design has a single temperature-controlled valve that 

maintained the pump stator temperature within some set limits. The development o f the 

heat transfer models presented in chapter 6 is based on this design. However, towards 

the end o f this thesis a third and final cooling circuit design has been installed to the 

iGX dry vacuum pump. The final design consists of two temperature-controlled valves 

located at either end o f the vacuum pump. These valves have the ability to regulate the 

temperature of the system more accurately. It is obvious that the heat flow through the

158



CHAPTER 8

pump will behave differently under this design and that it is desirable to re-evaluate the 

heat transfer models. Early heat transfer model developments provide a sound basis for 

future research as may be seen in Appendix E.

Although a novel condition monitoring and fault diagnosis tool for the vacuum pump 

exhaust system has been successfully developed, additional testing under process 

conditions with more realistic fill material is needed. Moreover, model structures other 

than auto-regressive may be a more appropriate basis for the sliding mode observer, 

particularly for detection o f possible transient fault conditions. The phase locked loop 

has been implemented as a simulation however a hardware implementation may have 

cost benefits. Finally, the diagnostic scheme is versatile and various aspects of it can be 

used in other systems or applications.

The diagnostic scheme has been implemented using the

Matlab™/Simulink™/dSPACE™ environment. A typical process for this environment 

would be first to built a model in Simulink™, followed by an auto-generation of C-code 

using the Matlab™ real time workshop. This code is finally downloaded into the 

dSPACE™ board. Obviously, it would not be feasible to incorporate the scheme into a 

BOC-Edwards or other industrial vacuum pump control system architecture in this 

form. Hence, there is a need to explore an alternative way for generation o f 

implementable code for the diagnostic system.
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APPENDIX A 

DETAILS OF DRY VACUUM PUMPS

A.1 INTRODUCTION

Appendix A gives greater details on the principles o f dry vacuum pumps. Most o f the 

material discussed is relevant to the existing literature on rotating machinery. Section

A.2 covers the theory behind basic vacuum technology, whereas section A.3 provides a 

brief review of different dry vacuum pump designs.

A.2 BASIC VACUUM THEORY

The need and benefits o f performing different processes under a vacuum has led to the 

firm establishment o f vacuum pumps systems in industry. In order to choose correctly a 

vacuum system the requirement to understand the basic principles o f vacuum theory is 

essential.

Vacuum can be defined as a space from which all air and other gases have been 

removed. However, this is an ideal condition since to remove all gaseous material from 

a space is practically not possible. Harris [Harris 2001] stated that vacuum is a pressure 

below that of the local atmospheric pressure (approx. 1013 mbar at sea level). Pressure
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is defined as the force divided by the area and force as mass multiplied by acceleration. 

The smaller the mass or force at a given area it will result to a lower pressure. Thus, 

vacuum can be created in a vessel by a vacuum system by simply removing mass from 

it. The more mass removed, the lower the pressure that exists inside the vessel.

Given that the term vacuum is used to describe pressures below the local atmospheric, 

then it is desirable to separate this wide vacuum spectrum into ranges [Harris 2001]:

Low or rough vacuum: 1013 mbar to a few mbar

Medium vacuum: a few mbar to 1 O' mbar

High vacuum: 10'3 mbar to 10'7 mbar

Ultra-high vacuum: below 10' mbar

Knowing the type o f application someone may indicate in which range it belongs. For 

instance, chemical process industries (CPI) operate mostly in the rough vacuum range, 

while semiconductor applications span from rough to ultra-high vacuum.

Once the importance o f vacuum is understood concepts such as pump speed, mass flow 

rate and conductance can be studied in order to choose the best type o f system for a 

particular application. The following section contains a brief review o f various dry 

vacuum pump designs.
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A.3 A REVIEW OF DRY VACUUM PUMP DESIGNS

A.3.1 PISTON DESIGN

The piston design resembles a car engine with opposed pistons and it is one of the 

oldest technologies in the area. Designers have a long experience with this type of 

pump and the most popular design has four pistons adjusted in a parallel and series 

arrangement (see Figure A -l).

Figure A - l: Schematic arrangement o f a four-stage piston pump (adapted from

Hablanian [Hablanian 1990])

Although the piston design provides poor pumping speed at low pressures it also has 

important benefits. The most important feature is the ability to remain cool while in 

operation. Other designs develop high temperatures and often require a cooling system. 

In contrast, on piston pumps the large surface areas and the fact that the entire drive 

mechanism is in atmospheric air, allows the friction and compression generated heat to 

be distributed easily. Therefore, at the time o f its operation a piston pump is only a few 

degrees above atmospheric temperature.
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A.3.2 SCREW COMPRESSOR DESIGN

Even though the design o f screw vacuum pumps was known since the mid-1950s, only 

recently have they become noticed due to their simple structure. The design adapts the 

principle of Archimedean Screws. Two meshing screws rotate in opposite direction in a 

case or a stator. The gas moves along the length o f the screws and gas compression 

occurs in the final half-turn o f the screws. The mechanism is illustrated in Figure A-2.

Figure A-2: The screw type mechanism (adapted from Lessard [Lessard 2000])

Screw compressors run at high speeds and give a very high compression ratio at high 

pressure. However, to achieve such a performance very tight clearances between the 

rotors are necessary. Further, high rotational speeds result in high noise levels and high 

temperatures.

A.3.3 SCROLL DESIGN

The scroll design consists o f a pair o f helical scrolls, one fixed and one orbiting (see 

Figure A-3). This mechanism traps the volume o f gas and progressively forces it to the 

exhaust, producing a vacuum. The design provides good compression ratios at low 

pressures but at very high production cost.
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Figure A-3: Scroll type design (adapted from Lessard [Lessard 2000])

A.3.4 ROOTS LOBE DESIGN

Two different types o f roots design exist: a two-lobe and a three-lobe rotor pump. The 

latter provides a higher compression ration but runs at lower pumping speed when 

compared with the two-lobe design. Usually, the design is comprised by several sets or 

stages o f roots lobes to improve the compression ratio. The set o f rotors are mounted on 

two parallel shafts and held in phase by timing gears. A roots lobe vacuum pump is 

depicted in Figure A-4. An important issue that affects the design is the extreme high 

temperatures generated while the system is running. This overheating may cause 

thermal expansion, which in turn may result in a contact between the rotors and stator. 

An inter-stage cooler is a popular solution to this problem, although this results in non­

compact designs.

Figure A-4: Schematic o f a three stage roots dry pump (adapted from Ryans and Bays

[Ryans 2001])
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A.4 CONCLUSION

This appendix provided details o f  the basic vacuum theory in order to appreciate some 

concepts that have been studied throughout this research. It also presents a number o f 

vacuum pump designs used in the industry today.
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APPENDIX B 

INSTRUMENTATION AND DATA ACQUISITION

B.l INTRODUCTION

Appendix B provides a list o f the instrumentation fitted on the iGX dry vacuum pump 

test-bed along with a number o f tests performed throughout this research.

B.2 iGX DRY VACUUM PUMP INSTRUMENTATION LIST

Table B -l. Instrumentation list (see Figure B-l for instrument arrangement)

Signal Sensor Notes

Type Location

1. Vibration Accelerometer 

Bruel and Kjaer type 

4370-V S

As required Calibration Cert. 

Available Signal 

Amplifier 2692-A-011

2. Exhaust ASM gauge Thermal break Installed and tested

pressure purge gas port BOC-E Calibration 

certificates supplied

3. Vacuum CGI6k dial gauge Vacuum vessel Installed and tested

4. Pirani gauge inlet BOC-E Calibration

5. Barocel gauge certificates supplied
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6. Air mass flow 

transducer

Lucas 4AM Vacuum vessel 

inlet

Applicable only for 

Flow rates > 5slpm

7. Gear tooth 

proximity

Magnetic pick-up 

(RS part no. 304- 

172)

Rotor drive gear Installed and tested

8. Current

DC Voltage 

Power 

Torque 

Voltage

Yasakawa varispeed 

606V 7 inverter

Connecting cable from 

inverter to dSPACE is 

installed, allowing one 

signal at a time to be 

recorded

9. Temperature 1 IC LM35 (Famell 

part no. 409-080)

Cooling water 

inlet

Installed with signal 

conditioning

10. Temperature 2 IC LM35 Cooling water 

outlet

Installed with signal 

conditioning

11. Temperature 3 IC LM35 Pump body Installed with signal 

conditioning

12. Temperature 4 IC LM35 Pump low 

vacuum bearing 

section (external)

Installed with signal 

conditioning

13. Temperature 5 IC LM35 Pump high 

vacuum bearing 

section (external)

Installed with signal 

conditioning

14. Coolant mass 

flow

Pulsed output single 

jet water meter (RS 

part no. 399-5018)

Cooling water 

inlet

Output = 1 pulse per 

litre

186



APPENDIX B
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iD W A R D S
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Figure B - l : Dry vacuum pump and Instrumentation. See Table B-l for key to 

instruments. Note that the exhaust pressure sensor and inlet mass flow meter were not

fitted at the time o f the photograph

Table B-l provides a full list o f the sensors fitted on the iGX dry vacuum pump. Many 

of these sensors such as the accelerometer and air mass flow meter are not part o f the 

condition monitoring and fault detection system presented in this thesis. However, they 

have been used by fellow researchers in the University or in order to investigate the 

performance o f the vacuum.

187



APPENDIX B

B.3 DATA ACQUISITION AND HARDWARE CALIBRATION TESTS 

B.3.1 INVERTER CURRENT SIGNAL OUTPUT CALIBRATION

B.3.1.1 OBJECTIVE

To calibrate the voltage output from the inverter with the current indication on the 

inverter display.

B.3.1.2 METHOD

Set the analogue monitor output (AMO) required constant value setting (i.e. n066) to 1 

in order to select the current signal as the output from the analogue terminal. Set the 

monitored parameter on the display to U-03 and record the analogue output voltages for 

a series o f inverter current values which can be set by variation o f the pump inlet control 

valve.

B.3.1.3 RESULTS

The results are shown in Figure B-2 with a first order least squares best-fit line for the 

voltage/indicated current relationship.

B.3.1.4 CONCLU SION

A first order linear relationship between the AMO voltage signals Vamo and the 

indicated current, lmd

= 1 .0 8 9 3 ^ - 0 .0 2
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Figure B-2: Inverter signal output calibration data

B.3.2 SIMULTANEOUS RECORDING OF TEMPERATURE AND INVERTER 

SIGNALS FROM THE iGX DRY VACUUM PUMP

B.3.2.1 OBJECTIVE

Temperature, cooling water flow and inverter current data is required for the 

identification and validation o f the temperature models for the iGX vacuum pump. In 

order to acquire inputs and outputs for the dynamic models it is desirable to 

simultaneously acquire the both temperature and pump current signals.

B.3.2.2PROBLEM FORMULATION

Pump current is obtained as an analogue voltage (Figure B-3) ref [Yasakawa inverter 

manual pp. 64-65].
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Figure B-3: Analogue output connections

Temperature is measured using a set o f three k-type thermocouples (t/cs). The 

thermocouples are ‘single ended’ BNC connections to the dSPACE™ ADC board. The 

three thermocouples are electrically insulated from the pump body with heat resistant 

polyamide tape. The dSPACE™ ADC board PC and t/cs signal amplifiers are earthed 

to 240 Vmains. The pump is earthed to 415 V 3-phase supply.

If the inverter output signal is connected to the oscilloscope (there is no direct 

connection between the oscilloscope and the dSPACE™ ADC board or thermocouples) 

and the pump is switched on then the thermocouple reading is seen to jump (see Figure 

B-4). If the inverter output is connected directly to the dSPACE™ board via coaxial 

cable and a BNC connector then the jum p in the thermocouple reading is o f a much 

higher magnitude. If the inverter parameter number n080 [Yasakawa Inverter manual 

pp. 67] is changed to adjust the balance between motor noise and ‘motor current 

leakage’, then the magnitude o f this jump is reduced.
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Figure B-4: Effect o f  inverter output connections on thermocouples readings

Therefore it seems that there are two effects occurring to disturb the thermocouple 

readings, an effect due to the different ground voltages o f the pump and data acquisition 

system and also due to the effect o f the motor leakage current.

As an alternative to the thermocouples two other types o f transducer have been tested.

A platinum resistance thermometer (PRT) previously used on a diesel engine has been 

fitted and continued to work well when the inverter current monitoring was connected 

to the dSPACE™ ADC. Also an integrated circuit (IC) temperature sensor has been 

tested. This sensor has been found to be highly susceptible to high frequency noise 

from the pump, however unlike the thermocouple noise, there was no significant offset, 

or proportionality with the pump current level.
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B.3.2.3 RECOMMENDATIONS

Either the PRT or IC sensors could be effectively used to measure temperature without 

significant interference from electrical noise generated by the pump.

The PRT solution: The resistance o f the PRT changes with temperature therefore it is 

necessary to use the PRT in conjunction with a power supply/signal conditioner. The 

signal conditioning required is a bridge circuit to relate the change in resistance over the 

temperature range 0 -  100°C to a 0-1OV range suitable for the dSPACE™ ADC. Signal 

converters o f this type are commercially available e.g. from Stroud or Omni Instruments 

but as can be seen in the Omni web site, the prices are in the region o f £70 per 

instrument channel. An alternative to this would be to design and build a multi-channel 

signal-conditioning box in-house. Components should be fairly cheap and available off- 

the-shelf, but the cost would lie in terms o f man-hours for design and building o f the 

circuit. The price o f a thin film PRT element suitable for surface temperature 

measurement is £15 for 5 at Famell (item no. 721-8850)

The IC solution: The IC (R.S. item no. 317-960, @ £1.43 ea.) is a small integrated 

circuit with a voltage output proportional to temperature over a range o f -55 -  150°C. 

The sensor is contained in a small (5mm) ‘metal can’ housing, not ideal for surface 

temperature measurements. The sensor is affected by high frequency noise and 

capacitance o f ‘long’ cable connections. This can be countered by fixing a suitable 

resistor and capacitor in series between the output and ground connections.

The best solution in terms o f temperature measurement from a surface would be the thin 

film PRT, but the IC approach is less costly.
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B.3.2.4IMPLEMENTATION AND TESTING

The problem that arises using a set o f  three k-type thermocouples made it necessary to 

use an alternative transducer. Two other types have been tested, a PRT and an IC 

temperature sensor, but as a final solution the IC approach has been chosen. The IC 

(Famell item no. 409-080, @ £0.29 ea) is a precision integrated-circuit temperature 

sensor, whose output voltage is linearly proportional to the Celsius temperature.

After carrying out some initial tests it has been noticed that the sensor is affected by 

high frequency noise and capacitance o f  ‘long’ cable connections. To improve the 

tolerance o f capacitance a series R-C damper from output to ground has been built as 

shown in Figure B-5.

HEAVY CAPACITIVE LOAD, WIRING, ETC

LM35 OUT

X

75 Ohm 

luF

Figure B-5: LM35 with R-C damper

After building the R-C Damper, five ICs have been attached to the BOC-E iGX vacuum 

pump at key points in order to obtain temperature measurements. These points are;(a) 

cooling water inlet, (b) cooling water outlet, (c) pump body and (e) high and low 

vacuum bearings side o f  the pump. In parallel some thermal pockets have been 

manufactured for the ICs to ensure good heat conductance with the pump. These are 

made from copper, a very good heat conductor, and are used to attach the ICs to the 

pump with polyamide tape. From Figure B-6 it can be noticed that the noise problem
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experienced with the thermocouples has improved with only an insignificant change in 

the temperature signal (<1°C) occurring on start-up of the motor. Therefore the 

acquisition of simultaneous temperature and pump current signals is possible.

Finally, Figure B-7 shows a comparison o f  the signals obtained from the pump body IC 

and the pump body thermocouple. Although a difference on the readings can be 

observed, the outcome is acceptable and within the manufacturers stated tolerances for 

IC and thermocouple temperature measurements o f ±1.5°C for the thermocouples and 

±0.75°C over the full temperature range o f -55 to 150°C for the IC sensor.

Pum p Body IC 
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Figure B-6 : Effect o f inverter output connection on IC readings
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Figure B-7: Comparison on IC and thermocouple pump body sensor readings

B.3.2.5CONCLUSION

The integrated circuit precision centigrade temperature sensor provides a good solution 

for acquisition o f simultaneous temperature and pump current signals recordings. The 

sensor is not significantly affected by the electrical noise problems experienced by the 

thermocouples, is equivalent in cost to the thermocouple, and has a higher stated 

accuracy.

B.3.3 CALIBRATION OF LUCAS 4AM AIR FLOW METER 

B.3.3.1 OBJECTIVE

To calibrate an air flow meter for the measurement o f air mass flow rate o f the iGX dry 

vacuum pump.

195



APPENDIX B

B.3.3.2 PROBLEM FORMULATION

A Lucas 4AM hot-wire air flow meter is used to measure mass flow rate o f air into the 

pump. The transducer output is a d.c voltage proportional to the air velocity through an 

orifice o f fixed cross sectional area.

Foregoing tests have been carried out by using an air box in order to calibrate the air 

flow meter. Using this arrangement it has been shown that the air flow meter might not 

be sufficiently sensitive to accurately measure flow at low inlet pressures. For this 

reason a new calibration test has been performed, so that a final decision about the 

usefulness o f the instrument could be made. The air flow meter is this time calibrated 

by using an instrument provided by the University o f Leicester. The type 55D41/42 

calibration equipment provides a turbulence-free variable-velocity air source for static 

calibration o f  hot-wire and hot-film probes. A schematic of the experimental 

arrangement for air flow meter calibration and the equation used to calculate the flow 

velocity are given in the following subsection.
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B.3.3 JTYPE 55D41/42 CALIBRATION EQUIPMENT INFORMATION

Air flow meter Motor-driven fan Flow velocity control

Nozzle

Variable transformer

Digital Micro-manometer

Figure B-8: Schematic showing type 55D41/42 calibration equipment

A digital micro-manometer is used to indicate the pressure difference in the nozzle. The 

flow velocity, v, in the nozzle measuring-section therefore may be calculated by means 

of the formula

2 k  d  tv =  x R  x To x
k -  1

* - - 1

1 - 1 _ 4 P
Po

(B.l)

where k is the isentropic exponent o f the gas in question, and R is its gas constant (for 

air, k = 1.4 and R = 287.1 J/kgK). Ta and PQ are ambient temperature and ambient 

pressure in the nozzle reservoir, in other words: at the nozzle inlet. Finally, Ap is the 

pressure difference measured across the nozzle.
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B.3.3.4TEST PROCEDURE

The equipment has been set-up as shown in Figure B-8. The air flow meter is 

connected before the type 55D41/42 calibration equipment and readings are recorded 

from the micro-manometer and air flow meter at various airflow velocities.

B.3.3.5 SIGNALS

Signals to be measured:

a) Air flow meter reading (voltage,V)

b) Micro-manometer reading (pressure, Pa)

c) Ambient temperature (°C)

d) Ambient pressure (mmHg)

e) Flow velocity (m/s)

B.3.3.6RESULTS

Atmospheric pressure at start, PQ -  757.9 mmHg 

Ambient temperature at start, TQ-  291.2 K

The output voltages from the air flow meter are tabulated with the pressure values 

recorded from the micro-manometer. Additionally the calculated flow velocity from 

equation (B .l) is also given. The recorded data are shown in figure B-9.

Table B-2. Air flow meter calibration test data

Pressure [Pa] AFM Voltage [V] Flow Velocity [m/s]

0 0.580 0

0.31 0.582 0.0716

0.56 0.585 0.0963
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1.19 0.603 0.1403

2.06 0.639 0.1846

2.27 0.654 0.1938

4.68 0.730 0.2783

5.30 0.754 0.2962

6.55 0.783 0.3292

7.70 0.800 0.3570

9.85 0.837 0.4038

14.8 0.900 0.4949

18.7 0.945 0.5563

29.3 1.050 0.6964

35.5 1.080 0.7665

49.5 1.180 0.9079

70.5 1.265 1.0802

85.2 1.310 1.1875

98.1 1.350 1.2742

117 1.390 1.3915

133 1.420 1.3915
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Figure B-9: Plot o f air flow meter output voltage vs. air flow rate 

B.3.3.7DISCUSSION

From Figure B-9 the relationship o f the transducer output voltage to air flow rate is 

presented. As with the previous tests, the results show that the air flow meter provides a 

non-linear but repeatable output, which is related to mass flow rate. Moreover, the plot 

of Figure B-10 shows that the air flow meter is not sensitive enough to measure flow at 

low vacuum pump inlet pressures (<5 mbar).
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Figure B-10: Plot o f the inlet pressure vs. air flow rate

B.3.3.8 CONCLUSION

The Lucas 4AM hot-wire air flow meter has been shown to provide an indication of air­

flow rates above 5 slpm. Comparing this with the pump performance curves shows that 

the meter can be used to indicate pump mass flow-rates at typical pump inlet pressures 

(5 mbar-100 mbar).

B.3.4 COOLING WATER FLOW  METER

B.3.4.1 OBJECTIVE

To convert the coolant flow pulse from water meter to a measurable signal in order to be 

used in the condition monitoring and fault detection scheme.
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B.3.4.2 PROBLEM FORMULATION

The water meter mounted on the cooling pipe provides a means o f measuring the mass 

flow rate o f cooling water. The instrument is a pulsed output single jet water meter (RS 

part no. 399-5018) which can be connected with the dSPACE™ ADC board and 

generates one pulse every litre (see Figure B -l2). The generated signal could not 

provide the information needed for the heat transfer models. Thus, it has been 

converted to a more suitable signal, which indicated litres per second. A model has 

been developed for this purpose using Simulink™ as shown in Figure B-l 1.

CD—
Water Meter 

Signal (V)

Increment No 
of Time steps

Flow Meter Signal (V)

P u lse

E lap sed  Time Since L ast P u lse  (s) 

Detect Pulse

_T_

z-1

Sum of 
T ime steps 

between pulses

Z
Detect integrator 

reset

0-
Increment No 
of Time stepsl

1
- >

z
Tpulse Coolant Flow Rate, mdotc (kg/s)

Previous
Value

Coolant Flow Rate 
Calculation

mrlntr
Switch

mdotc
(kg/s)

Figure B-l 1: Block diagram of cooling water pulse converter

B.3.4.3 RESULTS

The resulting signal from the water meter for this test is shown in Figure B -l3, 

indicating a cooling water flow rate o f approximately 0.015 1/sec when switched on.
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Figure B-l 2: Graph of the cooling water pulse
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Figure B-l 3: Graph o f the cooling water flow rate
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APPENDIX C 

NOMINAL MODEL VALIDATION RESULTS

C .l INTRODUCTION

Appendix C outlines the method used to validate the nominal models for the cooling 

system and the rolling element bearings. In both cases a large quantity o f temperature 

data has been recorded using the Matlab™/Simulink™/dSPACETM system.

C.2 COOLING SYSTEM HEAT TRANSFER MODEL PARAMETER 

ESTIMATION

The pump body model equation as formulated in chapter 4 is given by

Let axk -  a , a2rfy = b and a3 = c . In order to estimate the three parameters a 

superposition method has been adopted. This is because it has been noticed that some

(C .l)

where a\9 <22 and <33 are given by ax =
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parts o f the mathematical equation can be eliminated. Therefore, initially if  the pump is 

cooling down with the power and the cooling water both disconnected then equation 

(C .l) can be rewritten as

(C.2)

Hence,

1 (C.3)

Integrating equation (C.3) with respect to time, /, gives

+ C (C.4)

where C is the constant o f integration. At time t = 0, Tm = Tm therefore

lo g .(7 io W -r - ( r ) )  = C (C.5)

and

log .fo i (t)~ Tm {‘)) = -c t + log .foo  ( / ) -  TaM (/)) 

lno f  r J Q - r aJ t ) )
H r J t h U , ) )

(C.6)
= -Ct
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Taking the inverse logarithm results

T b \ { * )  ^ q f w ( 0  _  a ~Ct

Tao( ' ) - T , J )
= e (C.7)

The model parameter c can be estimated from the gradient o f a graph o f  

|og</7’» i ( ' ) /-Tm ( ‘))  against time (see Figure C -l). Using a least

squares approach the parameters has been found to be equal to 6.1 x 10-5.
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Figure C -l: Graph o f regression data and best-fit line for parameter c

After estimating c a second data set has been collected. Once again the cooling down 

temperature is observed, but this time the valve that controls the coolant has been left on 

with the power disconnected. Therefore, equation (C .l) becomes

(C.8)
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c
Parameter b is given by b = aortic and a 2 =-,— Some o f these parameters are

K J *

known for instance the mass o f the pump body (80 Kg) and others can be found from 

tables [Simonson 1988] (see Table C-l below).

Table C-l. Specific heat capacity o f water and cast iron

o°c 20°C 40°C 60°C

(Cp)c» 4.218 4.182 4.178 4.184

(cp) B 0.42 0.46 ”

Provided the cooling water flow rate, rfy, is maintained at a known value then a trial an

error approach can be used to identify a value for the parameter b by minimising the 

open loop model error. Figure C-2 shows the measured and estimated Tb temperature 

from the open loop model.

  Measured Data
—  Estim ated Open Loop Data

tn
"O

1500 2000 250010005000
Time [s]

Figure C-2: Plot o f measured and estimated Tb open loop data with coolant water on
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Having estimated parameters b and c then a third and final data set can be collected with 

current and flow rate maintained at a known value. This final set has been used in order 

to estimate parameter a, again by minimising the open loop error with a trial an error 

approach. Figure C-3 depicts the measured and estimated pump body temperature Tb.
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Figure C-3: Plot o f measured and estimated Tb

The above procedure has been repeated in order to estimate the nominal model 

parameters for the coolant outlet temperature model

J$(f) = 6, hc (T„ [ t ) - T 0(/)) -  b2 r&.c(T. ( t ) -T ,  (/)) (C.9)

where b\ and bj are given by = 7---- c-̂ r— and b2 =
(mcJ .P Jew
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Parameter 62 can be easily found by calculating the mass o f the coolant contained in the 

coolant system pipe-work. Substituting for this value then the remaining nominal 

parameter bj can be estimated.

C.3 BEARINGS HEAT TRANSFER MODEL PARAMETER ESTIMATION

The work undertaken in the bearings case study has considered the second design of the 

cooling circuit. This design has a single temperature-controlled valve that maintains the 

pump stator temperature within some set limits. The development o f the heat transfer 

models presented in chapter 5 has been based on this design. Consider first the heat 

transfer model for the low vacuum end bearing

Similarly to section C-2, three sets o f data have been obtained by eliminating parts o f 

the mathematical equation. However, when the final term o f equation (C-10) has been 

included and a data set has been acquired, it was noticed that the parameter ai was 

induced by the non-linear thermostatic valve. In order to investigate how the parameter 

changed a sliding mode observer has been used.

From equation (C.10) the following sliding mode observer can be formulated

7 ( / ) = a, * , / ( / ) -  a 2 ( r ^  (?) -  T,„ ( t) ) -a }(T,,,(t)~ Tm  (/)) (C.10)

where a\9 02 and as are given by ax =

4  (/) = a,k,l{‘) -  a2rSi(Toul ( / ) -  Tm (t) ) -  a3 {fLV (t) -  Tam (f))+ o, (C .ll)
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where l>, = K x(sLV / \s LV\ + s )  is the discontinuous signal and Ki its gain. Moreover, 

siv is defined as the difference between the estimated and measured 7 ^ temperatures.

Since ex -  TLV -  f LV and Sf = -  lfyv , substituting it yields

%=l {ax- a x) - a 3ex - v x (C.12)

During the sliding motion the observer error and its derivative will converge to zero. 

Hence,

0 = /(« 1- a , ) - y 1 (C.13)

It is therefore possible to use the discontinuous signal to estimate the parameter aj.

Using this method a plot o f the estimated parameter has been drawn as shown in Figure 

C-4.

0.02

0.015

o f  0.01

0.005

6000 8000 10000 12000 14000 16000
Time [s]

2000 4000

Figure C-4: Plot o f the estimated parameter aj from the sliding mode observer
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The changes noticed in Figure C-4 on the parameter aj are occurring when the 

thermostatic valve switches on and off. Hence, it can be assumed that a relationship 

between the parameter and the temperature difference AT(t) = Tout{i)-Tin{i) exists. The 

graph between the estimated parameter ay and the temperature difference is plotted in 

Figure C-5.

x 10-3

Temperature Difference DT [ C]

Figure C-5: Relationship between ay and AT for open/close valve

With the use o f Matlab™, a function can be found which fits in a least squares the 

measured data. The function coefficients have been first estimated and then the 

function has been evaluated so that a comparison between the measured and estimated 

ay can take place. The function estimated parameter ay and the observed estimated one 

can then be compared as shown in Figures C-6 and C-7. Finally, substituting this 

function for ay and introducing a second term x\(t) (since it takes some time for the heat 

to be generated) yields

211



7tV(') = *1 (')- "2̂ 2(0 -  ai(Tiv ('hLmi1)) 
250%(t)+ x2(t) = Tm, ( t)-T m{t)
1004(f)+ ac, (0  = k,Pt(AT)l(t)

APPENDIX C 

(C.14)

where P, (AT) denotes the temperature dependent function given by

pXa t )=

1X10-5 AT3 (t) -  2.3 X1 0 AT2 (r)

+ 1.7 x 10‘3 AT(t)~  5.5 x 10-5 AT(t)>  2.4

-2.5xl0_5dr3(r)+6.9xl0_4Ar2(<) 
-5 .2 x l(T 3d7,(r )+ 1 .8 x l(r2 d7’(/)< 2 .4

(C.15)

The above threshold temperature value has been calculated after observing the 

difference between the inlet and outlet coolant temperature, which indicated that the 

thermostatic valve has been switching on and off. The estimated TiV temperature for 

the low vacuum end bearing obtained from the nominal model is shown in Figure C-8.
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Figure C-6: Comparison between observer and function data for open valve
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x 10‘3
16
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Figure C-7: Comparison between observer and function data for close valve
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Figure C-8: Measured and estimated Tlv for low vacuum bearing temperature model

Having estimated the nominal parameters for the low vacuum end bearing model, a 

similar superposition method has been followed for the high vacuum end bearing 

model. Nonetheless, it has been noticed that the rate of change o f the high vacuum
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bearing temperature is affected to a lesser degree from the thermostatic valve than the 

low vacuum bearing temperature. Therefore, the equation describing the HV bearing is 

given by

^ v ( t)—z ,(/) b2r1kcz 2(t) b3(T„y {t) Talm(t))

15004(f) + z2(t) = Tm(/) -  Tm (/) (C. 16)
250£f(t)+ z ,( t)  = k2b j ( t )

where zj(t) and Z2(t) represent filter dynamics. Figure C-9 shows the measured and 

estimated Thv temperature for the high vacuum bearing nominal model.

150
  Measured Data
—  Estim ated Open Loop Data

to
E
4—itn
LU
"O£=(C
"O<D

100

=3cn co<D
2

2000 4000 6000 8000 10000 12000 14000 16000
Time [s]

Figure C-9: Measured and estimated Thv for high vacuum bearing temperature model
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*% ) = £m[(- ai£Bi + ~a2^ ( T 0 - T ,)-v n )]

^ £b2 [(- (^4bl ^3 ■*" QiAkI — Q^AhcTB2 + atAheT0 — vB2 )j

+ £„K-(*A + K - (b,Ahc +b2Ar%}T0+ bxAhcT„ + b2AnŜ T, -t>J (D.2)

S’
Substituting for the injection signals v t = Kt where i =m B2 and rearranging will

INI
yield the following

o3em a4hcsB2 o3sB2 {jjlhc +b2rfi^p0

II II2
+ Sg fiyM  - £Bia2 ^ ( T, - T ) - K 'B1

Lfil
l i t

'51

+ £B2axAkl £ma4Ahc{TB2 Ta) KB2
nc 

*B2

-  e0(b>Ahc + + s & A h J ,  + s„b2Ar%T, -  K„ M p  (D.3)
k .

The condition for the observer to be stable and to ensure convergence is

l% ) < 0  (D.4)

Now e 2 = k l l 2, for / =glg2(> hence,

!% )=  -a ,£ 2m - a thc£ 2B2- a ,£ 2B2-(b jic + b2rfy)£2 

^  £biOj^1A/ — s Bla 2Arfy(j'(t —7])—X gJIf
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+ £B2aidkI £Bia4 ^ 1c('̂ B2 ^o) -^S211̂ /521

-  <>„(Vihc + + « . W j  + £ob2A^ T, ~ •K'oKI

^ ~ ai£n  -  a f i c£ h  -  «3£ «2 -  ibA  + b2>% K 2

- h , | | f o ,  - a tAkI+\T0 - T \ \A ^ a i) 

-\\sB2\\(KB1 - a lAkI + p'B1 -T 0\\Ahcat )

-|k||fo+||r0 -TB[4hA +|r0-7;||m*2)

Therefore to ensure ${s) < 0 

Km

k b2 s | |^ i co4(7’„2 - 7 ; ) - a l44*/||

(D.5)

(D.7)

(D.8)

(D.9)
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APPENDIX E 

HEAT TRANSFER MODEL DEVELOPMENTS

E.l INTRODUCTION

Appendix E describes early heat transfer model developments for the commercial 

version o f the iGX dry vacuum pump. The results presented in this Appendix provide a 

sound basis for future research.

E.2 THE iGX DRY VACUUM PUMP COOLING CIRCUIT DESIGN

The third and final design o f the cooling circuit consists o f two temperature-controlled 

valves, which monitor the temperature o f the system. One o f the valves is located on 

the motor housing while the second is positioned on the pump 4th stage stator. Figure E- 

1 depicts a diagram of this design. Each water valve’s state is controlled by a single 

temperature set-point. Once the monitored temperature goes above the set-point, then 

the valve is switched on. Clearly, once the temperature decreases beneath the set-point 

minus a hysteresis value set by the designers, then the valve is switched off. These 

hysteresis values are provided by BOC Edwards and are set to 5 °C for the motor and 1 

°C for the stator. Table F-l illustrates the four possible coolant flow conditions as given 

by BOC Edwards.
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Figure E - l : Dry vacuum pump cooling circuit diagram, design No. 3

Table E-l. Coolant flow conditions

Valve State Temperature [°C]
Flow Condition

VI V2 Motor Stator

OFF OFF <40 <120
No cooling, but there will still be 

flow to and from valve maniford

ON OFF >40 <120 Inverter and motor cooling

OFF ON <40 >120 Inverter and stator cooling

ON ON >40 >120 Inverter, motor and stator cooling
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E.3 PRELIMINARY RESULTS

Based on the information presented in the previous section, a Matlab™/Simulink™ heat 

transfer model has been developed. The model considers the heat flow through the 

various stages o f the vacuum pump and employs non-linear switches to simulate the 

temperature-controlled valves. Figure E-2 and Figure E-3 show pump temperatures at 

different stages o f the system. These early model developments provide a sound basis 

for future research, since a clear relationship between the temperature and the valves 

can be noticed.
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Figure E-2: Vacuum pump and coolant temperature at stage 1
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Figure E-3: Vacuum pump and coolant temperature at stage 2
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