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A b s tra c t

Slid ing M ode C ontrol and E stim ation  for S ystem s W ith  
M ism atched  U n certa in ties D escrib ed  by P o ly top ic  M odels

José M anuel A N D R A D E  D A  SILVA

The problem of designing variable structure systems with sliding modes for 
uncertain continuous-time plants involving mismatched parametric uncer
tainties and matched uncertainties, nonlinearities and/or disturbances is 
addressed in this thesis. Sliding mode control and estimation schemes are 
proposed for this class of plants. Pull and partial state information cases 
are considered. The la tter scenario corresponds to sliding mode controllers 
using only measurable output signals, and comprises static and dynamic 
output feedback approaches. The proposed synthesis frameworks are based 
on linear matrix inequality methods and involve polytopic models. The 
multi-model paradigm is also explored to study the use of a finite set of 
Lyapunov matrices instead of a single Lyapunov matrix. Thus, a wider 
number of systems and control engineering problems can be dealt with. 
Control strategies using only measurable output signals are proposed for 
designing a single sliding mode controller for the simultaneous stabilisa
tion of a finite collection of plant models. Design methodologies for sliding 
mode static and dynamic output feedback controllers based on linear ma
trix  inequalities are described. The problem of state reconstruction using 
a discontinuous observer with sliding modes for systems w ith matched and 
mismatched param etric uncertainties is also studied in this dissertation. 
The mismatched uncertain component is considered as a disturbance whose 
effect on the output estimation error has to be minimised. The observer 
gain is synthesised by solving a convex optimisation problem involving lin
ear m atrix inequalities, w ith a polytopic description of the reduced-order 
error system, in terms of Hoo performance. A detailed stability analysis is 
carried out for the sliding mode observer and the class of uncertain sys
tems considered. Throughout this thesis, several design examples illustrate 
the proposed sliding mode control and estimation schemes, and computer 
simulations are used to demonstrate their efficacy.



“I have yet to see any problem, however complicated, 
which, when you looked at it in the right way, 

did not become still more complicated.”

Poul Anderson (1926-2001) 
New Scientist (September 25, 1969)
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“All truths are easy to understand 
once they were discovered: 
the point is to discover them. "

Galileo Galilei (1564 - 1642)

Introduction

1.1  A  B r ie f  H is to r ic a l O v erv iew  o f  S lid in g  M o d e s

Mathematical control systems theory is a sub-field of applied mathematics whose 
objects of analysis and design are signals and systems. This theory, built on a wide 
range of disciplines such as algebra, matrix theory (linear algebra), differential or dif
ference equations, optimisation, differential geometry, functional analysis and so on, 
represents the abstract language of control systems engineering. Control theory deals 
with modelling and analysis of dynamical systems, and the subsequent synthesis of con
trollers and/or estimators satisfying a predefined set of performance requirements. The 
latter might be required to reconstruct some variables of the system or when the over
head costs associated with sensors may be prohibitive. Further tasks tackled in control 
engineering are implementation, testing and tuning of controllers and estimators.

Variable Structure Control (VSC) is a nonlinear control scheme consisting of a 
switched control law and a decision function which induces a discontinuous change in 
the structure of a system. A particular class of variable structure controllers, which 
use switched control action across a sliding surface, is Sliding Mode Control (SMC). A 
sliding motion, governed by the dynamics associated with a sliding surface completely 
defined by the designer, is the major mode of operation in Variable Structure Systems 
(VSS) (Utkin, 1992). These control schemes appeared and were initially developed 
in the former Soviet Union. V. Kulebakin and G. Nikolski can be considered as the 
pioneers of SMC due to their work in the early 1930s (Utkin et a i, 1999). The work 
by Kulebakin was concerned with the application of a vibration controller^ for volt
age control of an aircraft DC generator (Kulebakin, 1932), whilst Nikolski investigated

^Sliding mode control corresponds to vibration control in contemporary terminology (Utkin et a i,  
1999).
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the stability under sliding mode relays of a ship on a given course (Nikolski, 1934). 
Nevertheless, VSC was formally studied and presented from a mathem atical viewpoint 
between the late 1950s and 1967 by S. V. E m el’yanov of the Institu te of Control Sci
ence in Moscow in the following publications (Emel’yanov, 1957) (Emel’yanov, 1959a) 
(Emel’yanov, 1959b)^ (Emel’yanov, 1967), and E. A. Barbashiris work on stability the
ory (Barbashin, 1967) at the Institu te of M athematics and Mechanics in Sverdlovsk. 
These seminal publications defined a milestone establishing a new research area in con
trol systems theory. However, as in the case of the stability theory of Lyapunov, VSC 
theory was not known in western countries because all published work had been w ritten 
in Russian. VSC theory was expanded beyond the borders of the Soviet Union and 
introduced in the West through several publications in English (Utkin, 1971) (Utkin, 
1972) (Utkin, 1974) (Fuller, 1974) (Utkin, 1977) and (Itkis, 1976) making the funda
mentals of this control scheme accessible to other researchers and engineers who became 
interested in this new control theory.

Before the high potential of SMC was exploited, these control schemes had to 
confront the scepticism of engineers in many practical applications due to the high- 
frequency nature of the discontinuous control signal. Although this feature might be 
appropriate in some applications, e.g. electric drives such as converters, in many others 
it is counterproductive and not applicable to actuators because of the risk of deteri
oration or even their complete break-down. Moreover, the high-frequency switching 
control signal exhibited by sliding mode controllers (SMCs) can excite unmodelled fast 
dynamics of the plant causing a finite frequency and finite amplitude oscillating trajec
tory of the system along the sliding surface (Utkin et a l, 1999). This system motion is 
termed chattering. Note th a t in an ideal sliding mode, i.e. control signal switching at 
infinite frequency, the system trajectory is constrained to lie on the sliding surface, and 
hence there is no chattering phenomenon at all (Edwards & Spurgeon, 1998b). Obvi
ously, such infinite frequency switching cannot be achieved physically. The chattering 
phenomenon overshadowed the SMC theory until the advantageous characteristics of 
order reduction (Utkin, 1992) (Edwards & Spurgeon, 1998b) and the invariance prop
erty (Drazenovic, 1969) attracted  the attention of researchers and engineers. A system 
in a sliding mode is governed by reduced-order dynamics specified by the designer 
when synthesising the sliding surface associated with the sliding mode controller. Fur
thermore, a sliding mode controller, when appropriately designed, provides complete 
insensitivity with respect to a class of uncertainty known as matched uncertainty: th a t 
is, any uncertainty and /o r disturbance signal enter through the input channel of the 
system. In addition, the chattering problem was studied and several approaches to 
m itigate the effects were proposed. For instance, the boundary layer approach (Slotine 
& Sastry, 1983) (Slotine, 1984), observer-based approaches (Bondarev et a l, 1985),

^Even though the term variable structure system  did not appear explicitly in any of these three 
papers, the concept of change of structure by using a switching logic was illustrated (Utkin, 2002).
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cascade control using regular form or the block control principle approach (Drakunov 
et a l, 1990a) (Drakunov et a l, 1990b) and the disturbance rejection approach (this 
approach is a special case of integral sliding mode presented in (Utkin & Shi, 1996)). 
Details of these chattering reduction solutions can be found in (Utkin et a l, 1999). In 
addition to the methods previously cited, it is possible to reduce (eliminate) the high 
frequency oscillations exhibited by the switched control law by means of approximating 
the discontinuous term. Saturation, power law interpolation and differentiable approx
imations have all been employed to replace the switching term  (signum or unit vector). 
Note th a t the saturation approximation corresponds to the boundary layer method. 
The power law interpolation smooths the relay function within a neighbourhood of the 
origin. On the other hand, the differentiable approximation method does not imply 
a boundary layer. Details regarding the approximations can be found in (Edwards & 
Spurgeon, 1998b).

The concepts involving VSC were demonstrated, at the very beginning, for second- 
order systems. However, several developments including different classes of systems 
and mathem atical descriptions have taken place over the years. Furthermore, various 
forms of switching functions and control laws have been under constant study within 
the VSS research community. In (Hung et a l, 1993) three main periods have been 
defined. The early stage of VSC from the late 1950s to 1970 represents the study of 
VSC in which single input systems described using high-order linear differential equa
tions or the controllable canonical state-space form, and quadratic switching functions 
were considered. Later, multi-input linear systems represented in a general state-space 
form not restricted to the controllable canonical form, and linear switching functions 
in vector form were employed during the period 1970-1980. From the 1980s onwards, 
more complex systems were considered, e.g. discrete-time systems, non-linear systems, 
large-scale (or interconnected) systems, stochastic systems and delayed systems. Fur
thermore, other control problems have been considered, e.g. tracking control, model 
following, adaptive control, optimal control, static and dynamic output-feedback con
trol, using only measurable state variables and so forth. The estimation problem of 
state variables and faults applying sliding mode concepts has been also under con
tinuous study. Surveys, tutorials, chapters in books on nonlinear control, and text 
books have been published describing the theoretical fundamentals of sliding mode 
theory, for example (Utkin, 1977) (DeCarlo et a l, 1988) (Slotine & Li, 1991) (Utkin, 
1992) (Hung et a l, 1993) (Zinober, 1994) (Edwards Sz Spurgeon, 1998b) (Utkin et a l, 
1999) (Emel’yanov & Korovin, 2000). SMC theory has been applied for solving a 
large number of control engineering problems in different fields, e.g. chemical pro
cesses, electrical systems, mechanical systems, electromechanical systems, aircrafts, 
biological/biochemical systems, and so on (Dote & Hoft, 1980) (Hashimoto et a l, 
1987) (Young, 1993) (Hung et a l, 1993) (Utkin, 1993) (Fossas et a l, 2001) (Msirdi & 
Nadjar-Gauthier, 2002) (Biel-Sole & Fossas-Colet, 2004) (Sabanovic &: Jezernik, 2004)
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(Utkin & Chang, 2004) (Goh et a l, 2004) (Bartolini et a l, 2004) (Herrmann et a l, 
2008) (Alwi et a l, 2008) (Tan & Edwards, 2008) (Pan et a l, 2008) (Tan et a l, 2008) 
among other references.

1.2 M otivation and Literature R eview

Uncertainties in mathem atical models may arise from unknown dynamics, either 
unknown or approximated numerical values of the parameters in the model, varying 
parameters, and approximations in the modelling process. Closed-loop stability and 
an appropriate robust performance in the presence of param etric or non-structured 
uncertainties, external disturbances, measurement noise and unmodelled dynamics are 
requirements to be considered when synthesising a control system. A sliding mode con
troller, when appropriately designed, will guarantee closed-loop stability and complete 
rejection of a class of uncertainty known as matched uncertainty. Although some sys
tems can be categorised as uncertain plants w ith matched uncertainty, there are many 
practical plants affected by mismatched uncertainties. The reduced-order sliding mode 
dynamics will be affected by any mismatched uncertanty in the system. Most of the re
search carried out on SMC and sliding mode estimation using Sliding Mode Observers 
(SMOs) consider matched uncertainty, nonlinearities and/or disturbances. Compara
tively few papers have studied the control (state feedback, static and dynamic output 
feedback) and estimation (state reconstruction) problems for systems w ith mismatched 
uncertainties.

Sliding mode control synthesis comprises two design problems. Firstly, the sliding 
mode existence problem consists of synthesising a sliding surface in such a way tha t 
the reduced-order dynamics exhibit the desired behaviour established by the designer. 
Secondly, the reachability problem involves the design of a discontinuous control law 
to drive the trajectory of the system onto the sliding surface and then to lie in the 
subspace defined by the sliding surface.

1.2.1 Full S ta te  In form ation  A pproaches

There are several sliding surface design frameworks assuming th a t all sta te  vari
ables are available. Initially, sliding mode controllers were developed for the class of 
systems w ith only matched uncertainties, disturbances and /or nonlinearities. Thus, 
synthesis methodologies for sliding surfaces involving the so-called regular form and 
based on quadratic minimization, eigenvalue and eigenstructure assignment were pre
sented in (Utkin & Young, 1978) (El-Ghezawi et a l, 1983) (Dorling & Zinober, 1986). 
Subsequently, design approaches using Linear M atrix Inequalities (LMIs) (Boyd et a l,
1994) have been proposed in (Choi, 1997) and (Edwards, 2004). It is im portant to
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highlight th a t the design approaches cited above, concerned w ith pole placement, are 
pointwise eigenvalue assignment methods.

The problem of sliding surface design for plants with full-state information and mis
matched uncertainties has been studied and several approaches have been proposed. 
The robust eigenstructure assignment method described in (Edwards & Spurgeon, 
1998b) seeks to  minimise the effect of the variations of the mismatched parameters. A 
sliding mode control scheme which minimises the effects of the mismatched uncertainty 
on the performance associated with the sliding surface has been presented in (Spurgeon 
& Davies, 1993). In (Kim et al., 2000) an approach based on a Riccati inequality has 
been proposed. A design methodology using pointwise pole placement is presented in 
(Chen & Chang, 2000). Such a methodology considers the overall closed-loop system 
instead of the sliding mode reduced-order system. The design of adaptive sliding sur
faces to  tackle mismatched uncertainty has also been considered in (Chang & Cheng, 
2007).

Some sliding surface design approaches using LMIs have already been proposed. For 
instance, quadratic stabilisation and pole assignment in a convex region of the left-half 
complex plane was considered in (Arzelier et a l, 1997) for a class of systems w ith norm- 
bounded mismatched uncertainty. Arzelier et al. suggested, in the concluding remarks 
of (Arzelier et a l, 1997), the use of a polytopic representation as an extension of their 
work. However, such an extension considering a polytopic description of the system 
has not appeared in the literature. In (Takahashi & Peres, 1999) an H 2  guaranteed cost 
design for systems with structured mismatched uncertainties (represented in polytopic 
form) and mismatched disturbance signals was proposed. However, LMI regions were 
not considered. In (Choi, 2003) the sliding mode existence problem was considered 
for mismatched uncertainties represented in a norm-bounded form, and an invariance 
property was proposed. These publications, based on LMI methods for systems with 
mismatched uncertainties, have tackled only the sliding mode existence problem and 
have not studied the reachability problem, and furthermore no design methodology for 
the control law was proposed either. A sliding mode controller synthesis for systems 
with norm-bounded mismatched uncertainties was proposed in (Sellami et a l, 2007). 
The class of system considered in (Sellami et a l, 2007) has only norm-bounded un
certainties affecting the state matrix, and takes into account uncertainty in both the 
sliding mode existence and reachability problems. The sliding surface synthesis is LMI- 
based involving pole placement in LMI regions, whilst the full-state feedback control 
law (consisting of linear and smoothed discontinuous parts) is designed algebraically 
following the ‘unit vector’ approach described in (Ryan & Cor less, 1984). The particu
lar form of the norm-bounded uncertainty is considered when designing the scalar gain 
in the smoothed discontinuous component of the control law.



1.2 M otivation  and L iterature R ev iew

As referred to previously, many of the  early SMC approaches assumed th a t the 
sta te  vector is accessible, and hence all state variables are available to the control law. 
Although this assumption has allowed real applications to be tackled, e.g. (Utkin, 1993) 
and (Tan et a l, 2008), this assumption is quite restrictive, as in many applications 
only a subset of the sta te  variables are physically measurable. This has given rise to 
developments in two main directions. On the one hand, observer-based sliding mode 
control, e.g (Xie, 2007) and (Pan et a l, 2008), in which a sta te  estim ator or observer is 
applied to reconstruct the state variables by means of measuring the input and output 
signals of the plant. Then, a sta te  feedback sliding mode controller can be designed. 
S tate estimators, however, unless properly designed, can undermine the robustness 
properties of sta te  feedback control. On the other hand. Sliding Mode Output Feedback 
Control (SMOFC) uses only plant output signals (Edwards & Spurgeon, 1995). This 
kind of control can be classified into static (Zak & Hui, 1993) (El-Khazali & DeCarlo,
1995) (Edwards & Spurgeon, 1995) (Edwards et a l, 2001) or dynamic (Kwan, 2001) 
(Teixeira et a l, 2006) (Chen & Saif, 2008). Details on the limitations of some existing 
SMOFC designs are discussed in (Edwards & Spurgeon, 2000).

1.2 .2  O utpu t Feedback M eth o d s

In general, static output feedback (SOF) is still an open problem, although several 
approaches have been developed (Syrmos et a l, 1997). Simplicity is the most attractive 
feature of SOF whilst non-convexity is an im portant drawback when an LMI framework 
is applied. Another relevant aspect of the SOF problem is th a t the dynamic output' 
feedback (DOF) control problem via compensator-based control can be recast as a SOF 
problem (Syrmos et a l,  1997). DOF control implies th a t further dynamics are added 
to the control system in order to  achieve some application dependent performance 
requirements defined by the designer.

A small number of papers have considered Sliding Mode O utput Feedback (SMOF) 
controller design based on LMIs for systems with mismatched uncertainties. For in
stance, an LMI-based SOF variable structure controller was developed in (Choi, 2002). 
The proposed control law is a  high gain control law which for some practical engineering 
systems is not desirable as it may saturate the system actuators. This drawback can be 
overcome through a dynamic variable structure output feedback control law. In (Choi, 
2008a) an LMI-based sliding surface design approach considering 7^2 performance was 
presented. More recently, a compensator-based SMOF controller considering several 
performance criteria (Choi, 2008b), and uncertain fuzzy systems (Choi, 2009) were 
proposed. Another Sliding Mode S tatic O utput Feedback (SMSOF) approach using 
LMIs was developed in (Xiang et a l, 2006) which neither requires coordinate trans
formations nor solves a SOF problem. Again, the proposed control law belongs to the
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class of high gain control laws. The LMIs involved in the design algorithm are rela
tively complex and as the algorithm is iterative, its convergence depends on the chosen 
initial conditions. Recently, in (Park et a i, 2007) a dynamic output feedback variable 
structure controller was presented.

In some particular cases when the Kimura-Davis on conditions (Kimura, 1975) 
(Kimura, 1977) (Davison, 1970) are not satisfied (Edwards & Spurgeon, 1998a), SMSOF 
control may not be applied. In such situations, an appropriately dimensioned dynamic 
compensator is required in order to introduce extra dynamics to increase the degrees 
of design freedom. This approach belongs to the class of dynamic output feedback 
controllers.

The control theory problem of so-called simultaneous stabilisation consists of de
signing a single controller, if such a controller exists, to stabilise a finite set of plant 
models. The problem of simultaneous stabilisation can be formulated in several dif
ferent contexts (Lee &: Soh, 2004) (Wu & Lee, 2005) (Lavaei & Aghdam, 2007). For 
instance, in the case of stabilising a nonlinear system, the envelope of operation may 
be split into a finite number of operating conditions. Then, a linear model for each 
operating point is generated in order to formulate the simultaneous stabilisation prob
lem. Another significant application lies in the control engineering field of fault tolerant 
control (FTC) systems. In this context a finite set of plant models is defined associated 
with the fault-free and faulty behaviour of the plant. The fault-free condition corre
sponds to an operating condition whilst the faulty behaviour is defined through a finite 
sub-set of faults. These faults stem from plant, actuator and /o r sensor malfunctions 
which deteriorate the performance of the system or worse, cause a break-down in the 
system. Also the simultaneous stabilisation problem can be considered to correspond 
to a finite collection of plant models of an uncertain plant. In this case, the uncer
tain  param eters vary continuously or piece-wise continuously within a hyper-rectangle 
defined by the upper and lower bounds of each uncertain parameter.

The problem of simultaneous stabilisation was initially introduced in (Birdwell 
et a l, 1979) for a particular class of LTI systems in the context of FTC. Neverthe
less, a  literature review suggests th a t it was not until a few years later th a t the term  
appeared in (Saeks & Murray, 1982) and (Vidyasagar & Viswanadham, 1982). The 
problem of simultaneous stability still remains open despite research efforts to solve 
this problem analytically. However, it is argued in (Cao & Sun, 1998) th a t numerical 
algorithms can be applied when the analytical solution may not exist.

1.2 .3  O bserver Schem es

An observer or estim ator is a dynamical system proposed initially to reconstruct 
unmeasurable state variables using only input and output signals (Luenberger, 1964).

7
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However, over the years, its potential for monitoring systems has been widely exploited, 
more precisely, in model-based fault detection schemes (Isermann, 2006). The state 
estimation problem has been addressed from different paradigms, e.g. Luenberger ob
servers (Luenberger, 1964), Kalman filters (Kalman, 1960), high-gain observers (Gau
thier et a l, 1992), adaptive observers (Marino & Tomei, 1995) and sliding mode ob
servers (Edwards & Spurgeon, 1998b). A sliding mode observer (SMO) is a subclass 
of nonlinear observer consisting of a nonlinear (possibly discontinuous) injection signal 
which guarantees convergence of the state error vector in finite tim e and robustness 
w ith respect to a particular class of uncertainties.

A discontinuous observer which induces a sliding motion on the output estimation 
error space was presented in (Utkin, 1981) (Utkin, 1992). An SMO involving linear and 
nonlinear output error feedback was proposed in (Slotine et a l, 1986). In this paper, 
the relationship between performance and the discontinuous component of the proposed 
SMO is studied. In (Walcott & Zak, 1987), an SMO consisting of a Luenberger-like 
component and a discontinuous injection signal was presented. The synthesis frame
work considers bounded uncertainties/ non-linearities and involves a constrained Lya
punov problem requiring symbolic algebraic manipulation. A discontinuous observer 
w ith a sliding mode was proposed in (Edwards & Spurgeon, 1994) where a systematic 
design methodology considering a canonical form and norm-bounded uncertainties is 
described. In (Sira-Ramirez & Spurgeon, 1994) the matching condition in the context 
of SMOs for linear systems was studied. The equivalent control concept and the block 
form for designing SMOs was considered in (Drakunov & Utkin, 1995). SMOs (based 
on the Walcott & Zak and Edwards & Spurgeon observers described above), which do 
not require the upper bound of the matched uncertainty/ disturbance to be known, were 
proposed in (Chen & Saif, 2006). The observer nonlinear injection signals are functions 
of a time-varying gain computed using a first-order dynamic law. A synthesis approach 
based on LMIs is described in (Tan & Edwards, 2001) for generating the gain matrices 
of an SMO of the same form as in (Edwards & Spurgeon, 1994). An LMI-based design 
methodology was proposed in (Choi & Ro, 2005) which does not necessitate change 
of coordinates to  obtain the canonical form required in (Tan & Edwards, 2001). Only 
systems with matched uncertainties have been considered in the references cited above.

In all the work described previously the effects of the matched uncertainties are 
rejected by the discontinuous injection signal. This is consistent with the invariance 
property of sliding modes w ith respect to  this class of uncertainty. Nevertheless, the 
invariance property is not guaranteed with respect to any mismatched uncertainty in 
the error system. Comparatively few papers have been devoted to the problem of 
designing SMOs for systems with mismatched uncertainties. A notable exception is 
the work (Koshkouei & Zinober, 2004) in which the problem is tackled via algebraic 
Riccati equations. High order sliding mode observers (HOSMOs) built on the sliding 
mode differentiator (Levant, 1998) have been employed to address the problem of state
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estimation for systems with unknown inputs. Results reported in (Fridman et a l, 
2006), (Bejarano et a l, 2007), (Floquet & Bardot, 2007) and (Chen & Saif, 2008) 
represent significant contributions in this direction. (Fridman et a l, 2008) presented 
an overview of the recent contributions on HOSMOs and proposed estimation schemes 
(observation, identification and fault detection) for linear systems with unknown inputs 
which do not require a matching condition.

1.3 O bjectives

The aims of this thesis are to twofold. One aim is to study the sliding mode ex
istence and reachability problems for uncertain linear continuous-time systems with 
mismatched param etric uncertainties. This class of uncertainty is of great relevance in 
practical engineering applications. Matched uncertainties, nonlinearities and /or distur
bances have to be also considered. The second aim is to propose synthesis frameworks 
for designing sliding mode controllers (full sta te  and only output information) and slid
ing mode observers for plants with mismatched param etric uncertainties and matched 
uncertainties, nonlinearities and /o r disturbances. As discussed in Section 1.2, compar
atively few papers have studied the sta te  feedback, static and dynamic output feedback 
control problems, as well as the state  reconstruction problem using sliding modes for 
systems with mismatched uncertainties.

The stability of the reduced-order sliding mode dynamics will be formally analysed 
considering each class of sliding mode controller and sliding mode observer proposed 
in this thesis.

This dissertation contributes to the study and analysis of newly proposed systematic 
design methodologies for variable structure control systems w ith sliding modes for 
plants with mismatched param etric uncertainties. Thus, control engineers will have 
analysis and design tools enabling them  to solve practical problems involving the class 
of systems considered in this thesis. This research not only offers a breakthrough in the 
theory of variable structure systems w ith sliding modes, bu t also in providing design 
algorithms th a t can be used by engineers without the need to go into the mathematical 
details which support the proposed synthesis methodologies.

1.4 M ethodology

A bstract mathem atical models for describing physical real world phenomena were 
first used by astronomers and mathematicians, e.g. Eudoxus, Ptolemy and Archimedes, 
in ancient Creece (Haddad & Ghellaboina, 2008). In this thesis, a mathem atical model 
constructed through a convex combination of N  vertices defined in a m atrix space,

9
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referred to in this thesis as a polytopic model, is considered to  describe mismatched 
param etric uncertainties. The associated stability analysis is carried out using Lya
punov theory. LMIs (Boyd et a i, 1994) represent a powerful mathem atical tool for 
formulating and solving problems in control and systems engineering which consist of 
a set of m atrix variables th a t may have specific structures defined by the designer. In 
(Gahinet et a l, 1995) it is asserted th a t LMIs have the following attractive features: 
several problems can be recast as LMIs, such problems can be solved numerically in 
an efficient way by means of convex optimisation algorithms, moreover, some m athe
matical programming problems with multiple constraints or objective functions which 
cannot be solved analytically can be tractable using LMI techniques. In this disser
tation, LMI methods are the main m athem atical tool applied for solving the analysis 
and synthesis problems posed within this research work in the context of sliding mode 
theory.

Design studies and computer simulations are performed in order to illustrate the 
proposed design methodologies. Numerical examples and mathem atical models of 
plants w ith physical meaning are used throughout this dissertation to  dem onstrate 
the efficacy of each proposed approach.

1.5 Structure o f the Thesis and Contributions

The structure of this thesis and its contributions are presented in the sequel:

Ghapter 2 describes the theoretical fundamentals of variable structure systems with 
sliding modes. Existence and uniqueness of an ideal sliding mode is discussed from two 
different perspectives: the Filippov method and the ‘equivalent control’ approach. The 
existence problem is studied in detail and two canonical forms employed in this dis
sertation are presented. Then, the main properties of sliding modes are demonstrated. 
Next, the reachability problem is dealt with. The structure of the control laws con
sidered in this thesis is given in general form in this chapter. In order to reduce high 
frequency switching in the control law, due to  the discontinuous term, a differentiable 
approximation of the unit vector structure is presented. The state reconstruction prob
lem nsing SMOs for systems w ith matched uncertainties is studied and the form of the 
SMO considered in this thesis is presented. Finally, some concluding remarks are 
drawn.

Ghapter 3 comprises two parts: The first part presents the LMI methods as the 
main mathem atical tool applied in this thesis, whilst the second part describes the 
representation of uncertain systems considering polytopic models. LMI methods are 
formally discussed: this includes a study of the convexity property and different forms 
of representation of LMIs. A formulation of the standard LMI problems is given.

10
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The main properties and characteristics of LMIs are studied in this chapter. Finally, 
param etric uncertainty representations employing polytopic models are described in 
detail.

The sliding mode control design problem for uncertain plants w ith both matched 
and mismatched uncertainty considering full state information is discussed in Chap
ter 4. A synthesis methodology is proposed for the design of sliding mode controllers 
for both types of uncertainties. The proposed approach employs robust pole cluster
ing in convex regions of the left-half complex plane using LMI methods and poly topic 
models for solving both the sliding mode existence and reachability problems. This de
sign methodology is an extension of the approach in (Arzelier et a l, 1997). The sliding 
mode existence problem is formulated as a sta te  feedback problem for the reduced-order 
system using a polytopic description, considering the mismatched uncertainty affect
ing the sta te  matrix. The control law is made up of linear and nonlinear components, 
and their design is not independent, since one of the m atrix variables obtained when 
designing the linear component is part of the nonlinear term. The linear component 
is synthesised via LMIs and a polytopic description of the system takes into account 
the mismatched param etric uncertainties. The matched uncertainties, disturbances^ 
and /o r nonlinearities are rejected completely by means of the nonlinear component. 
A nother feature of the design framework presented in this chapter is its simplicity when 
compared to the other approaches cited in the earlier literature review. The approach 
proposed in this chapter has been reported in (Andrade-Da Silva & Edwards, 2010a).

A design approach based on LMIs is presented in Chapter 5 for synthesising SOF 
and compensator-based sliding mode controllers. This work is an extension of (Edwards 
& Spurgeon, 2003) where only matched uncertainties were considered. The existence 
and reaching problems are formulated from a polytopic perspective. The switching sur
face design problem is recast in terms of LMIs as a static output feedback problem with 
mismatched uncertainties. Even though several available numerical algorithms can be 
applied in this chapter, the non-iterative algorithm proposed in (Benton & Smith, 1999) 
is considered because of its simplicity. The control law consists of linear and nonlinear 
parts. The problem of synthesising the linear part is solved via LMI methods consider
ing a convex region of the complex left half-plane defined by the designer. The design 
of the nonlinear component counteracts matched uncertainties, disturbances and /or 
nonlinearities. The control law proposed in this chapter is different to the high gain 
control laws presented in the other cited references for SMOF control. In addition, the 
approach proposed here is less complex. Results regarding the static output feedback 
approach developed in this chapter have been presented in (Andrade-Da Silva et a i, 
2008a) and (Andrade-Da Silva et a i, 2008b). The sliding mode compensator-based 
scheme proposed in this chapter appears in (Andrade-Da Silva et a l, 2009a). Further
more, a compressed version of this chapter can be found in (Andrade-Da Silva et a l, 
2009b).

11
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Different classes of plants and controllers have been considered in terms of simulta
neous stabilisation (Howitt k. Luus, 1991). In Chapter 6 variable structure controllers 
with a sliding mode, using only measured output information, are explored. The plant 
model belongs to the class of continuous-time systems described in the state-space by 
a finite set of different sta te  matrices, bu t common input and output matrices. Static 
and dynamic sliding mode output feedback control strategies are proposed. The dy
namic output feedback is compensator-based. The design methodologies proposed in 
this chapter consists of two stages. Firstly, the sliding mode existence problem is for
mulated as a static output feedback problem considering a family of LTI plant models. 
Then, the algorithm presented in (Cao & Sun, 1998) is re-cast in the context of such an 
existence problem. Secondly, the reachability problem is formulated using LMIs (Boyd 
et al., 1994). The synthesis framework proposed in this chapter is an extension of 
the work on sliding mode static output feedback control presented in (Edwards et al., 
2001) which allows only one plant model to be considered. Furthermore, the design 
methodology differs from the approach in Chapter 4 as the conservatism in the solution 
of the sliding mode existence problem is reduced by considering a Lyapunov m atrix for 
each model, instead of using a common Lyapunov m atrix for all models. A key feature 
of the proposed approaches is th a t it allows the application of sliding mode static or 
dynamic output feedback control to the problem of stabilisation of a nonlinear plant 
linearised at several equilibria, uncertain plants with both matched and mismatched 
uncertainties, fault tolerant control, and plants with several operational modes. This 
is a useful contribution since most of the existing approaches, e.g. (Zak & Hui, 1993) 
(Heck et a l, 1995) (Edwards & Spurgeon, 1995) (Edwards et a l, 2001), for designing 
sliding mode output feedback control systems, are not able to be applied in such con
texts. The sliding mode simultaneous stabilisation approaches proposed in this chapter 
have been presented in (Andrade-Da Silva & Edwards, 2009a) and (Andrade-Da Silva 
& Edwards, 2009b).

In Chapter 7 a sliding mode observer (SMO) analysis and design framework is pro
posed for systems with mismatched uncertainties in the state matrix. The stability of 
the sta te  estimation error system considering mismatched uncertainties is addressed 
using the concept of uniform ultim ate bounded stability (also known as practical sta
bility). The design methodology is based on LMI methods and employs a polytopic 
description of the mismatched uncertainty for designing the  gain matrices of the SMO. 
The observer gains are obtained by solving an LMI optimisation problem for which 
powerful computational tools are available, e.g. (Gahinet et a l, 1995). An impor
tan t contribution of this work is th a t mismatched uncertainties are considered when 
synthesising the gain matrices of the SMO rather than using only the nominal state 
and output matrices. This feature is of practical interest since real world plants are 
affected by param etric uncertainties. A compressed version of this chapter appears in 
(Andrade-Da Silva & Edwards, 2010b).

12
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Finally, Chapter 8 provides the concluding remarks of this thesis and highlights 
future research work including potential problems to be studied and possible extensions 
of the contributions proposed in this dissertation.
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"A mathematical theory is not to be considered 
complete until you have made it so clear that 
you can explain it to the first man whom you 
meet in the street"

D avid  H ilbert ( 1 8 6 2  - 1 9 4 3 )

Variable Structure Systems 
With Sliding Modes

2 .1  In tr o d u c tio n

A Variable Structure System (VSS) is a class of nonlinear system whose structure 
changes discontinuously based on a decision function called switching function. A 
Variable Structure Control (VSC) is a nonlinear control scheme consisting of a switched 
control law and a switching function. The main concepts of VSC are introduced in the 
sequel by means of a classical example concerning a double integrator system. To this 
end, consider the system in block diagram form shown in Figure 2.1.

Figure 2.1; Block diagram of a double integrator system under VSC
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2.1 In troduction

The control law is of the form

u{t) =
-0 .5y(0  if y{t)ÿ{t) < 0 

—5y{t) otherwise
(2 .1)

Notice that the decision rule which defines how the structure of the system changes 
is given by a{t) = y{t)ÿ{t). This switching function delimits two main regions in the 
phase plane {y{t),y{t)) depending on the sign of a{t) as shown in Figure 2.2. The 
dynamical behaviour of the VSC system is depicted in the phase portrait in Figure 2.3. 
It is easy to sec the effect on the system’s trajectory produced by changing the structure 
of the system.

y

CT (t) < 0 a  (t) > 0

or (t) > 0 a  (t) < 0

Figure 2.2: Regions of the phase plane defined by the switching function a{t) = y{t)y{t)
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Figure 2.3: Phase portrait of a double integrator system under VSC
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R e m a rk  2.1 Figure 2.3 shows a phase portrait of an asymptotically stable VSC in
volving two simple harmonie motions (center points plotted in red and green colours).

SMC is a class of VSC which employs a switched control action across a sliding 
surface defined through a switching function. SMC theory has aroused interest among 
researchers due to its robust nature, its ability to decouple high-dimensional systems 
into a set of lower-dimensional sub-systems, and for its applicability to SISO and MIMO 
linear and nonlinear systems.

The state trajectory of a system under SMC usually consists of two dynamical 
modes: the reaching mode and the sliding mode. These modes are also called the 
sliding phase or the sliding motion, and the reaching phase respectively (Hung et a l, 
1993) (Edwards & Spurgeon, 1998b).

Consider the uncertain linear time invariant (LTI) system described by

x(t) =  A x ( t ) - f  Bu(t) H -D f(t ,x , u) (2.2)

where x  G is the sta te  vector, u € 3%"̂  is the input vector, A  e  3%" "̂ is the 
sta te  matrix, B  E is the input distribution matrix, D  6  3%"̂  ̂ is the uncertainty
distribution m atrix which is known, and the function f  : 3%+ x 3%" x 3%"̂  —> 3%' represents 
the lumped sum of nonlinearities and /o r uncertainties. This function is unknown but 
norm bounded.

The sliding surface S^sf is defined as follows

=  { x  6  3%" : (r(t) =  Tx(() =  0} (2.3)

where a  G is the switching function  and T G 3%"̂ "̂ is the switching gain matrix  to
be designed.

Notice th a t although the sliding surface defined above corresponds to a hyperplane 
because of the linear switching function, some applications require nonlinear or time- 
varying switching functions to be constructed (DeCarlo et a l, 1988).

D e fin itio n  2.1 Let S^sf be a sliding surface. The system trajectory x (t) G 3%" between 
an initial point x (to )  =  Xo ^  ^ sf  and any point x(tg.) =  x ^  G S^sf  such that t  < to- <  oo 
where is the reaching time, is said to be in the reaching mode.

The condition which guarantees the system state trajectory is driven towards the
sliding surface is the so-called reaching condition.

D e fin itio n  2.2 Let S^sf be a sliding surface. I f  the system trajectory x (t) G y'sF for
all t > ter, then the system is said to be in an ideal sliding mode.
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2.1 In troduction

Recall the double integrator system, and define the following sliding surface

S^sF =  {x E : a{t) =  y{t) +  y{t) =  0} (2.4)

together with the discontinuous control law

u{t) = -10sgn((T(t)) (2.5)

where sgn denotes the sign function. The phase portrait of the VSC system with a 
sliding mode is shown in Figure 2.4. This plot illustrates the reaching and sliding 
motions of the system when applied to the double integrator system.

0.2

0.1

0

- 0.1

Sliding Mode
- 0.2

■0.3
Reaching Mode >

- 0.4

- 0.5

- 0.6

- 0.7

Sliding Surface^.
- 0.8 0 0.2 0.4 0.6 0.8 1

y(t)

Figure 2.4: Phase portrait of a double integrator system under SMC

Generally speaking there are two main overarching control problems: the stabilisa
tion or regulation problem, and the tracking problem. In an ideal sliding motion, the 
stabilisation problem consists of driving the states of the system towards an equilibrium 
point, typically the origin of the state space, whilst constrained to the sliding surface 
S^sF- For the tracking problem, when in an ideal sliding mode, the system’s output 
signals track a time-varying trajectory called the reference signal, while the system 
trajectory is restricted to the sliding hyperplane y ’sF- The model-reference paradigm 
belongs to the class of tracking control approaches, whereby the dynamics of the plant 
follow the dynamics of an ideal reference-model. In (Edwards & Spurgeon, 1998b) a 
reference-model approach via sliding modes is presented.

The remainder of this chapter is structured as follows: Section 2.2 presents the 
concept of an ideal sliding mode, and its existence and uniqueness of solution from
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2.2 Ideal S lid ing M od e E xisten ce  and U niqueness o f Solu tion

two paradigms. Filippov’s method is built on the theory of differential equations with 
discontinuous right-hand sides. The other paradigm proposed in (Utkin, 1977) is the 
equivalent control approach. In Section 2.3, the sliding surface design problem is 
studied and two useful sta te  space canonical forms are exhaustively described. T hat 
is, the regular form (employed in the full state feedback case) and the output feedback 
canonical from. VSC w ith sliding modes has several attractive features. The main 
characteristics are introduced in Section 2.4 including the feature th a t the reduced- 
order sliding mode dynamics have an invariance property (the robustness property of 
SMC). Another noteworthy concept concerned with SMC is the notion of invariant zeros 
which are related to the eigenvalues of the reduced-order motion governing the sliding 
dynamics. The reachability problem is stated  formally and the existence of a pseudo- 
sliding mode is studied. The structure of the control law considered throughout this 
thesis is presented and approaches to create continuous approximations of the control 
law are also dealt with. An observer based upon sliding mode theory is introduced in 
Section 2.6. Finally, some concluding remarks are drawn in Section 2.7.

2.2 Ideal Sliding M ode Existence and U niqueness 
of Solution

The classical theory of differential equations cannot be applied to VSS since the 
equation

x (t) =  F c t( t ,x )  (2 .6 )

which describes the closed-loop dynamical behaviour of the system (2 .2 ), is discontinu
ous w ith respect to  the sta te  vector x (t) . In this case, the function Y  c l  : 3% x 
does not satisfy the so-called Lipschitz condition

||F ci,(i,x i) — Fci,(U^2)|| <  A||xi — X2II (2.7)

where L  is the Lipschitz constant (Michel & Herget, 1981b). The function Fc^,((,x) 
in (2.6) is said to  be non-analytic (Marsden, 1974) (Utkin, 1992). This means th a t 
Fcz,(i,x) is not defined at the discontinuity points, and hence the uniqueness of the 
solution of is not guaranteed at th a t point.

The right-hand side of (2.6) can be classified as follows (Hung et a l, 1993);

1. Relay type discontinuity: Fcz,(Ux) is a finite non-analytical function.

2. Relay type discontinuity with hysteresis: Foz,(t, x) is a double-valued non-analytical 
function.
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2.2 Ideal S lid ing M od e E xisten ce  and U niqueness o f Solu tion

The theory proposed in (Filippov, 1964) allows a solution for (2.6) to be calculated 
as the ‘average’ of the solutions obtained when the discontinuity point is approached 
from different directions.

The sliding surface ^ sf divides the state space ÆT into two domains: and S~
The closed-loop dynamics defined in (2.6) exhibit two structures:

[?+((,%) i f x E g +
F c^ (t,x )= .^  (2.8)

|^F-(t,x) i f x E j -

Let Xg. e  ^ sF  be a point of discontinuity. Furthermore, let and
be defined as follows

F+(i,X o-)=  lim F (i ,x )  (2.9)
x e 5 +
X-̂ Xc

and

F “ (i,Xcr) =  lim F (t,x ) (2.10)
x65-
X->Xo-

The Filippov’s solution is obtained from

x(i) =  iJ.F+{t ,Xa)  +  (1 -  ia)F~{t ,y:^)  (2 .11)

where the scalar 0 <  ^  <  1 is such th a t the vector

Fa^(i,x^) =  //F + (t,x^ ) -f ( l  -  iJ,)F~{t,Xa.) (2 .12)

is tangential to the sliding surface . Figure 2.5 depicts the construction of the 
Filippov’s solution.

The equivalent control approach, proposed in (Utkin, 1977), is another method for 
describing the dynamics of a VSS with a sliding mode. The equivalent control law, if 
it exists, guarantees an ideal sliding mode on S^sf- In order to define the notion of 
equivalent control, consider the uncertain system given in (2.2). Furthermore, assume 
th a t the uncertain term  f ( t ,x ,u )  in (2 .2 ) is completely neglected, and the system 
trajectory is in a sliding mode, i.e. <r(i) =  Fx(t) =  0. Differentiating a (t) w ith respect 
to time yields

à  = r(Ax(i) +  Bu(i)) =0 for t  (2.13)

then, it follows from (2.13) th a t the equivalent control law is straightforwardly calcu
lated as

UBq(̂ ) =  -  ( r s )  -^rAx(^) (2.14)
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2.3 Sliding Surface D esign P rob lem

which corresponds to the unique solution to the algebraic equation (2.13) by setting 
&{t) = 0. The uniqueness of this solution requires the matrix (FB) to be nonsingular, 
or from a geometrical viewpoint that the null sub-space of F and the range sub-space 
of B (denoted by VV(F) and 7?.(B) (Michel & Herget, 1981b)), are complementary, i.e. 
Af{r)  n  %(B) =  {0}, (El-Ghezawi et ai,  1983) (Dorling & Zinober, 1986).

The dynamics of the ideal sliding mode are given by

x(t) =  Agqx(t) -  (l„  -  B (F B )" 'f )  Ax(t) (2.15)

by substituting for (2.14) in (2.2) supposing f(^,x, u) =  0. This assumption is com
pletely valid when the uncertainty under consideration is matched as will be demon
strated later in the sub-section on sliding mode properties. Notice that the closed-loop 
dynamics depend on the switching matrix F, which is synthesised by the designer be
forehand based upon design specifications. Furthermore, the dynamics do not appear 
to be directly influenced by the control action.

F "(f,X q )

a(t) >  0

a(0 < 0

Figure 2.5: Construction of Filippov’s solution Fav(i, x„)

2 .3  S lid in g  S u rfa ce  D e s ig n  P r o b le m

The problem of synthesising a sliding surface can be posed either as a state feed
back or an output feedback problem depending on the availability of measurable state 
variables. Two canonical forms are appealing for this purpose. Namely, the regular 
form presented by Utkin in one of his seminal works on sliding mode control (Utkin,
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2.3 S liding Surface D esign  P rob lem

1977), and the output feedback canonical form proposed in (Edwards & Spurgeon, 
1995). The following two sections describe both canonical forms.

2.3.1 T he R egular Form  A pproach

Consider the dynamical system described in state-space form V t >  0 given in (2.2), 
assuming th a t the uncertain term  f ( t ,x ,u )  is equal to  zero, i.e..

x (i) =  A x(i) +  B u(i) (2.16)

and the sliding surface is defined in (2.3).

The following assumptions are made:

A -2.1  All state variables are measurable.

A -2 .2  The input m atrix is full rank, i.e. rankÇB) =  m.

A -2.3  The nominal pair (A, B ) is controllable.

A -2 .4  The m atrix (PB) is nonsingular.

Prom postulate A -2 .2 , there exists an orthogonal m atrix T r  e  3?"^” such th a t

T kB  = (2.17)

where Bg E is nonsingular.

R e m a rk  2.2 Although the Gaussian elimination method can be applied to find the 
transformation matrix QR decomposition is more appealing from a computational 
viewpoint as an orthogonal matrix is obtained. This allows the inverse o f T r  to 
be straightforwardly computed by transposition.

Using the similarity transform ation x(i) 1-4- T ijx (i) =  x(t), the system pair (A, B) 
in (2.16) can be w ritten in the so-called regular form (Utkin, 1977):

A  =
Â 11 Â 12 0

B  =
Â 21 Â 22 Ë2

(2.18)

where A n  G g g  g g%mxm

B 2 G are known constant matrices. Moreover, the input m atrix  sub-block Bg is
such th a t de t(B 2) 7̂  0 .
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2.3 S liding Surface D esign  P rob lem

Thus, the system (2.16) in the regular form is given by

Xi(() =  À uX i(() +  Ài2X2(t) (2.19)

X2 (0  =  Â.2lXl(i) +  Â.22^2{t) +  B 2u(i) (2 .20 )

where equation (2.19) corresponds to the dynamics associated w ith the null space A/’(F) 
whilst (2.20) describes the dynamics of the range space %(B).

Conformably with the partition in (2.19)-(2.20), let

r T j = [ r i  T î ]  (2 .21 )

where F i G g

From assumption A -2.4 , it follows th a t det(FB ) 7  ̂ 0, then

det(FB) =  d e t(F T ^ T a B )-d et(F 2B 2 ) =  det(F2 )det(B 2 ) 4= > d et(F 2 ) 7  ̂0 (2.22)

since det(B ) 7  ̂ 0.

The switching function <%(() is identically equal to zero when in the sliding mode 
(Utkin, 1977):

<r(t) =  F ix i(() +  FiX2 (() =  0 (2.23)

and hence

X2 =  - ( F 2)^ T iX i V t >  C  (2.24)

Define the gain m atrix G as

A F 2 T 1 (2.25)

Consequently, the dynamics associated with the null space W (F), which describe the 
sliding mode dynamics, are given by

Xi(i) =  (A ll — A i2Kgj?)xi(f) (2.26)

R e m a rk  2.3 The matrix F 2 has no direct effect on the sliding mode dynamics since 
it represents a scaling term of the switching matrix F.

From (2.21) and (2.25) the switching gain m atrix F  can be straightforwardly pa- 
rameterised as follows (Edwards & Spurgeon, 1998b):

F =  Fg [ Kgi, (2.27)
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2.3 Slid ing Surface D esign  P rob lem

The sliding surface design problem consists of synthesising a gain m atrix Kg^ such 
th a t the reduced-order system (2.26) is stable, and then the switching gain m atrix P  
given in (2.27) can be calculated.

R e m a rk  2.4 The design o f the switching gain matrix T  defined in (2.27) is equivalent 
to a state feedback problem fo r the reduced-order system pair (A n , À^g) in which the 
designer tackles the synthesis requirements associated with the desired dynamics of the 
sliding mode reduced-order system (2.26).

The controllability property of the pair (A n , Â 12) is required to be able to find 
a gain m atrix Kgj^ which stabilises the sliding mode dynamics given in (2.26). As 
asserted in (Edwards & Spurgeon, 1998b), the controllability of the system (2.16) is 
related to the controllability of the pair (A n , A n ). This equivalence is presented and 
dem onstrated formally in the sequel.

T h e o re m  2.1 (Edwards & Spurgeon, 1998b): The matrix pair (A n , A n ) is control
lable i f  and only i f  the pair (A, B) is controllable.

A

P ro o f  (Edwards & Spurgeon, 1998b): Prom the controllability of the pair (A, B), it 
follows the rank condition holds

rank (a -  A) B  J =  n  V s G C (2.28)

Expression (2.28) can be w ritten, using the sta te  and input matrices in the regular 
form given in (2.18), as

rank
(s I(n-m) ~  Axi) —Â 12 0

—Â 21 (s Im — Â 22) B 2
V a G C (2.29)

Since by construction det(B 2) 7  ̂ 0 and Ê 2 G 3?’"^ '” , then rank(B 2) — m. This implies 

rank [ ( s l„  -  A) B  ] =  rank [ (s l(„_^) -  A n )  A u ] + m  (2.30) 

for all s G C. Therefore,

r a n k [ ( s I „ - A )  B ] =  n rank [ (s A n ) A 12 ] =  n  -  m  (2.31)

for all s G C.

As argued in (Edwards & Spurgeon, 1998b), the controllability equivalence between 
the (A, B) and (A n , A 12) follows from the Popov-Belevitch-Hautus rank test.

Q.E.D.
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2.3.2 The O utput Feedback Canonical Form Approach

The output feedback canonical form (Edwards & Spurgeon, 1995) is an approach 
for designing sliding surfaces when only a subset of the state variables of the system 
are measurable. This canonical form is based on a similarity transformation in which
the last p  s ta te  variables correspond to the output signals of the system. Then, the
sliding surface design problem is formulated as a static output feedback problem.

Consider a dynamical system described in state-space form V i >  0 by

±{t) = A x(t) -f B u (i) 1̂
 (2.32)

y{t) =  C x(t) J

where x  G u  G 3%"" and y  G

In the output feedback case, the sliding surface is denoted by and defined as
follows

=  ( x  G : a(() =  rC x (t) =  Py(() =  O) (2.33)

where a  G 3?™' and P  G

The following are assumed;

A -2 .5  The order of the system and the number of output and input signals 
satisfy n > p > m.

A -2.6  The input and output matrices are both full rank, i.e. rank(B ) = m  
and rank{C ) =  p.

A -2 .7  In the nominal triple (A, B , C ), rank{C B ) =  m.

Since rank{C B ) = m , there exists a similarity transformation x  t-4- T ^ x  =  x  where
T c  G 3%"^" has the form

T c  = (2.34)

in which N c  G and the columns span the sub-space J\f{C).

In the new coordinate system, the output and input distribution matrices C  and 
B  are transformed into

C =  C T c' =  [ 0 Ip ] (2.35)
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and

B  =  T cB  =
B c i

BC2
(2.36)

where B ci G and B e? G

Prom (2.35) and (2.36), it follows th a t C B =  B ca and rank (B c 2) =  m  because of
tb
Cgassumption A .2 -6 . Then, the left pseudo-inverse B ^  can be defined as

Also, there exists an orthogonal m atrix T  G 3%̂ ^̂  such tha t

0
Ê 2

(2.37)

(2.38)

where É 2 G has the property det(B 2) 7  ̂ 0.

The similarity transform ation x  i-> T g x  — x  where

T b  =
■-(n-p) B c .B k

TT
(2.39)

brings the triple (Â, B, C) into the output feedback canonical form (Edwards & Spur
geon, 1995):

A  =
Axx A x2 0

B  =
A 2X Â 22 Ë2

C 0 T (2.40)

where A n  G g  g g%mx(n-m) g  g[;mxm ^he

state  vector x  is partitioned conformably with (2.40) as follows

Let

x(()
Xi(()

X2(()

T T  =  [ Ex P 2 

where P x  €  s )7 " » x (p -m )^  P g  g  j j m x m  det(P 2) 7^ 0 .

(2.41)

(2.42)
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Define C i 6

“  [ 0{p-m)x{n-p) I(p-m) ] (2.43)

and the gain ’K qf E as

Kox, =  Pg (2.44)

During the sliding mode the switching function a{t) is identically equal to zero and 
hence X2(0 — —Kof,CiXx(t). Moreover, the null space dynamics satisfy

Xx(t) =  À iiX i(t) +  À i2X2(0 (2.45)

it follows tha t

Xi(t) =  (A ll — A i2K o f'C i)x i(t) (2.46)

The reduced-order dynamics (2.46) correspond to an output feedback problem.

Prom (2.42) and (2.44), as shown in (Edwards & Spurgeon, 1995), the switching 
gain m atrix P  can be parameterised as follows

P =  P 2 [K « i. (2.47)

where P 2 €

R e m a rk  2.5 The matrix P 2 represents a scaling of P. In  this thesis, it is assumed 
that P 2 =  B 2  ̂ to obtain P C B  =

The sliding mode output feedback existence problem consists of finding a gain 
m atrix K qp in such a way th a t (2.46) is stable and hence the switching gain m atrix P  
defined in (2.47) can be straightforwardly synthesised.

2.4 Properties o f Sliding M ode Control

Pundamental linear algebra notions (Michel & Herget, 1981a) (Cullen, 1990) and 
the theory of projectors (El-Chezawi et a i, 1983) are used to describe the properties 
of variable structure systems with a sliding mode.

The following lemma will be useful when demonstrating th a t the dynamics of the 
sliding motion are governed by a reduced-order system.
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L em m a  2.1 (Bernstein, 2005): Let M i G 3%"̂ ™ and Mg G 3%’"^ '. Then,

ran k (M iM 2) =  rank(M i) (2.48)

i f  and only if

^ (M iM s) =  %(Mi) (2.49)

A

P ro o f  See (Bernstein, 2005).

P ro p o s it io n  2 .1  (El-Ghezawi et a l, 1983) (Edwards & Spurgeon, 1998b): The dy
namics of the ideal sliding mode described by

x(A) =  (k. -  B (PB) -"p) A  x(^) (2.50)

A.EQ

correspond to a reduced-order system whose dimension is n  — m , and the eigenvectors
associated with any non-zero eigenvalues o f the state matrix A eq are contained in the
null space of the switching gain matrix  P.

A

P ro o f  By defining

(Pi A B ( P B ) - T  (2.51)

it is straightforward to verify th a t (Pf =  (P\, i.e. (Pi is idempotent, and hence (Pi is a 
projector.

Since by assumption rank(B) =  m  and rank(PB ) =  m , it follows rank((PB )~^P) =  
m . Thus, by applying Lemma 2 .1 , it follows tha t

rank(fPi) =  rank(B) (2.52)

and equivalently

%(fPi) =  %(B) (2.53)

Therefore, the projector (Pi defined above, projects the space on the range sub
space 77(B) along the null sub-space A/'(P).

As before, since rank(B) =  m  and rank (PB ) =  m , rank(B (PB )~^) =  m. Using 
similar arguments as above, it follows th a t

A 7(f% )=#(P) (2.54)
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Defining

(2.55)

yields the following projector

1P2 A -  B (P B ) T  (2.56)

which projects the space on the null sub-space along 77(B).

Since
77(In -  B (P B ) -T )  =  A /'(B (P B )-T ) =  M (T )  (2.57)

and

rank (In -  B (rB )“T ) =  n  -  rank (B (P B )“ T )  = n - m  (2.58)

then the dimension of Af{T) is n  — rn.

Therefore, the system (2.15), in which the projector 22  =  In — B (F B )“ ^ r  maps 
the columns of the state m atrix A  on the null sub-space 7V(r), is of order n  — m . T hat 
is, the dynamics of the sliding motion are described by a reduced-order system.

Let Xj be a non-zero eigenvalue of A eq G and let Vj be the associated
eigenvector. Prom (2.56), the following properties of the projector (P2  can be verified

=  0 (2.59)

and

PAgq -  P % A  =  0 (2.60)

Moreover, considering the definition of the eigenvector Vj in terms of its associated 
eigenvalue Xj, along with (2.60), yields

rg^Avj =  AjPvj =  0 (2.61)

This implies

Pvj =  0 (2.62)

and

G W (r) (2.63)

where denotes the set of eigenvectors of the nonzero eigenvalues. This means th a t
the m atrix A eq only can have up to  n  — m nonzero eigenvalues.

Q.E.D.
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The sliding mode invariance property has been the key property which attracted  
attention to variable structure systems with a sliding mode. This characteristic is 
presented as a proposition and subsequently demonstrated applying projector theory.

Consider the uncertain dynamical system given in (2.2) and the sliding hyperplane

-  {x  G : (r(() =  Px(() =  0} (2.64)

P rop osit ion  2.2 (Drazenovic, 1969) (El-Ghezawi et a l, 1983): The ideal sliding mo
tion o f the uncertain system given in (2.2) is invariant or, equivalently, insensitive to 
the uncertainty f( t ,x ,  n) 77(D) C 77(B).

A

P ro o f  The time derivative of (x{t) — T x(t)  is given by

&{t) =  F(A x(t)  -l-B u(t) 4 -D f( ( ,x ,u ) )  (2.65)

Assume the system (2 .2 ) is in a sliding mode, which can be w ritten m athematically as

a{t) — 0 and à{t) — 0 (2 .6 6 )

Then, the equivalent control law, resulting from (2.65) when considering (2,66) and 
the premise th a t det(FB ) 7  ̂ 0, can be w ritten as follows

=  -  (FB ) (A x(t) +  D f  (t, X, u)) (2.67)

Prom the definition of 2g in (2.56) and using (2.67) as the control signal in (2.2) yields

±{t) — A x(i)  -f- % D f {t, X, u) (2.68)

Assuming 77(D) C 77(B), i.e. the uncertainty is matched, then

D  =  B M d  (2.69)

where M d E is a m atrix constructed by means of elementary column operations.

Since fp2  is a projector (as dem onstrated in the proof of the Proposition 2.1), the 
following property follows straightforwardly

% B  =  0 (2.70)

Consequently

% D  =  f%BMo =  0 (2.71)
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Therefore, the uncertain system given in (2.2) is invariant, or equivalently insensi
tive to the uncertain function f ( i ,x ,  u).

Q.E.D.

In the following proposition and proof, the concept of invariant zeros in the context 
of VSS w ith sliding modes is tackled. It is assumed th a t the sta te  m atrix A  and the 
input distribution m atrix B  are in the regular form described in Section 2.3.1. For 
the sake of simplicity and succinctness of notation, the switching gain m atrix F  in the 
coordinates of the regular form, defined in (2 .21), is w ritten as f , th a t is

FT% F l Fr (2.72)

where F i E and Fg E

P ro p o s it io n  2.3 (Edwards & Spurgeon, 1998b): The eigenvalues o f the sliding motion  
are the invariant zeros of the system triple (À , B, F ) .

A

P ro o f  (Edwards & Spurgeon, 1998b): The invariant zeros of (À ,B ,F )  are given by 

{s G C : M{s) loses normal rank} (2.73)

where M{s) is the Rosenbrok’s m atrix

^ ( a )  =
(aln -  Â ) B

- f  0
(2.74)

Notice th a t the system triple (À ,B ,F )  corresponds to a square systems, i.e. the 
number of input and output signals are equal. This means th a t (2.74) loses rank if and 
only if det(.^(s)) =  0. Re-writing the m atrix (2.74) using the regular form given in 
(2.18) and the switching m atrix F  partitioned as in (2.72) yields

'Sl(M-m) — All -Â 12 0

^ (a )  = — À21 sIm — A22 B2 (2.75)

-F l —F2 0

Since det(B 2) 7  ̂ 0, it follows th a t 

d e t( .^ (s)) =  0 det
sl(n-m) — A ll 

- F l
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The m atrix in the right-hand side of the statem ent (2.76) accepts the following 
factorization because, as shown in (2 .22 ), det(rg ) 0 :

— A l l  — A i 2 I ( n —m ) A 12F 2 A l l e r 0 I ( n —m ) 0

- F l  - F 2 _ 0  Im _ 0 - F 2 K g f  I m

(2.77)

where K sf is defined in (2.25) and An^. =  A n  — A isK gf. Note th a t the inner and 
outer matrices in (2.77) have determ inant equal to unity and only one m atrix among 
these matrices depends on s, hence

(2.78)

(2.79)

(2.80)

det
— A ll — A i2

=  det
.5l(n—m) Aiig. 0

—F 1 —F 2 0  - F 2

— det (al(n-m) — A no.)det(—Tg)

From (2.22), it follows th a t

de t( .^ (s)) =  0 det(al(n_m) -  A n ^ ) =  0

which means th a t the eigenvalues of An^. are the invariant zeros of the system triple
( A , B , f ) .

Q.E.D.

2.5 Variable Structure Control Laws

2.5 .1  T he R each ab ility  P rob lem

The reachability problem is related to the suficient conditions which guarantee the 
sliding surface

=  ( x  E : <r(t) =  0 , E 3%""} (2.81)

is reached from any arbitrary initial point Xq =  x(io) ^  .5^ in the state  space 
Therefore, a control law has to be designed such th a t the system trajectories are driven 
to the sliding surface and remain on the surface thereafter.

The reachability conditions can be classified in terms of the domain of attraction 
and the reaching time G- Thus, there are local and global reachability conditions. The 
reaching conditions most frequently found in the literature are: the direct switching 
function condition (Emel’yanov, 1967) (Utkin, 1977) (Utkin & Yang, 1986), the Lya
punov function condition (Itkis, 1976), the p -  reachability condition (Slotine & Li,
1991), and the reaching law condition (Hung et a l, 1993).
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2.5 V ariable Structure C outrol Laws

Let Lly C %" be a domain containing the origin of the state  space ^  Ç  3f” . A
local reachability condition presented in (Utkin, 1977) (Hung et a i, 1993) is given by

lim àj < 0 and lim >  0 for j  e  7(1, m) (2.82)

where dj denotes the tim e derivative of the j  — th  component of the vector a  G 
and 7(1, m) is the index set given by 7(1, m) =  {1,2, • • • , m}.

For this condition, as stated  in (Edwards & Spurgeon, 1998b), the sliding surface 
is the set

S  = n  Lly  =  {x G : a{€) =  O} (2.83)

The global counterparts of the condition (2.82), i.e. when 91^ — were presented 
in (Emel’yanov, 1967) and (Itkis, 1976). These conditions are defined as

djCTj <  0 for j  G 7(1, m) (2.84)

and the Lyapunov function based reachability condition

V{t) < 0  when o-{t) 7  ̂ 0 (2.85)

where

V {t) = a'^{t)a{t) > 0 (2.86)

The main drawback of the reachability conditions defined above is th a t there is 
no guarantee the sliding surface will be reached in finite time. In order to overcome 
this disadvantage the following conditions have been proposed. In (Hung et a l, 1993), 
condition (2.85) is rew ritten as

V{t) < — when a{t) 7  ̂ 0 (2.87)

where is a positive scalar. The ?]—reachability condition (Slotine k  Li, 1991) is given 

by

^ ^ ( 7? <  w ith % >  0 for ;  G 7(1, m) (2.88)

2.5.2 Existence of a Pseudo-Sliding Mode

In the non-ideal sliding mode (also referred as pseudo-sliding) the states are forced 
to lie arbitrarily close to the sliding surface instead of on the surface (Edwards & 
Spurgeon, 1998b).
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D efinition 2.3 Let e and ô be positive scalars such that for any e there exists a 6 
determining a sliding mode domain V y  <Z 5^. Thus, any motion starting in a 6- 
neighbourhood of T>^ may leave an e-neighbourhood of V y  only through such an e- 
neighbourhood of the boundary o f V y .

Figure 2.6 illustrates graphically the definition of the sliding domain T>^ C ^  
presented above.

AX,

Figure 2.6; A practical sliding motion (adapted from (Edwards & Spurgeon, 1998a))

Lyapunov theory is applied to establish sufficient conditions for the existence of a 
non-ideal sliding mode. The following theorem establish such conditions (Utkin, 1992). 
This result is directly related with the continuous approximation of the discontinuous 
control law presented later in this chapter.

T heorem  2.2 (Utkin, 1992): Let be some region contained in 3Î" such th a tV ^  c  fi. 
If there exists a continuously differentiable scalar function V  : %+ x x > %
satisfying the following conditions:

1. V{t , x ,a)  > 0 if a  0 Vx G f2. Moreover, on the spheres ||<t|| =  To- Vx €

(a) inf V{t,'K,a) = hj.̂  and > 0 for r„ 0
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2.5 V ariable S tructure C ontrol Laws

(h) sup — Hr,, > 0 and lim Hr„ =  0

where hr„ and Hr„ depend on r , .

2. The total time derivative o fV { t ,x ,a )  has a negative supremumM  x  E O exempt
ing those points on the sliding surface where the control signal may he not defined, 
and consequently V{t, x, <t) does not exists.

Then, T>y is said to he a sliding mode domain.

A

P ro o f  A detailed proof and remarks of the theorem above can be found in (Utkin,
1992) pages 47-49. Also in (Utkin, 1978) pages 83-86.

2 .5 .3  S tru cture o f th e  C ontrol Law

Several forms of variable structure control laws can be found in the literature, e.g.
switching scheme based control laws, relay control laws, unit vector control laws, and
so on (Hung et a l, 1993) (Edwards & Spurgeon, 1998b). Many of the variable structure 
control laws consist of two components: a linear term  with either a state or output 
feedback gain, and a discontinuous component. The control laws considered in this 
thesis have the form

u(i) =  U i(0  -f (2.89)

The linear component U i(i) is of the form

Ux,(i) =  - G z { t )  (2.90)

where z{t) is either the sta te  vector x(i) or the output vector y{t) in the case of state 
or output feedback SMC respectively. The nonlinear term  is given by

ifS(T (t)ÿ^O

otherwise
(2.91)

where p ( t ,z { t) ,u { t))  is a positive scalar function to be designed based on the norm 
bounded matched uncertainty, A and H are appropriately dimensioned matrices to be 
designed which depend on the problem addressed, and a{t) is the switching function.
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2.5.4 Continuous Approximation of the Control Law

The discontinuous term  (2.91) produces finite high-frequency switching which in
duces an oscillatory behaviour in the trajectory of the system along the sliding surface. 
This phenomenon is the so-called chattering. In the case of an ideal sliding mode, the 
switching action would be infinitely fast (DeCaiio et a i, 1988). High frequency switch
ing in the control law is undesirable because it may excite the unmodelled dynamics of 
the system, and also it can affect the useful life time of the p lan t’s actuators and other 
components. It is argued in (Utkin, 1993) th a t chattering implies inaccurate control, 
high heat losses in electrical power systems and high wear of moving mechanical el
ements. A decrease in chattering or even more its to tal avoidance, is at the cost of 
degradation in terms of the invariance property. Therefore, a trade-off between insen
sitivity and chattering reduction has to be considered when designing a VSC system 
with a sliding mode. Many efforts have been made to reduce or even avoid chattering. 
For example; the boundary layer approach (Slotine k  Sastry, 1983) (Slotine, 1984) 
whereby a continuous approximation of the discontinuity is used, the regular form so
lution (the block control principle) (Drakunov et a i, 1990a) (Drakunov et a l, 1990b) 
using a cascade control system with a sliding mode controller in the inner loop, the 
observer based approach (Bondarev et a l, 1985) for generating a sliding mode in an ob
server loop, and the disturbance rejection approach (Utkin k  Shi, 1996)-(Utkin et a l, 
1999) consisting of an integral sliding mode in an auxiliary control loop. Nevertheless, 
the most commonly applied approach, especially for relay and unit vector control laws, 
is to smooth the discontinuous term  of the control law. The continuous approximation 
presented in (Burton k  Zinober, 1986) and (Spurgeon k  Davies, 1993) is considered 
in this thesis and is given by

=  (2.92)

where e G is a small constant defined by the designer. The continuous approxima
tion introduced above replaces the discontinuous function signum

by the sigmoid-like function

‘'’ = W m + ~ e

Figure 2.7 shows the signum function and the differentiable approximation given 
by a sigmoid-like function.
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OL CT
la i  ’ î ô i f G

► a

Figure 2.7: Approximation of the signum function by a sigmoid-like function (figure 
adapted from (Edwards & Spurgeon, 1998b) pages 16 and 62)

The choice of e is a trade-off between performance (namely the invariance property) 
and the requirement to produce a smooth control signal.

2 .6  A  S lid in g  M o d e  O b serv er

The problem of state estimation using measurable output and input signals has 
been studied in the context of the sliding mode theory. The main structural difference 
between sliding mode and Luenberger observers lies in using discontinuous output er
ror injection vectors. This provides the very distinctive property of insensitivity with 
regard to a matched type of external disturbance and/or system uncertainty. Thus, 
sliding mode observers (SMOs) are more robust than the Luenberger counterpart. The 
discontinuous injection signal, when appropriately synthesised, forces the observer’s 
trajectories to reach in finite time and remain within a particular domain in the er
ror space which defines a sliding surface in terms of the state estimation error. The 
finite time convergence of the estimation error exhibited by sliding mode observers dif
fers radically from the asymptotic behaviour of the estimation error in other observer 
schemes. Furthermore, the structural constraint of observability, required in other ob
server synthesis methodologies, is no longer imposed in some sliding mode observer 
designs as demonstrated in (Edwards & Spurgeon, 1998b).

Although several forms of sliding mode observer have been proposed (Utkin, 1981) 
(Walcott & Zak, 1987) (Utkin, 1992), the structure of the observer proposed in (Ed
wards & Spurgeon, 1994) is adopted in this thesis. The main aspects and arguments 
for the Edwards & Spurgeon observer are introduced succinctly in the sequel. For 
more details the reader is referred to (Edwards & Spurgeon, 1994) and (Edwards & 
Spurgeon, 1998b).
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Consider an LTI uncertain dynamical system governed by

x(t) =  A x ( t ) + B u ( t ) + D f ( t ,x ,u )  1
I

y{t) =  C x(t) J

where x  €  u  € and y  e  3%̂. Matrices A , B , C  and D  are known constant real 
matrices of compatible dimensions.

The following assumptions are imposed on the system in (2.95):

A -2 .8  The order of the system and the number of output and input signals 
are such th a t n > p > m.

A -2.9  The matrices B  and C  are full rank.

A -2 .10  In the nominal triple (A, D , C ), rank{C D ) = m.

A -2.11 The matching condition TZÇD) C % (B) is satisfied.

A -2.12 The uncertain vector function f  : % +xK "x -4- 3?̂  is norm bounded.

Consider a sliding mode observer of the form (Edwards & Spurgeon, 1994):

x (t) =  A x(t) +  B u{t) -  Gi,ey{t) +  G n l  (2.96)

y(t) =  C x(t) (2.97)

where G l e  3%"̂  ̂ and G n l  & 3%"̂ *' are design gain matrices. The m atrix is a
Luenberger type gain matrix. The vector G 3Î  ̂ is the discontinuous output error 
injection vector and will be specified in the sequel.

By defining the sta te  estimation error as

e(() =  x (t) — x(t) (2.98)

it follows th a t the estim ation error system dynamics are governed by

è(t) =  ( a  — G /^C)e(t) +  G n l  ^  — G f(t, x, u) (2.99)

Utilising the assumptions A -2 .8 - A -2 .1 2  there exists a similarity transformation 
X 1-4 TqX =  X w ith the state  vector partition

|T
-X-2^  =  I ,-.T  I (2.100)
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where Xi e  and Xg € 3?̂  in which the state equation given in (2.95) can be
w ritten as follows

-  MnXi(t) +  Ai2^2{t) +  Biu{t) (2.101)

Xa(t) =  A.2 lXi(t) +  A.2 2 X2 (t) +  %u(t) +  X, u) (2.102)

The observer sta te  equation given in (2.96), in the new coordinates, takes the form

=  Mii:xi(t) +  Mi2X2(t) +  B iu{t) — GLi^y{t) (2.103)

X2(i) =  A.2lXi(i) +  ^ 22^ 2 (0  +  % u (6) — GL2^y{i) +  Gn L2^ (2.104)

where =  y  — y  is the output estim ation error vector. The discontinuous output error
injection vector is given by

^ ^ | - p ( i , y , u ) | | P , | | | | P ’®»W|| i f e , { i ) 7S 0

I 0 otherwise

where P 2 G 3%̂ ^̂  is a s.p.d. m atrix, and the scalar function p : 3Î+ x 3?̂  x Sî*" -4 3%+ 
is designed in such a way th a t the estim ation error system dynamics are completely 
insensitive to the matched uncertainty f(-).

R e m a rk  2.6 The form  of the uncertain system given in (2.101)-(2.102) is similar to 
the output feedback canonical form  introduced in Section 2.3.2. Later in Chapter 7, 
the discontinuous observer canonical form  proposed in (Edwards & Spurgeon, 1994) ^  
extended to the class o f systems with uncertainties in the state matrix.

R e m a rk  2 .7 Most of the existing design methodologies fo r  the Edwards & Spurgeon 
sliding mode observer, e.g. (Edwards & Spurgeon, 1994), (Edwards & Spurgeon, 1998b), 
(Tan & Edwards, 2001) and (Choi & Ro, 2005) among others, deal only with uncertain 
systems involving matched uncertainties. In  this thesis, a new synthesis framework is 
presented fo r  designing sliding mode observers of the form  proposed in (Edwards & 
Spurgeon, 1994) but considering matched and mismatched uncertainties.

2.7 s

In this chapter concepts regarding VSC w ith sliding modes and state estimation 
using a sliding mode observer have been discussed. The problem of synthesising sliding 
surfaces considering nominal system matrices was formulated for the cases of full sta te  
and output feedback control. Two canonical forms used in each of the aforementioned 
cases were described in detail. The properties of VSS with a sliding mode have also
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2.7  Sum m ary

been reviewed. The reachability problem has been studied and the form of the control 
law considered in the remainder of this thesis was presented. Moreover, an approach 
for reducing or even suppressing the high frequency switching of the control signal has 
been described. The structure of a discontinuous observer, known as the Edwards & 
Spurgeon sliding mode observer, was presented. It is worth pointing out th a t only 
nominal LTI systems and LTI systems w ith matched uncertainties were considered in 
this chapter.

The objective has been to introduce the theoretical foundations concerning VSS 
w ith sliding modes underlying the analysis and design contributions of this thesis. 
The next chapter introduces a useful mathem atical tool applied in systems theory 
for analysis and design purposes: th a t is, Linear M atrix Inequality methods. This 
technique along w ith concepts of Lyapunov theory are the main tools employed in this 
thesis for analysis and design.
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"You know my methods. Apply them!"
Sherlock Holmes -  The Hound o f the Baskervilles

Sir A rthur C onan  D oy le  (1 8 5 9  - 1 9 3 0 )

Linear Matrix Inequalities 
and Polytopic Models

3 .1  In tr o d u c tio n

Since the sliding mode design approaches proposed in this thesis are based upon 
Linear Matrix Inequality (LMI) methods, some of the most relevant theoretical ele
ments concerned with this technique are reviewed in this chapter. Another subject 
addressed in this chapter is the description of uncertain systems through a mathemat
ical model involving a convex combination of vertices of the system matrices when 
considering the upper and lower bound of each uncertain parameter in the plant. This 
is the so-called polytopic representation of uncertain systems within a convex bounded 
polyhedral domain.

This chapter is divided into two sections: LMIs are introduced in Section 3.2 where 
basic definitions, LMI representations and key features of LMIs are presented. In 
addition, standard LMI problems are formulated and the main mathematical tools 
frequently applied when dealing with LMIs are also described. Section 3.3 is devoted to 
a discussion of the sources of uncertainty inherent in real-world systems and polytopic 
representations of uncertain plants. This is the mathematical description used in this 
thesis for modelling uncertain systems with parametric uncertainties.

3 .2  L in ear M a tr ix  In e q u a lit ie s

This section offers a brief revision of the main concepts of LMIs used throughout 
this thesis. To this end, firstly, fundamental definitions regarding convex and affine 
sets and functions are stated. Then, the key concepts of LMIs are derived using these
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definitions. Most of the material presented in this section is based upon the theory 
described in (Boyd et a i, 1994) (Cabinet et a i, 1995) (Scherer & Weiland, 1999) (Boyd 
& Vandenberghe, 2008).

3 .2 .1  C o n v ex ity

D efinition 3.1 (Convex S e t); Let V be a linear vector space. A set ^  G V is said 
to be a convex set if

livi +  (1 — ia)v2 G i f  (3.1)

for any points vi, V2 € and any p E ïït such that 0 < p < 1. That is, the line 
segment joining any two points of i f  also lies in the set if . Otherwise, such a set is 
called non-convex.

Convexity and non-convexity is illustrated geometrically in Figure 3.1. Clearly, set 
%  is convex since it is always possible to select two points v\ and % in %% such that a 
segment of line also belongs to the set % . On the other hand, there are points v\ and 
V2 in %  whose straight line segments have some points not in % .

Figure 3.1: Convex set and non-con vex set %

D efin ition  3.2 (AfHne S e t); Let si/ be a subset of a linear vector space V. si/ is an 
affine set if

V3  = pv\ -b (1 — /r)u2 G si/ (3.2)

y  v\, V2 G si/ and p E dt.

An affine set is also a convex set. This follows from the definition of convex set 
given in 3.1.

Convex sets possess several important properties which are used to construct other 
definitions presented in this section. For purposes of completeness, some of such prop
erties are listed (Scherer & Weiland, 1999):
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Let and %  be any convex sets and let Vn  be a normed vector space. Let a \ and 
#2 be any scalars, then:

1. The set

a i ^ i  : V = cüiCi with ci G %  j (3.3)

is convex. Furthermore, the distributive property

{ai +  0:2)'% =  Q'1'̂ 1 +  0:2%  (3.4)

holds for any o;i >  0 and «2 >  0 .

2. The sum

%  +  %  :=  : u =  Cl +  C2 w ith c i  G %  and C2 G (3.5)

is convex.

3. Any linear transform ation ^  : Vn  -b  Vn  preserves the property of convexity, i.e. 
both the image set

: =  |-D i : V i  =  â t ' v i  w i t h  v i  G % |  (3.6)

and the inverse image set

:= G % } (3.7)

are convex sets.

4. The intersection set of two convex sets is convex. Formally,

%  n  %  :=  -^u i : Vi G %  and Vi G % ^ (3.8)

5. The closure and the interior point of a convex set %  are convex.

Let V be a vector space and v  a vector in V, a  G c G îî” are column vectors
such th a t a , c ^  0, and scalars 5, d G %. The following are examples of convex sets
(Boyd & Vandenberghe, 2008):

1 . Hyperplanes defined by ^  =  | v  : a ”̂ v =  &|.

2 . Closed and open half-spaces given by =  |  v  : a^ v  <  6 j  and ‘̂  =  |  v  : a"^v <  6 j  
respectively. Note th a t half-spaces are convex sets but not affine sets.
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3. Polyhedra (which stem from the intersection of hyperplanes and half-spaces) 
defined by

=  | v  : a jv  < bi for i 6 / ( l ,m )  ,c jv  =  dj for j  6 7(1, p ) |  (3.9)

or in compact form
=  | v  : A'v b  , Cv =  d |

where
A  = c  = Cl 02

(3.10)

(3.11)

Here, the binary relation symbol stands for componentwise inequality (also 
called vector inequality) in e.g. u  v means Ui < Vi for i G 7(1, n). A 
bounded/compact^ polyhedron is called a polytope.

Figure 3.3 shows polyhedra in and respectively.

a,

(a) Polyhedron in

Figure 3.2: 2-D and 3-D Polyhedra

(b) Polyhedron in îTî̂  (figure 
taken from (D attorro, 2005))

D efinition 3.3 [Convex combination]: Let V be a vector space and ^  <Z V . A point 
given by

(3.12)

is said to be a convex combination of the points Vj G If  for j  G 7(1, n), if scalars pj 
satisfy

n

P j > 0  for j  G 7(1,n) and =  1 (3.13)
j = i

closed and bounded set is a com pact set in an Euclidean space.
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Note that the set containing all convex combinations of the points vj for j  E /( I ,  n) 
is a convex set.

D efin ition 3.4 [Convex hull]: The convex hull of a set If, denoted by conv(^) is the 
set of all convex combinations of points in "if, i.e.

conv('^) =  I ^^P jV j : vj € S f , > 0 for j  € f( l ,n )  and ^ / / j  =  1 > (3.14)
l j = i  j = i  J

The convex hull of a finite collection of points is a polytope (note that a polytope is
a closed convex polyhedron) and since convexity is closely related to the set operation
of intersection, then the convex hull is also a convex set (Scherer & Weiland, 1999). The 
convex hull conv(^) is the smallest convex set containing i f  (Boyd & Vandenberghe, 
2008). Figure 3.3 shows graphically two examples of convex hulls. Note that further 
points, besides the points at the vertices, are contained within each convex hull.

P js

P?

P l2

P m

P lh

P4

(a) Convex hull in (b) Convex hull in 3?̂

Figure 3.3: Geometric interpretation of convex hull of a set of points in 2-D and 3-D

Any convex optimisation problem consists of a convex objective function (also called 
a convex cost function) and constraint functions. Since convex optimisation problems 
are formulated throughout this thesis, a formal definition of a convex function is given 
below.

D efinition  3.5 Let ^  be a nonempty convex set. A function f  : ^  ^  is said to be
a convex function if

f  {pvi +  (1 — m)^2) < pf{v\)  +  (1 — pf f iv f )  
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for any points f i , € "if and any // € 5R such that 0 < p < 1. The function f  is 
called strictly convex, if inequality (3.15) is a strict inequality whenever Vi ^  V2 and 
0 < p < 1. The function f  is said to be either concave or strictly concave, i f  —f  is 
convex or strictly convex. ,

Note that an important feature of convexity is that any local minimum over a 
convex set i f  corresponds to a global minimum.

Figure 3.4 shows examples of convex and concave functions to illustrate definition
3.5.

//(V)

V

(a) Convex function (b) Concave function

Figure 3.4: Geometric interpretation of convex and concave functions.

R em ark  3.1 Although the definition of a convex function has been given considering 
a real valued function, it also applies to matrix (Hermitian^ and symmetric?) valued 
functions. In such cases the inequality symbols <, < ,>  and > (defining binary relations 
between real elements) are replaced by =4, >- and ^  respectively.

D efinition  3.6 Let %  and %  be convex sets. A function f  : 
affine if

f {pvi  +  (1 -  p)v2 ) =  pf{vi)  +  (1 -  p) f{v 2 ) 

for any points vi, V2  € and any /i € îî

%  is said to be 

(3.16)

If the convex sets ‘é’i and %  are finite dimensional, then any function /  : %
consisting of a linear function F : %  and a constant fo 6 i.e. f{v) = F{v)+fo
where u E is an affine function.

'A  m atrix M  =  M * 6  where * denotes transpose com plex conjugate o f M , and J f" * "
stands for the set o f m atrices w hose entries are com plex numbers.

^Any m atrix M  = e
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R e m a rk  3.2 A function is said to he affine if

/ ( x )  = S x  +  j0 (3.17)

where S  G is a constant matrix and G 9%'" is a constant vector. Thus, an affine
function consists of a linear function, i.e. Hx and a constant denoted in this case by

R e m a rk  3.3 All affine (and also linear) functions are both convex and concave func
tions. Conversely, any convex and concave function is affine (Boyd & Vandenberghe,

All concepts formally defined above are used to describe the elements of a power
ful m athem atical tool coined by J. C. Willems in (Willems, 1971) as Linear M atrix 
Inequalities. This technique has been in constant deployment from theoretical and 
practical viewpoints. The rest of this section is completely devoted to present funda
mental definitions and concepts of LMIs used throughout this thesis.

3.2.2 Canonical and Other Forms of Representing LMIs

An affine m atrix valued function of the form

F (x )  =  Fo +  ^ x ^ F ( X O  (3.18)
i=l

i s  s a i d  t o  b e  a  Linear Matrix Inequality w h e r e  x  G ïî™  is  t h e  v e c t o r  o f  d e c i s io n  v a r i a b l e s  

w h i l s t  F o ,  - - - , F m  a r e  Hermitian ( o r  s y m m e t r i c  r e a l )  m a t r i c e s .

Any LMI of the form given in (3.18) is said to be in the canonical form. Notice 
th a t LMIs can be described in different forms. The most common representation forms 
used in control systems are the following (Gahinet et a l, 1995):

1. Matrix description o f a set of LMIs: A system of LMIs given by

F i (x) X 0  

Fg (x) X 0

F ,( x ) x O

can be recast as a single LMI as follows

(3.19)
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3.2 Linear M atrix  In equalities

V

F i (x) 0

0  Fg (x)

0

(3.20)

0 F ,(x )  ^

2. General Representation: In a large number of cases (for example, in control 
engineering problems), LMI constraints are affine functions of matrix variables 
X j for j  e  / ( l ,m ) .  T hat is.

L(Xi,Xg , . .  . ,X^) x R ( X i , X g , . . .  ,X^) (3.21)

The m atrix variables X j for j  e  7(1, m) usnally have some sort of structure 
which depends on the problem dealt with. For instance, the Lyapunov inequality 
A '^ P + P A  -< 0 requires the Lyapunov m atrix P  0, which is the m atrix variable 
in this case, to be symmetric.

Particular cases of (3.21) are

Li (Xi, Xg, . . . ,  Xm) -< 0

Lg (Xi, Xg, . . . ,  Xto) 0

Lg (Xl, Xg, . . . , Xm) -< 0

(3.22)

Li ( X i , X g , . . . , X ^ )  x O

Lg (X l ,  Xg, . . . , Xm) -< 0

Lfe (X l ,  X g , . . . ,  X to) -< 0 

Lfc+l ( X l , X g , . . . ,  Xm) R i  ( X l , X g , • • • , Xm) 

Lfc+2 (X l ,  Xg, . . . , Xm) -< Rg (X l ,  Xg, • • • , Xm)

Lg ( X l , X g , . . . , Xm) Rg-fc ( X l , X g , • • • , X^

(3.23)

3.2.3 Standard LMI Problems

LMI problems can be classified into three main groups (Boyd et al., 1994):
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3.2 Linear M atrix  Inequalities

1. The Feasibility Problem : This problem consists of determining whether a feasi
ble solution satisfying LMI constraints, exists or not, and finding such a
solution if one exists. I t must be pointed out th a t this kind of problem is not 
concerned with the optimality of the solntion and such a feasible solution may 
not be unique.

2. The Linear Objective M inimisation Problem (LOMP) - The Eigenvalue Problem 
(EVP) : This optimisation problem corresponds to minimising a linear objective 
function (also called a linear functional on the decision variable x) subject to an 
LMI constraint affine w ith respect to x. It can be formulated as

m m  X

s.t.

F (x) ^  0

(3.24)

This formulation is said to be Positive Definite Programming (PD P) whilst if the 
constraint is of the form F (x ) 0 then  it is said to be Semidefinite Program
ming (SDP). W ithin the linear objective minimisation problem lies the Eigenvalue 
Problem (EVP) which is formulated as

m in  A
A,x

S . t
(3.25)

AI -  F i(x ) ^  0 

Fg(x) X 0

where F i and Fg are symmetric matrices depending affinely on x.

3. The Generalised Eigenvalue Problem (GEVP) : This problem corresponds to 
one of minimising the maximum generalised eigenvalue of two affine dependent 
matrices of x. This LMI problem can be stated as

m in  A
A,x

s.t.

A F i(x ) - F g ( x )x O  ? (3 26)

F i(x ) ^  0

Fg(x) X- 0

where F i, Fg and F 3 are symmetric matrices depending affinely on x. Two 
aspects must be highlighted with respect to this LMI problem. The first one 
is regarding the quasi-convex characteristic of the GEVP instead of the convex 
feature of the LOMP or EVP. The second one is th a t in some cases a  GEVP can 
be restated as a LOMP by means of a change of variables.
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R e m a rk  3 .4 Convex programming is a particular type o f mathematical optimisation 
which includes least squares, linear programming, quadratically constrained quadratic 
programming, quadratic programming, semidefinite programming, second-order cone 
programming and geometric programming (Vandenberghe & Boyd, 1996) (Boyd & Van
denberghe, 2008). This classification arises from the characteristics of both the cost 
function and the constraints. For instance, a semidefinite program is concerned with 
a linear objective function and an affine com,bination of symmetric positive definite 
(s.p.d.) matrices (Vandenberghe & Boyd, 1996).

3 .2 .4  LM I P ro p erties  and Features

An LMI of the form (3.18) or (3.21) defines a convex constraint on the decision 
variables. This is a key feature which implies th a t efficient numerical algorithms, e.g. 
the Ellipsoid Algorithm  and the Interior-Point Methods (details on these algorithms 
can be found in (Bland et a i, 1981), (Boyd et a l, 1994) and (Scherer & Weiland, 
1999)), can be applied. Such algorithms can determine whether or not an LMI con
strain t is feasible and if it is, then find a feasible point. Also, this sort of methods 
allows convex optimisation problems with LMIs constraints to be solved. Furthermore, 
convergence to a global minimum in polynomial-time is guaranteed by means of these 
numerical algorithms (Boyd et a l, 1994). In this thesis, the LMI control toolbox of 
MATLAB (Gahinet et a l, 1995) and the toolbox SeDuMi (Sturm, 1999) are used for 
implementing and solving LMI problems. In the Appendix A of this dissertation, ex
amples of code using commands from both toolboxes are shown in order to illustrate 
the implementation of LMIs under the MATLAB environment.

Uncertain systems can be dealt with via LMI methods using different uncertainty 
descriptions. For instance, uncertain state-space representations such as polytopic 
models or affine param eter-dependent models; also, linear-fractional models of uncer
tain ty  (Gahinet et a l, 1995).

Another characteristic is concerned with the possibility of formulating optimisa
tion problems involving different criteria, e.g. and Hoo, as a mixed problem via 
LMIs. This makes the LMI formulation more attractive and advantageous than classi
cal optimisation methods since other performance or design requirements can be easily 
incorporated rather than  using a combination of criteria as a  single one (Scherer & 
Weiland, 1999).

3 .2 .5  F undam ental M ath em atica l O perations on  LM Is

The most common LMI mathem atical tools applied in this dissertation are outlined 
in the sequel. The material presented here draws heavily on (Boyd et a l, 1994) and 
(Scherer & Weiland, 1999).
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1. Change o f Variables : This operation allows some Nonlinear Matrix Inequal
ities (NMIs) to be w ritten as LMIs. It can be carried out through defining new 
variables depending on the original decision variables. Nevertheless, there is a 
fundamental condition new variables must fulfill: namely th a t the original ones 
have to be recovered uniquely from the new decision variables.

2. Congruence Transform ation  :

D efin ition  3 .7  P  € 3%"̂ " and M  G are said to he congrnent matrices i f
there exists a nonsingular transformation matrix T G such that

M  =  T ^ F T  (3.27)

T heorem  3.1 / /  F  G 3%"̂ " and M  G 3%"̂ " are congruent matrices then 
M.>- 0  i f  and only i f P y O .

A

P ro o f This proof follows the same argnment postulated in (Scherer & Weiland, 
1999).

If F  >- 0 then x '^F x  > 0  V x  G 3%" and x  0. Furthermore, since F  
and M  are congruent matrices then according to definition 3.7 there exists a 
nonsingular m atrix T  G 3%" "̂ such th a t (3.27) holds and y  =  T “ ^x V x  0. 
So, F  >- 0 x ’̂ F x  >  0 but y  =  T “^x V x  0. Then x '^F x  =
y^ T ^P T y =  y^ M y > 0  M  ^  0.

Q.E.D.

R em ark 3.5 Theorem 3.1 m,ea,ns that definiteness of a,ny positive definite (p.d.) 
matrix is invariant under post and pre multiplication by a full rank real matrix.

3. Schur C om plem ent : Nonlinear convex inequalities, e.g. quadratic m atrix 
inequalities, can be transformed into LMIs by means of the Schur complement 
Lemma (Boyd et a l, 1994).

L em m a 3.1 [Schur Complement Lemma] : Let Q(x) =  Q'^(x) , R (x) =  R"^(x) 
and S(x) be given affine matrices on x. Let

F(x) =

be a block matrix. Then,

Q(x) S(x)
S'^(x) R (x)

(3.28)

F (x ) >- 0 4=> R (x) >- 0 and  Q (x) — S (x )R  ^(x)S^(x) >- 0 (3.29)
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Furthermore,

F(x) X 0 Q(x) ^ 0 and R(x) -  S^(x)Q-Xx)S(x) X 0 (3.30)

A

The following proof of the Schur complement consists of applying a congruence 
transform ation as suggested in (Scherer & Weiland, 1999). Although the proof 
is relatively simple, it is presented here to illustrate the use of this tool.

P ro o f  {Necessity): Consider the congruence transform ation with

(3.31)

and F (x ) given by (3.28). Then, 

T"^F(x)T
Q (x) -  S (x )R  ^(x)S'^(x) 0

0 R(x)

(Sufficiency): Consider

R(x) X 0

Q(x) -  S(x)R-Xx)ST(x) X 0

(3.32)

(3.33)

Since a system of LMIs can be w ritten as a single LMI, then (3.33) can be recast 
as the right hand side form of (3.32). Define a p.d. m atrix W  as follows

Q(x) -  S(x)R-i(x)ST^(x) 0 

0 R(x)

Therefore,

(pT) ^WT-^ =  F(x)
Q(x) S(x)

S'^(x) R (x)

(3.34)

(3.36)

A similar procedure is applied for proving sufficiency and necessity in (3.30). In 
such a case the transform ation m atrix to be considered is

T  =
I -(Q'^(x)) ^S(x)

0 I
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O ther LMI tools, which can be found in parts of the technical literature regarding 
LMI-based approaches (not described here because they are not used directly in this 
thesis), are the 8 -procedure (Boyd et a l, 1994), the projection Lemma (Gahinet & 
Apkarian, 1994) and the Finsler Lemma (Finsler, 1937)(Boyd et a i, 1994). For details, 
readers are referred to the given references.

3.2.6 LMI Regions

An LMI region 22 is a convex sub-set of the complex plane C defined as

22 =  {g G C :fD (a ) =  S - b s $  +  g $ '^ ^ 0 }  (3.37)

where s is the complex conjugate of s, S  =  and $  are appropriately dimensioned 
real matrices and the m atrix valued function f-p is said to be the characteristic function 
of 2 2 .

T h e o re m  3.2 (Chilali & Gahinet, 1996): A  matrix M. € 3%"^" has all its eigenvalues 
in the L M I region 22 and is called V-stahle, i f  and only i f  there exists a s.p.d. matrix 
X  G 3%" "̂ such that

M i)(M , X ) =  S ® X - b $ ®  (M X) -b g) (M X)^ 0 (3.38)

A

P ro o f  See (Chilali & Cabinet, 1996).

Clearly, the relationship between the characteristic function fp in (3.37) and the 
m atrix  inequality A 4i)(M ,X ) in (3.38) is given by

( l ,s ,â ) M ( X ,M X ,X M '^ )  (3.39)

which is useful when defining LMI regions as constraints in either feasibility or optimi
sation problems.

R e m a rk  3.6 Theorem 3.2 can he interpreted as a generalisation of the Lyapunov The
orem regarding quadratic stability (Chilali et al., 1999). This can he seen by considering 
the characteristic function

fo =  s -|- s <  0 (3.40)

which describes the open left-half complex plane. Then, it follows using (3.39) that 
(3 .4 0 )  yields

M o (M ,X ) =  l® (M X )+ l® (X M ^ )= M X -H X M ' ^ ^ 0  w ith X  =  XT^xO (3.41)
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By defining the change of matrix variables P  =  X  it is easy to obtain the so-called 
Lyapunov Inequality:

M ^P +  P M  0 with P  =  pT X 0 (3.42)

The class of LMI regions considered in control systems are symmetric convex sets 
with respect to the real axis. Furthermore, an LMI region can be obtained by intersec
tions of elementary LMI regions (recall that convexity is closed under the set operation 
of intersection) such as a half-plane stability region, disks, conic sectors, vertical and 
horizontal strips. In the sequel, the most used fundamental LMI regions are formally 
defined and shown graphically. The mathematical definition of each LMI region has 
been drawn from (Chilali & Cabinet, 1996) and Chilali et al. (1999).

1. Let J^{h)  be a half-plane stability region delimited by a vertical line at (—/i,0) 
in the complex plane, i.e. Re(s) < —h, as shown in Figure 3.5.

Im{C}

ReiC}

Figure 3.5: Elementary LMI Region: Half-plane Jff{h)

This convex region is characterised by

fx>(s) — s -h s -h '2h (3.43)

Then, from Theorem 3.2, the spectrum of a square matrix M , denoted by A(M), 
lies in J(f{h) if and only if

M v { M ,  X) =  M X  +  XM"  ̂+  2/iX -< 0 
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2 .  Let 0 ) c ,  a) be a conic region centered at the origin of the complex plane C  

and at an angle a  with respect to the real axis of the complex left half-plane as 
shown in Figure 3.6. A conic region is characterised by the function

f-D (s) -
sin (u)(s  -t- s) cos(a)(s  —s)

cos(o;)(s —s) sin(Q) (s-f-s)
(3.45)

By considering Theorem 3.2, it follows that the eigenvalues of M  lie within 
"îf((0,0 ) c ,  a) if and only if the matrix inequality

A4d (M, X) =  

is satisfied for a s.p.d. matrix X.

sin(o) (M X  +  XM ^) cos(a) (M X  -  XM ^)

cos(q) (XM ^ -  M X ) sin(u) (M X  +  XM ^)
- ( 0  (3.46)

Im{C}

Re{C}

Figure 3.6: Elementary LMI Region: Cone *^((0,0 ) c ,  a)

3. Let ^{cnWd) be a disk centered at (—c„,0) in the complex plane C with radius 
rd as shown in Figure 3.7.

A disk ^{cn,rd) is described mathematically by the following function

f n ( s )  =
-Vd s + c„ 

s + Cn -rd
(3.47)
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Im{C}

Re{C}

Figure 3.7: Elementary LMI Region: Disk ^{cn,rd) 

The corresponding matrix inequality A4x>(M,X) is given by

A4d (M, X) =
- r - r f X

X M ^ r  +  c » X

IVIX +  c„X

—r ^ X
(3.48)

Then, from Theorem 3.2, it follows that A(M) C V{ori,f'd) if and only if the 
matrix inequality above is satisfied for a s.p.d. matrix X.

4. Let Vsihi, hg) be a vertical strip defined by

3^s{hi, hg) =  {.s G C : —/?.g < Re(,s) < —hi <  0} (3.49)

where hi, hg G 3Î+. A graphical representation of this region is given in Figure 3.8. 

A vertical strip is described by means of the following characteristic functions

fx>i(s) — s +  s +  2hi 

fx>2 ('̂ ) — —s — s — 2hg

(3.50)

(3.51)

In turn, two matrix inequalities can be established based upon Theorem 3.2 and 
using (3.39) as follows
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VWni(M,X) =  M X  +  X M ^ +  2/qX 0 

7Wî?2(M, X) =  M X  +  XM"^ +  2/igX >- 0

(3.52)

(3.53)

Hence, A(M) C %{hi,  hg) if and only if the matrix inequalities (3.52)-(3.53) hold 
for a single s.p.d. matrix X.

Im{Q

Re{C}

Figure 3.8: Elementary LMI Region: Vertical strip l^(hi,hg)

3 .3  P a r a m e tr ic  U n c e r ta in ty  D e sc r ip tio n : P o ly to p ic  

M o d e ls

A mathematical model is a simplified abstraction of a real world system that con
siders only a subset of the dynamical characteristics depending on the relevant require
ments or available information concerning a particular application. The uncertainties 
in mathematical models may arise from unknown dynamics, either unknown or approx
imated numerical values of the parameters in the model, varying parameters, approx
imate considerations in the modelling process, for example linearisation of nonlinear 
systems and neglected fast dynamics. Uncertainties can be classified as either internal 
or external uncertainties. The former is concerned with dynamical phenomena, system 
parameters and system structure. The latter is related to external stochastic signals 
called disturbances or perturbations.

Internal uncertainties can be classified as follows:
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1 . Structured Uncertainties: The structure of the model is known but it has in
complete or unknown information. A common case of structured uncertainty is 
param etric uncertainty. In this case, the model structure is well known; however, 
a finite number of param eters are uncertain. Such param eters lie in a bounded 
interval defined by the lowest and highest possible numerical value.

2. Non-structured Uncertainties: This uncertainty arises from unknown causes or 
structure, i.e. there is no information concerned with how the uncertainties affect 
the system’s model. Furthermore, usually only an upper bound is available.

The control and estim ation schemes proposed in this thesis are intended for con
tinuous time uncertain systems. In particular, systems with mismatched param etric 
uncertainties. The lower and upper bounds of the r components of the param eter 
vector, which are constant and known, define a convex set in the param eter space. 
Furthermore, if the system m atrix (denoted by S G 3%(M4-p)x(n+m.) composed of the 

state, input, output and transmission matrices) is affine with respect to the vector of 
uncertain parameters, then A  =  2’’ system matrices can be established by consider
ing all possible combinations of the param eters’ bounds. Each one of these matrices 
corresponds to  a vertex of a closed convex polyhedron. The convex combination of 
such N  vertices defines a polytope in the system matrices space. This mathematical 
representation of param etric uncertainties is referred to in this thesis as a polytopic 
model and is described in this section.

Consider the following linear time-varying system represented in state-space form

by

±{t) = A (t)x (t) -H B (t)u{t) 

y{t) =  C (t)x (i) -fi D (t)u (t)

(3.54)

(3.55)

where x  G is the state vector, u  G is the input vector, y  G is the out
pu t vector. The time-varying matrices A (t), B (t), C{t) and D (t) have appropriate 
dimensions.

The concepts of convex combination and convex hull stated in definitions (3.3) and 
(3.4) were established for points within a convex set. These concepts can straightfor
wardly be extended by considering system matrices, instead of points, as the objects 
in a closed convex polyhedron, i. e. in a polytope. In this thesis, the system m atrix of 
(3.54)-(3.55), is defined as

(3.56)
A(() B (()

C (t) D M  _
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A polytope 3^ is the set of all convex combinations of N  system matrices Sj of the 
form

[ a ,

c , D,

§2, ■ •• ,

for 7(1, AT) (3.57)

for each vertex of the polytope 3^. A polytope 3^ is defined formally as follows

(  N  N  \

^  =  Co{Si, Sg, . . .  , j ^  =  1, At, >  0 for j  € 7(1, A ) L (3.58)
I  j= i i= i J

where N  is the number of vertices of 33. The scalars nj with j  G 7(1, A ) are said to 
be the polytopic coordinates of S(t). From (3.58), it follows th a t the system m atrix 
S(A) belongs to a polytope 3^ contained in the space of system matrices (in (Gahinet 
et a l, 1995) this polytope is called a fixed polytope of matrices).

R em ark 3 .7 Although the structure o f the system matrix S{t) in (S. 56) is perfectly 
known, the components o f the matrix S(A) might not be precisely known. However, the 
system matrix belongs to a polytopic uncertain domain , i.e. E>{t) E where the 
matrices S,- f o r j  G 7(1, N ) are known constant matrices and constitutes the vertices of 
the polytope 3^.

The class of uncertain systems with affine uncertain param eters is studied and 
represented using polytopic models in the remainder of this section. This study is of 
practical relevance since such kinds of param etric uncertainty affect real world plants. 
It is pertinent to draw to the attention of the reader tha t, in this dissertation, the 
analysis and design frameworks proposed for synthesising sliding mode controllers and 
observers consider systems with mismatched param etric uncertainties.

Let 0  Ç 3Î’’ be the param eter space and let 6 = [6i 02 ■ ■ ■ 9rŸ^ be a vector of real 
uncertain param eters where the uncertain param eter bounds

for %E7(l , r)  (3.59)

define a hyper-rectangle in 0 . This convex set is also called parameter box. The 
uncertain param eter vector 6 can describe two kinds of uncertainties: time-invariant 
param etric uncertainties where 6 may correspond to physical param eters which 
are constant but unknown and for which only extreme values are known up to some 
accuracy, or time-varying param etric uncertainties where 6 represents a continuous
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time real vector-valued function, i.e. 6{t) : %+ 0 , whose upper and lower component
bounds are known. For the sake of generality, uncertain time-varying param eters Oi{t) 
w ith i G 7(1, r) are considered. This consideration can be made since time-invariant 
uncertain param eters can be seen as a particular case of time-varying param eters in 
which 9{t) is constant V t.

Consider a dynamical system with param etric uncertainties described in state-space 
form by

x(t) =  A (0(t))x(t) + B {6{t))u{t) 

y{t) =  C (0(i))x(t) +  D((9(t))u(t)

(3.60)

(&61)

where x  G is the sta te  vector, u G is the input vector, and y  G is the output 
vector. The uncertain matrices A [0 (t)) ,  B (0(t)), C(d{t)) and D (0(t)) are matrices 
of appropriate dimension and are assumed to be affine with respect to the vector of 
uncertain param eters 9{t).

The system m atrix for the uncertain system (3.60)-(3.61) is given by

A(g(<))

C (0 (t))

B(g(f))

D(9(f))
(3.62)

A polytope 3^ so th a t S(0(t)) G 3^ can be defined by calculating A  =  2'’ system 
matrices S,- generated for each vertex of 3^ and constructing the set of all convex 
combinations of such system matrices as follows

{iV=2’’ W =2’’ 'j

^  ^  A/, =  1, //j >  0 for j  G 7(1, A )  ̂ (3.63)

j= i j= i J
where r  is the number of uncertain parameters, and

[ A ,

. c,- D ,
for ;  G 7(1, A  =  2"- (3.64)

The system matrices S,- for j  G 7(1, A )  are obtained by considering all combinations 
of the upper and lower bounds of the uncertain parameters. Figure 3.9 illustrates 
a param eter box for 0 G and the associated polytope of system matrices S, for 
J E 1X1,8).
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Polytope 
o f  System Matrices

Parameter Box 
in the Parameter Space

Figure 3.9: Mapping of a Parameter Box in a Polytope of System Matrices.

The uncertain matrices of the system given in (3.60)-(3.61) can be decomposed into 
nominal matrices and uncertain matrices depending affinely on the components of the 
uncertain vector 0(t) as follows

x (0  =  (A + AA(0(O))x(O +  (B + AB(0(O))u(O 

y{t) =  (C +  A C(0(t)))x(t) +  (D +

(3.65)

(3.66)

It has been shown that polytopic models describe affine parameter dependent sys
tems for which upper and lower bounds are known up to some degree of accuracy. 
Note that uncertain systems of the form (3.65)-(3.66) can be interpreted as linear 
time-varying systems which can be represented using polytopic models as described at 
the beginning of this section. Hence, for the sake of simplicity in the notation, the 
following representation is considered

x(f) =  (A +  A A (t))x(t) F  (B + AB{t))u{t)  

y{t) =  (C +  AC{t))x{t)  +  (D + A D (t))u(t)

(3.67)

(3.68)
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More precisely, in this thesis, the following particular case of (3.67)-(3.68) is considered

x(t) =  (A  + A A ( t ) ) x ( t ) + B ( u ( t ) +  Ç(t,x, u)) (3.69)

y(() =  Cx(^) (3.70)

where x  e  5R” is the sta te  vector, u  G is the input vector, and y  G 3%̂ is the output 
vector. The uncertain vector function Ç(t, x, u) : %+ x x —)■ îî"* represents the
lumped sum of matched nonlinearities and /o r uncertainties. It is assumed to  be norm 
bounded.

R e m a rk  3.8 I f  all components o f the vector o f uncertain parameters are constant 
fo r  all instants o f time, then the independent variable t  G [0, oo) is dropped in the 
uncertain matrices in (3.67)-(3.68) or (3.69).

3.4 Summary

A mathem atical tool which is applied throughout this thesis, so-called Linear M atrix 
Inequalities, has been described in this chapter. In this thesis, performance specifica
tions and design constraints are formulated as LMI-based problems. LMI methods are
significant, for many reasons, bu t most im portantly because problems th a t cannot be 
analytically solved, may be numerically tractable via LMI methods. There are several 
computational software tools (free and commercial software) to solve efficiently feasi
bility and optimisation problems involving LMIs, e.g. LMI toolbox of MATLAB  ̂ and 
SeDuMi 2.

The main definitions associated with convexity of sets and functions have been 
presented. Furthermore, canonical and other forms of LMI formulations were formally 
reviewed. M athematical operations on LMIs applied in the subsequent chapters of 
this thesis were presented. Concepts concerned with LMI regions (convex sets in the 
open left-half complex plane defining stability regions) were given and elementary LMI 
regions were defined in detail. These convex regions are employed in the synthesis 
approaches proposed in the sequel.

In this chapter, different sources of uncertainty in m athem atical models were stud
ied. Here, uncertainties were classified into structured (for example, param etric uncer
tainties) and non-structured uncertainties. Polytopic models, built on the concept of 
convexity (convex sets, convex combination, convex hull), have been presented for de
scribing uncertain systems. It was shown in detail how general linear time-varying and 
affine uncertain param eter dependent systems can be described using poly topic models.

^Commercial add on toolbox from The Mathworks.
^Ftee software, which runs under the MATLAB platform, developed by J. P. Sturm (Sturm, 1999).
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3.4 Sum m ary

Param etric uncertainties are of practical interest since such kinds of uncertainty affect 
real world plants. Finally, it has been highlighted tha t param etric uncertain systems 
represented by polytopic models are completely tractable via LMI methods. This is 
relevant because mismatched param etric uncertainties are considered throughout this 
thesis.
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, . to regard old problems from a new 
angle, requires creative Imagination and 
marks real advances in science. "

A lb ert E instein  (1 8 7 9  - 1 9 5 5 )

State Feedback SMC for Systems 
W ith Mismatched Uncertainties

4 .1  In tr o d u c tio n

The invariance property (Drazenovic, 1969) of VSC systems with a sliding mode, 
as demonstrated in Section 2.4, is one of the most attractive characteristics of this 
nonlinear control scheme. This invariance can be guaranteed with respect to a class 
of uncertainty and exogenous disturbances during the sliding motion, if the so-called 
matching condition is satisfied, i.e. the uncertainties and/or disturbances lie within 
the range space of the input distribution matrix. Although some systems can be 
categorised as uncertain plants with matched uncertainty, there are many practical 
systems affected by mismatched uncertainty.

In this chapter, a synthesis methodology is proposed for the design of sliding mode 
controllers considering parametric mismatched uncertainties in the state matrix. The 
proposed approach employs robust pole clustering in convex regions of the complex left- 
half plane nsing LMI methods. The sliding mode existence problem is then formulated 
as a state feedback problem for the reduced-order system using a polytopic description 
considering the mismatched uncertainty affecting the state matrix. The control law is 
made up of linear and nonlinear parts as established in Section 2.5.3. The linear part is 
synthesised via LMI methods and a polytopic description of the design problem, whilst 
the nonlinear component is of the form (2.91), and is synthesised in such a way that 
the matched uncertainties, nonlinearities and/or exogenous disturbances are rejected 
completely.

The structure of this chapter is as follows: Section 4.2 defines the class of systems 
considered and describes the problem formulation. A design framework based on LMI
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methods and polytopic models is presented in Section 4.3 for synthesising sliding sur
faces and control laws considering full sta te  information. A design example involving 
angular position control of a DC motor with param etric uncertainties is discussed in or
der to illustrate the proposed methodology and its efficacy. Then, Section 4.4 presents 
some concluding remarks.

4.2 System  D escription and Problem  Form ulation

Consider an uncertain dynamical system represented in state-space form V t >  0 by

x{t) = {A  + A A { t ) ) x { t ) + B [ u ( t )  + ^ { t ,x ,u ) )  (4.1)

where x  G î î” is the state vector and u  G 3?*” is the input vector. The uncertain 
vector function x , u) : x x 3̂ ™ -A represents the lumped sum of matched
nonlinearities and /o r uncertainties. It is assumed to be norm bounded.

Throughout this chapter, the following are assumed:

A -4.1  All state variables are available for measurement.

A -4 .2  The input distribution m atrix B  is full rank.

Since rank(B )  =  m , there exists a similarity transformation x{t) i-A T ^x (t) =  x{t) 
such th a t the system nominal pair (A , B ) can be w ritten in regular form. T hat is.

A  =
À 11 Â 12 0

, B  =
Â21 Â22 Ê2

(4.2)

where A n  G ^ 1 2  E Â 2 1  G Â 2 2  G and
Bg G 3%™'̂ ™' are known constant matrices. Moreover, the input m atrix sub-block Bg is 
such th a t de t(B 2) 7  ̂0 .

In this thesis, for the sake of generality, uncertain time-varying param eters 0i{t) 
w ith i G 7 (1 , 7-) are considered. Furthermore, A A { t)  is assumed to be affine in 6{t). 
The uncertain term  ^(£, x, u) and all matched components of the uncertainty associated 
w ith the sta te  matrix, in the new coordinates, have been merged into ^ ^{ t,x , u).

It is assumed that:

A -4 .3  The matched uncertainty is bounded by

||(A(£,x, u)|| <  ^i||u(£)|| + (^(£,x) +  /% (4.3)
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where ÿ  : 3%+ x -A 3%+ is a known function. Furthermore, 0 < k\ < I 
and /û2 >  0 are known constant scalars.

The uncertain system m atrix À a (£) =  Â  +  AÀ(£) in the new coordinate system 
therefore has the structure

À a (£) =
A l l Â 1 2 A Â i i ( £ )  A À i 2(£ )

- f
Â 2 1 Â 2 2 0 0

(4.4)

The design problem to be addressed can be broken down into two stages; firstly, 
design a sliding surface so th a t the sliding mode dynamics are stable despite the uncer
tainties. Secondly, synthesise a control law which induces a sliding motion on the sliding 
surface in finite time from any initial point in spite of the matched and mismatched 
uncertainties in the plant.

4.3 State Feedback SMC D esign Framework

The design framework proposed in this section starts from a polytopic representa
tion of the mismatched uncertainty associated with the system matrix. Subsequently, 
it makes use of LMI methods for synthesising the switching gain m atrix F. W ith regard 
to the control law, both matched and mismatched uncertainties are taken into account 
in the synthesis process.

4.3.1 Sliding Surface Design

Consider the sliding surface defined as follows

=  {x e  3Î" : a{t) =  Fx(£) =  0} (4.5)

where a  E 3%™ and the switching gain m atrix is given by (Edwards & Spurgeon, 1998b):

r =  Fg[ u ,  ]TA (4.6)

The switching function a(t)  and its derivative are identically equal to zero during a 
sliding mode (Utkin, 1992). Hence

X2(£) =  -Kg^Xi(£) (4.7)

Consequently, the null space W (F) dynamics satisfy

xi(£) =  +  A Àii(£)) — (Ài2 +  AÂi2(£))Ksf.^Xi(£) (4.8)
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Writing
Â-a i i (£) =  (Â-ii +  A À ii(i)) (4.9)

and

Â a i2(^) =  (Â i2 +  A Â 12 (£)) (4.10)

implies the reduced-order dynamics involving mismatched uncertainties are given by

Xi(£) =  (ÂAii(£) -  ÂAi2(£)Ksp)xi(£) (4.11)

R e m a rk  4.1 Notice that the reduced-order system above does not exhibit the invari
ance property as in the case o f systems with only matched uncertainties.

R e m a rk  4.2 The matrix F 2 € has no direct effect on the sliding mode dynamics
since it represents a scaling term of the switching matrix F  G

Let S(£) be the pair (Â ah(£ ), Â a i2(£)) given in block m atrix form as

S(£) :=  À aii(£) I À a i2(£) ] (4-12)

As 6{t) G 0 , and AÀ(£) is affine in 6{t), in the sliding mode existence problem, a 
polytope for S(£) can be constructed as follows

N  N  'I

^  m  =  1 , m  >  o for j  e  / ( i ,  n ) I (4 .13)
j= i j=i J

where N  is the number of vertices of and

% [ Â a h j  I A a i2j ] (4-14)

The following is assumed:

A-4.4 the pairs (Â a h j,  Â a i2j)  for j  G 7(1, N ) are stabilisable for all admissible 
uncertainties in the hyper-rectangle contained in 0 .

P ro p o s it io n  4.1 Let Q i G be a symmetric positive definite (s.p.d.) ma
trix and Lroi 6  that =  Lj^OiQr^- reduced-order system (4-11)
is then quadratically stable i f  and only i f

Q i-A ahj +  -Â aiijQ i — LfiOi-ÂAi2j ~  ^Ai2jI^ROi 0 (4-15)

is satisfied for all j  G 7(1, N ).

A
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P ro o f Necessity (==k) Quadratic stability of the reduced-order system (4.11) means 
th a t for a stabilising gain m atrix there exists a Lyapunov function

t^ (£ )= x ^ '(£ )P iX i(£ )> 0  (4.16)

where P% E x(n-m) jg s.p.d. matrix. Computing the time derivative of (4.16)
along the reduced-order system ’s trajectories gives

W (t) =  ^^ (t)P iX i(t)  -b x^(t)P i& i(t) <  0 V x i( t)  E 76 0 (4.17)

Substituting (4.11) into (4.17), and manipulating algebraically yields

W (£)=xï'((Â A ii(£) -  ÂAi2(£)K g^)''P i +  P i(Â A ii(£) -  ÂAi2(7)Kgir))xi <  0 (4.18)

for ail x i( i)  G zfz 0 , and hence the following Bilinear M atrix Inequality (BMI)
holds

A-hoCOP 1 +  P i^R o{t)  A 0 (4.19)

where

Aiîo(£) =  À a i i (£) — ÀAi2(£)Ksr- (4.20)

Since the hyper-rectangle is a convex set defined by the extreme values of 9i{t) G 0  
for i G 7(1 ,r) , and the uncertain m atrix AÀ(£) is affine in 0{t), the vertex matrices 
for the reduced-order system (4.11), considering the definition of the polytope in 
(4.13) along with (4.14), are given by

T̂ ROj — Â a ii j  ~  ■ÂAi2jKgp. for j  G 7(1,77) (4.21)

The quadratic inequality (4.18) can be w ritten as

/  N  N  \

^ ( t ) = x T  X i < 0  (4.22)
\ i = i  j=i /

or

9-3 (a^Oj.P 1 -f P i A roj) -< 0 (4.23)
7=1

Consequently

A L .P i  +  P iA ^o , X 0 for j  G 7(1, N ) (4.24)

since jij >  0 for j  G 7(1,77). This inequality is a BMI for each vertex of the polytope

^SF-

Pre and post-multiplying the set of BMIs given above by Q i A p -^ , ie .  applying
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a congruence transformation, yields

Q i -Â a i I j  +  Â a I I j Q i  — Q lK g j,À J jL 2 ^ -  — À a i 2j K sp- Q i  -< 0 (4.25)

for j  G 1(1, N ). Defining a new decision variable =  Kg^-Qi converts the BMIs 
above into the LMIs defined in (4.15).

Sufficiency {<=) Suppose the LMIs in (4.15) feasible. Hence, there exist matrices P i  
and K gf which can be straightforwardly computed as follows P i  — and Kg^ =  
LiioiQr^- Then, after algebraic manipulation, it follows th a t

A%o(£)P 1 +  P lA jio it) -< 0

holds. Therefore, there exists a Lyapunov function Vi(t) =  xJ’(£)PiXi(£) >  0 for the 
reduced-order (4.11) such th a t Vi(t) < 0  V xi(£) 7  ̂ 0 . This, means th a t the 
reduced-order system (4.11) is quadratically stable.

In addition to the quadratic stability guaranteed when (4.15) is feasible, pole place
ment constraints can be imposed through an LMI region (Chilali et a i, 1999) estab
lished by the designer.

Let J lf(h )  be a half-plane stability region delimited by a vertical line at (—h, 0); let 
^(cn^fd ) be a disk centered at (—c», 0 ) with radius r^; and let ‘̂ ( ( 0 , 0 ), ct) be a conic 
sector centered at the origin of C a t an angle a  with respect to the negative real axis 
of the complex left half-plane. The LMI region

7)(/i, Cn, T-j, a) = .^(/i) n (̂c,!, Tj) n "̂ ((0,0), a)

shown in Figure 4.1 will be considered in this chapter.

(4.26)

P ro p o s it io n  4 .2 Let Q i G ^ s.p.d. matrix and L^oi G gfî”^x(n-m)
he such that Kg^ =  The reduced-order system (4 .11) is quadratically stable
and A (A aiij — ÂAigjKgf) G ^ { h ,  Cn, r^, a) fo r  j  e  1(1, N ) i f  and only i f  the following 
LMIs are satisfied

4- 27Q i - 4  0 (4.27)

"î'dQl A aU jQ i — AA12jLflOi +  CnQl 
* -r d Q i

sin(o) 'Fj cos(o;) T j

* sin(a) 47j

(4.28)

(4.29)
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where

and

' ^ j  —  Q l À ^ l l j  +  Â a U j Q i  — L ^ O i-^ A 12j  ~  À A l 2jL flO j

T j  =  A a U j Q i  — — À A 12jL flO i +  L ^ O i Â a i 2j

(4.30)

(4.31)

A

P ro o f This follows from Theorem 3.2 and similar arguments applied in Proposition 4.1.

Im{C}

Re{C}

Figure 4.1: LMI Region T){h,Cn,rd,a)

R em ark 4.3 Notice that the LMIs (4-27)-(4-29) correspond to the half-plane stability 
region Jt^{h), the disk ^{cn,rd), and the conic sector ^{{0 ,0), a) respectively.

R em ark 4 .4  Propositions 4-1 and 4-2 are constructive since if the associated LMIs 
are feasible, then the gain matrix can be calculated, and hence a switching gain 
matrix of the form given in (4-6) can be designed.

4 .3 .2  C on tro l Law S y n th es is

Assume that an appropriate switching gain matrix F has been designed and define 
the nonsingular transformation matrix

T„ =
I (n -m )  0

T i  F a
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The change of coordinates x(t) i-> T^x(t) =  x(t) yields

k i( t) =  +  ÂAizW rg^XaW  (4.33)

±2it) = F2ÀA2i(i)xi(i) + r2 À A 2 2 (i)r^ ’'X2(i) +  r2B 2(u (t) + |A ( i ,x ,u ) )  (4.34)

where

Â All(t) =  Â All(t) — À.Al2{t)1^SF 

ÂA2l(t) =  KgjrÀAll(t) +  À 21 — Â 22K 5 

Â a 22(^) =  K sj^Aa12(0  +  Â 22

(4.35)

(4.36)

(4.37)

The transformed system (4.33)-(4.34) can be w ritten in the compact form

5c{t) = A{t)5c{t) + B{u{t) +  & ( t,x , u)) (4.38)

where

X i( t )

^2(()

A-All(i) ÀAi2( i ) r 2 ^

r 2ÂA2l ( 0  r '2ÂA22(^)r '2

A ll(t) A l2(t) 

A2l{t) A22{t)

X i( t )

X2(t)
+

X i( t )

X2(t) 

0

B 2

0

r2Ê 2
(u(t) +  (A(f,x,u)) (4.39)

(u (0  + & (^ ,X , u)) (4.40)

Let P  be a Lyapunov m atrix partitioned as follows 

P  A
Pi 0 

0 Po
(4.41)

such th a t P i  e  rn)x{n m) -g associated with the BMI (4.19) where ARo{t) = A n { t) .  
The component P 2 E will be designed in the sequel.

The control law consists of two components

u (i) =  uz,(i) +  u jv l(0 (4.42)

where is the linear full-state feedback component and UjVL(i) is the nonlinear part. 
Although the control law above could potentially have only the nonlinear component, 
the linear term  has an im portant effect in th a t the gain of the nonlinear component 
can be of a smaller magnitude.

The linear component ui,(t) is taken to have the form

u l (^) =  -J "x (t)  
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where IF 6 and the nonlinear component is given by

(4.44)
I 0 otherwise

where the scalar function p{t, x, u) is such th a t

m x , u ) >  + (4.46)
1 — Ki K{02)

where
0 <  < 1 (4.46)

with

«(02):=  11^ '̂II 11̂ 2 II (4.47)

and rj G 3î+. Note also th a t by construction X2(f) =  cr{t).

Assume the matched uncertainty in (4.38) is equal to zero, and there exists a gain 
m atrix T  in (4.43) such th a t

(A(t) -  +  P  (A(t) -  07") X 0 (4.48)

is satisfied.

Since the param eter box in 0  is a convex set and the uncertain system m atrix A {t) 
is assumed to be affine in 6{t), a polytope can be constructed considering the pair
{A {t) , 0 ) as follows

C N N  'I

11=1 1=1 J
where N  is the number of vertices of and

^ 1  := [ A  I ^  ] for J G 7(1, A ) (4.50)

Consequently, using the polytopic description given above, the m atrix inequality
(4.48) can be w ritten as

N  N

^  (Aj -  07:)"'p +  P  ^  (A, -  07-) ^  0 (4.51)
1=1 1=1
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with =  1 and pj > 0 îor j  e  I{1, N ), or equivalently
1=1

(4.52)
1=1

Since pj > 0 for j  E 7(1, A ) a necessary and sufficient condition for (4.52) to hold 
is th a t

(Aj -  0 .F )"^P +  P  (Aj -  07^) ^  0 for ;  E 7(1, A ) (4.53)

W rite this m atrix  inequality conformably w ith (4.40) and partition the gain m atrix

then, (4.53) is equivalent to 

A ^ ijP  1 +  P  lA i i j (A.21j — 02  7 u ) P 2 +  P  l7 ll2 j  

(A,22j — B%T2) P 2 +  P 2 — 027 -2)

(4.54)

^  0 (4.55)

for j  G 7(1, N ).

Introducing a change of variable Q =  P '^^  ie .

Qi 0 P[^ 0

0 Q2 0 P 2 '

and applying a congruence transformation, (4.55) is equivalent to 

-b b liijQ i Ql(7l21j — 02  7u) + 7ll2jQ2 

Q2 (.4.22j — 0 2 7 2̂ ) -b (7l22j — 0 2 7 2̂) Q2

f o r  j  G 7 ( 1 ,  N ).

Defining further m atrix variables

yields

Li =  TùQi and L 2 =  7^2Q2

Q i“4 n j +  b liijQ i Q iA jij — I 1JB 2  + 4.12J-Q2

* Q 2blj2j — ^2 ^2  +  7l22jQ2 ~  02  L2
0  0

f o r  j  G 7 ( 1 ,  N ).

1.56)

0 (4.57)

(4.58)

(4.59)
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These are LMIs w ith Q i, Q 2, L i and L 2 as matrix decision variables. The gain 
m atrix  T  in term s of these m atrix variables is given by

^ = [ l F r  -02 J =  [ L iQ r^  L2Q 2 '  J (4.60)

P ro p o s it io n  4 .3 The control law (4-42) with linear state feedback (4-43) and nonlin
ear component (4-44) guarantees that a sliding motion takes place in finite time on the 
the sliding surface 5^ defined in (2.3) inside the sliding patch

=  { x i E , X2 E K'" : llxill <  ,7 7 -^} (4.61)

where

and rj G 9%+.

P ro o f  Using

7 =  -  ^2-^11} (4.62)

A

u(t) =  -  J:x(t) -  p(t, X, u ) 0 2   ̂ (4.63)

in (4.40) produces the following expression associated with the vector X2

^2(t) =  .G^l(t)Xl(t) +  .<42(t)X2(t) -  p(f, X, +  02& (t, X, u) (4.64)

where

— -4.21 (t) ~  027Ü (4.65)

■̂ 2 2 (1 ) =  4l22(t) — 027^2 (4.66)

Consider the Lyapunov function

1^(t):=X2(f)P2X2(() (4.67)

Using the polytopic description of the pair (M2i(t),7l22(0) defined in (4.49) along w ith 
the time derivative of (4.67) yields
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^ ( ( ) = ^ 0 l ( ^ 21jX i( f )+ Æ /22jX 2(t) - p ( t ,  X, u ) j j ^ ^ ^ ^ + 0 2 (A (( ,X ,u j) P 2X2(t)

+ X ^ ( t ) P 2 ^ ^ / i j  21 jX i( t)  22jX2(t) - ^(t, X, u ) + 0 2 & ( t ,X ,u j )  (4 .6 8 )

where

^  2 1 j  =  -4.2 I j  —  0 2 0 ’l  ( 4 .6 9 )

^ 22j — -422j ~  02-02 (4.70)

Define

A t j  A  Æ / ] g j P 2 +  P 2 ^ 22j  ( 4 .7 1 )

which is negative definite (n.d.) by design. This follows from (4.55) and a Schur 
complement argument since (4.55) is equivalent to

(^ 22; -  02-0^) ''P 2 +  P 2 (^ 22; "  02.712) 0 (4.72)

Replacing A ij  in (4.68) and using the fact th a t

| | X ^ P 2 0 2 & ( 0 X , U ) | |  <  | | P 2 X 2 | | | | 0 2 | | | | & ( t , X ,  u ) | |  (4.73)

produces

N  N

1̂ ( t)  <  2x^(t)P2 ^  //jÆ("21jXi(t) +  X^(t) ^  /rj A4jX2(()
1=1 1=1

-  2 ||P2X 2(t)||(p (t,x ,u ) -  ||0 2 ||||& (C x ,n ) ||)  (4.74)

Prom (4.45)-(4.47), it follows

p ( i ,x ,u )  >  l|02||(A;i||ui(O|| +  <^(t,x) +  A;2) +  '/? +  p(^,x,u)A:i||0^^||||02|| (4.75)

By rearrangement, inequality (4.75) becomes

p ( t ,x ,u )  >  ||02||(A;i(||ui,(l)|| + p ( t ,x ,u )  110̂ 1̂1) +  ÿ ( t ,x )  +  /C2) +?7 (4.76)

and consequently

p (t,x ,u ) > ||0 2 ||(A:i||u(t)||,+ ÿ (t,x ) +  A2) +77  (4.77)
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because

||u(t)|| =  ||u z ,(t)+  UiVL(t)|| <  ||u i(i)|| +  ||u7vi,(t)|| <  ||u i(f) || + p { t,x ,u ) \\B 2 \̂\ (4.78)

Considering (4.3), in the new coordinates, inequality (4.77) can straightforwardly be 
w ritten as

p ( t ,x ,u )  >  ||0 2 ||||& (t,x ,u ) || +?7  (4.79)

and hence

N  N

^ ( t )  <  2x^(t)P2 ^ X i ( ( )  +  x^ (t) ^ X 2 ( t )  -  2||P2X2(t)|| ?7 (4.80)
1=1 1=1

Finally, inside the sliding patch ||x i(t) || <  so

/  N  \  N

%{t) < 2||P2X2(f)|| I 5 ^ 0 llK 2 ij||? 7 7 “  ̂ - v ]  + X 2 (t) Y^0iA4jX2(() <  0 (4.81)
\l= i /  1=1

since
N

(4.82)
1=1

(4.83)

N

^ j U j  =  l  and p - j > 0  for j  G 7(1, IV) (4.84)
1=1

Therefore, the sliding motion occurs in finite time, provided Xi(t) remains in Çlgp.

Q.E.D.

The design of the gain m atrix F  in (4.85) consists of finding a solution, if there
exists, to the LMI feasibility problem in (4.59).

Note, moreover, th a t the linear part of the control law in the original coordinates
is given by

u^(t) =  -7T »T A X (() =  -F x ( f )  (4.85)

Since, p(t, x, u) ^ p{t, x, u) and X2(t) =  (r(t), the nonlinear component is given

by

U M *) (4.86)
0 otherwise

with

and
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4 .3 .3  D e s ig n  E x a m p le

Conversion of electromechanical energy using rotating electric machines involves 
converting electrical energy into mechanical energy or vice versa. These machines 
can be classified depending on its energy conversion function as generators or motors. 
The former converts mechanical energy into electrical energy, and the latter absorbs 
energy in electric form and converts it into mechanical energy. In turn, electric rotating 
machines can be divided into Direct Current (DC) machines and Alternating Current 
(AC) machines.

DC motors are commonly used as electromechanical actuators in control systems. 
These kinds of motors can be found in many engineering applications, e.g. robotics, 
machine tools, aircraft actuators, valve actuators, the automotive industry, etc.

In (Chapman, 2005) DC motors are classified according to the field and armature 
connection into four main categories: (1) Separately excited DC motors, (2) shunt 
wound DC motors, (3) series wound DC motors, (4) permanent-magnet DC motors, and 
(4) compounded DC motors which can be cumulatively or differentially compounded 
DC motors.

A DC motor as other rotating electric machines are made up of two main compo
nents: the stator is the stationary or fixed part of the motor, whilst the rotor provides 
a mechanical rotary motion. Figure 4.2 shows a detailed schematic representation of a 
DC motor. The electromechanical diagram of a DC motor is presented in Figure 4.3.

Brush

Stator magnet

Rotor windings

Stator magnet

Shaft \ Commutator Brush 

Bearings

Figure 4.2; Schematic Diagram of a DC Motor (Figure adapted from (Franklin et a l, 
2002) page 55)
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R

V.a

Figure 4.3: Electric and Mechanic Diagram of a DC Motor (Figure adapted from 
(Franklin et a i, 2002) page 54)

From a control viewpoint, DC motors can be either armature or field controlled. 
Since in this section an armature controlled DC motor is considered, only this scheme 
is described. In this case, the field current zy is constant.

A mathematical model of an armature controlled DC motor can be constructed 
following the concepts presented in (Franklin et a i, 2002) (Ogata, 2002). This model 
comprises differential equations describing the electrical and mechanical dynamics of 
the system. The torque generated at the motor shaft is given by

T m ( t )  — h j 4 a { t ) (4.87)

where K-r [ Nm/A ] is a torque constant or electromotive force (emf) constant, and 
ia{t) is the armature current [A]. The back emf voltage e{i) induced in the armature 
is given by

e{t) = K.  d -à il)
dt (4.88)

where Kg [Vsec/rad] is the electric constant, and i?(t) [rad] is the shaft angular po
sition. By applying the Kirchhoff’s Voltage Law (KVL), the following differential 
equation can be written

dt dt (4.89)
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where [H] is the arm ature inductance, Ra [D] is the arm ature resistance, and 
Va{t) [V] is the arm ature voltage.

In order to obtain the  differential equation governing the mechanical dynamics of 
the DC motor, Newton’s second law for rotations is applied producing

dt' dt

By defining state variables as

x i{t) = 'â{t) [rad] , X2 {t) =
dt

[rad/sec] , X3 {t) = ia{t) [A]

(4.90)

(4.91)

and considering the arm ature voltage Va{t) as the input signal of the system, the 
following state-space representation of a DC motor results from dift'erential equations 
(4.89)-(4.90):

x (t)

The constant param eters are: the viscous friction coefficient b [Nmsec], the motor 
torque constant Kj. [Nm/A], the back emf constant [V /(rad/sec)], and the arm ature 
resistance [D]. Here, the moment of inertia Jm [kgm^] and the arm ature inductance 
La [H] are assumed to be uncertain parameters. The uncertain moment of inertia Jm 
can be w ritten as

0 1 0 0

0 __L
Jm

K t
Jm

x(() -1- 0 u(t) (4.92)

0 La
_Bal

La _
1

. La J

(4.93)

where J^o stands for the nominal inertia and the term  5j^ is uncertain but bounded.

Define the error ratio =  {La^ + La)/La- This allows the uncertain arm ature 
inductance to be modelled as

(4.94)

where denotes the nominal inductance.

The nominal param eter values of the DC motor under study are given in Table 4.1.
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Ra Rao Jmo K-r Ke
[0] [H] [kgm^] [Nm/A] [V/(rad/sec)]

1.20 0.05 0.135 0.60 0.60

Table 4.1: DC motor nominal param eters (Edwards & Spurgeon, 1998b)

It is assumed th a t the nominal viscous friction coefficient is 6 =  0.01 [Nmsec]. The 
uncertain terms 5j^ and are assumed to be —2.41 <  5j^ < 2.60 for 0.20 > Jm > 
0.10 and \5l^\ < 0.10 (which means th a t the arm ature inductance is known up to an 
accuracy of 90 %).

A convex LMI region is defined so th a t the damping ratio is (  =  0.95 and the 
natural frequency =  2.0. To this end, let /i =  1.9, c„ =  0, =  13.0 and a  =  0.3176.
The design framework proposed in this chapter yields the following switching gain 
m atrix

r  =  4.1534 2.4110 1.0000 (4.95)

where F 2 =  1.

The eigenvalues of A (À aiij -  ÂAïayKsf) for j  6 / ( 1 ,2) are { -  2.7468 , -4.5362} 
and { -  1.9800, -12.5861}.

The linear component of the control law (4.85) is

«.&(0 =  [ -4.5011 -2 .2175 -0.4021 ] x(() (4.96)

The eigenvalues of the closed loop using (4.96) are {-25.9069, —3.0924 ±  0.9283%} 
and {-1 .9036, -15.1190 ±  7.4268%}.

The nonlinear part of the control law has been designed considering the scalar gain 
=  0.1. The known function y (t, x) in (4.3) is given by

<y?(t,x) =  0 .0 6 |æ2(t)] +  0 .12 |æ3(t)| (4.97)

and /c2 =  0.

The following cases were considered: (1) the nominal plant; (2) the uncertain plant 
w ith L  =  0.046 [H] and J  =  0.10 [kgm^]; (3) the uncertain plant w ith L  =  0.046 [H] 
and J  =  0.20 [kgm^]. The initial condition considered in all the computer simulations 

was 1̂ 1 0 0 j • The time evolution of the state variables are shown in Figures 4.4, 
4.5 and 4.6 for the three cases described above. Figure 4.7 depicts the control signals. 
The switching function for each simulation case is shown in Figure 4.8.
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Nominal J and L 
Lower J and L = 0.046 H 
Upper J and L = 0.046 H
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Figure 4.4: Angular position é(t) [radj.
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Figure 4.5: Angular speed d'â{t)/dt [rad/sec].
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Nominal J and L 
Lower J and L = 0.046 H 
Upper J and L = 0.046 H0.5
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Figure 4.6: Armature current ia [A].
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Figure 4.7: Armature voltage Uo(t) [Vj.
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Figure 4.8: Switching functions.

Figures 4.4, 4.5 and 4.6 show that the designed sliding mode controller stabilises 
the DC motor in spite of the uncertain parameters J  and L. After 2.5 sec, all state 
variables are essentially at the origin in the state space. The control effort shown in 
Figure 4.7 is smooth and from a practical viewpoint it is within an admissible range. 
It can be seen in Figure 4.8 that a sliding mode occurs between about 0.1 and 0.2 sec 
which can be considered fast enough for several engineering applications.

4 .4  S u m m a ry

The effect of mismatched uncertainties on the reduced-order sliding mode dynamics 
has been studied. A sliding mode controller design approach based on LMI methods 
and a polytopic description of mismatched parametric uncertainties has been presented. 
This class of uncertainties is of practical interest in real world applications.

The switching function and control law use full state information. Although this 
assumption might be restrictive in some practical engineering problems, an argument 
supporting the use of full state feedback is the existence of estimation approaches which 
can reconstruct state variables.

The sliding mode existence and reachability problems have been dealt with using 
polytopic models. Robust pole clustering in LMI regions, considering mismatched
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param etric uncertainties, has been employed for synthesising a parameterised sliding 
surface. The control law consists of two components and its design also takes into 
account both types of uncertainties. The gain m atrix in the linear component of the 
control law is obtained by solving an LMI feasibility problem. The design of the 
nonlinear part is dependent on one of the m atrix variables obtained when synthesising 
the linear component.

An example, considering angnlar position control of a DC motor involving matched 
and mismatched uncertainties, has illustrated the proposed synthesis framework and 
dem onstrated its efficacy through computer simulations.
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“A mathematical problem should be difficult in order to 
entice us, ye t not completely inaccessible, lest it mock at 
our efforts. It should be to us a guide post on the mazy 
paths to hidden truths, and ultimately a reminder o f  our 
pleasure in the successful solution"

D avid H ilbert ( 1 8 6 2  -  1 9 4 3 )

Sliding Mode Output Feedback Control: 
A Polytopic Approach

5 .1  In tr o d u c tio n

Many of the early SMC approaches assumed that the state vector is accessible, and 
hence all state variables are available to the control law. This was the most limiting 
assumption made in the previous chapter. Although this assumption has allowed real 
applications to be tackled, it is quite restrictive, as in many applications only a subset 
of the state variables are physically measurable. Sometimes the state vector cannot 
be measured because some state variables do not have physical meaning, or perhaps 
software and hardware overhead costs to measnre them may be high. There are two 
main ways of overcoming this problem: (1) static output feedback control, and (2) 
dynamic output feedback control. In this chapter, a design framework based on LMIs 
is presented for synthesising static and compensator-based output feedback sliding 
mode controllers. The existence and reachability problems are formulated using a 
polytopic description. The sliding surface and sliding mode control law design is based 
on LMIs. In this chapter, both matched and mismatched uncertainties are considered 
when synthesising the output feedback sliding mode controllers.

This chapter is organised as follows: firstly, the class of systems considered, and 
the formulation of the problems to be dealt with, are described in Section 5.2. Then, 
in Section 5.3, a static output feedback sliding mode controller design methodology is 
presented and design examples (a numerical example and one involving lateral control 
of an aircraft) illustrate the proposed approach. In Section 5.4, dynamic compensa
tion is considered in such a way that compensator-based output feedback sliding mode 
controllers can be synthesised. A numerical example, involving a system which is not
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stabilisable via sliding mode static output feedback control, demonstrates the effec
tiveness of the proposed methodology. Finally, some concluding remarks are drawn in 
Section 5.5.

5.2 System  D escription and Statem ent o f Problem s

Consider an uncertain dynamical system described in state-space form V t >  0 by

x(f) =  (A  +  A A (i) )x ( i) - f  B (u ( i ) - f  Ç(i,x, u)) 1
} (5-1)

y (t) =  C x(t) j
where x  E is the sta te  vector, u  e  S?™ is the input vector, and y  E 3%̂ is the output 
vector. The uncertain function ^ (t,x , u) : x K" x -> represents the lumped
sum of matched nonlinearities and /o r uncertainties.

The following assumptions are postulated:

A -5.1 The order of the system and the number of output and input signals 
satisfy n > p > m.

A -5.2  The input and output matrices are both full rank, i.e. rank(B ) — m  
and rank{C ) =  p.

A -5.3  In the nominal triple (A, B , C ), rank{C Q ) — m.

As discussed in Section 2.3.2, from assumption A -5.3  there exists a similarity trans
formation in which the nominal triple (A, B , C) of the system (5.1) can be w ritten in 
the output feedback canonical form (Edwards & Spurgeon, 1995):

A  =
A n A i2 0

, B  =
Â 21 Â 22 Ë2

, C  =  0 T  (5.2)

where A n  E g  A 21 E g  g

^mxm  gjQ known constant matrices. The state vector x  is partitioned conformably 
w ith (5.2) as follows

x ( t ) = [ x T ( ( )  (5.3)

Assuming all matched components of the param etric uncertainty associated with
the system m atrix and Ç(i,x, u) have been incorporated into |)^(t,x, u), the system
m atrix

AA(t) =  A 4-A A (t) (5.4)
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in the new coordinates, has the structure 

A a ( )̂ =  a  +  A A (t) =
All A i2

+
AAii(t) AAi2(t)

Â 21 Â22 0 0
(5.5)

Throughout this chapter the following assumptions are considered;

A -5 .4) The matched uncertainty term  ^ ( t , x ,  u) is bounded by

||&( ,̂x,u)|| < /ci||u(t)||+(p(t,y(t))+ ^2 (5.6)

where cp : 3Î+ x is a known function. Furthermore, 0 <  A;i <  1
and k<2, >  0 are known constant scalars.

A -5 .5) The uncertain m atrix A A (t) in (5.5) is affine with respect to the param 
eter vector 0{t) 6 0 .

The sliding surface S^op is defined as follows

=  {x  E : <r(t) =  P y(t) =  PC x(t) =  0} (5.7)

where a{t) E and P  € The switching gain matrix P  is parameterised as

(5.8)

where P 2 E is nonsingular and K q f  E

Using similar arguments to those presented in Section 2.3.2, but now considering 
the uncertain system (5.1) yields the following reduced-order system

i l ( t )  =  (À A ii(t) -  À A i2(l)K oFC i)xi(t) (5.9)

where
A a i i(^) =  (A ll +  A A ii(t)) (5.10)

Â a i2 (0  — (Â 12 +  AÀi2(t)) (5.11)

and C l is defined in 2.43.

The reduced-order dynamics (5.9) correspond to an output feedback problem in
volving mismatched uncertainties.

S M S O F  C o n tro l P ro b le m : Design a switching gain matrix P  of the form (5.8) such 
th a t the sliding dynamics (5.9) are stable. Furthermore, synthesise a SMC law which
guarantees a finite time reaching phase from any initial point x(to) =  Xq ̂  ^ ’of in the
state  space ÆT to the sliding surface.
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In some particular cases, the existence problem for systems given by (5.1) with 
matched and mismatched uncertainties cannot be solved, as the following bilinear ma
trix inequality (BMI) is not feasible {i.e. the uncertain reduced-order system (5.9) is 
not static output feedback stabilisable);

(À A il(t) — ÂAi2(t)KoFC'l) P i  +  P i  (Â A ll(t) — Â a i2(^)KofC i ) -< 0 (5.12)

where À a h ( 0  nnd À a i2(^) have been defined in (5.10) and (5.11) respectively.

This problem can be addressed by adding extra dynamics through a compensator 
providing further degrees of freedom for synthesising a sliding surface. Consider a 
dynamic compensator of the same form as in (Edwards & Spurgeon, 2003) described 

by

±c{t) = Sxc(t) +  $ y ( t )  (5.13)

where S  G 3?®̂  ̂ and 4/ 6 and a sliding surface in the augmented state space
Ç defined as

=  {a;, e  9%"+̂  : <T.(t) =  rcX^(t) +  r c x ( t)  =  0} (5.14)

where x„ =  [x j x'^]^ is the augmented state vector, aa{t) G 9Î™' is the augmented 
switching function, whilst Pc G and P  G 9%™̂  ̂ are components of the augmented 
switching gain matrix P<j =  [ P^ P  ] to be synthesised.

Let

T 'T  =  [Ÿ1 ^ 2] (5.15)

where 4>i G ipg E 9?®̂ ™.

Consequently, the dynamic compensator ( 5 .1 3 ) ,  considering y{t) = C x(t) =  [̂ 0  T  j x(t) 
and the state vector partition ( 5 .3 ) ,  can be w ritten as follows

±c{t) =  Sxc(t) 4- T ^ i C i X i ( t )  -f ^ 2X2(t) ( 5 .1 6 )

where

[ b ( (p - m )x (n -p ) )  I ( p -m )  ] ( 5 .1 7 )

During the sliding mode,

<Ta =  P l C i X i  - f  P 2 X 2 +  P cX c =  0  (5.18)

Since P 2 is nonsingular, equation ( 5 .1 8 )  can be multiplied by P ^ ^  producing

K o f C i X i  -t- X2 +  K c X c  =  0  ( 5 .1 9 )
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where K q f E E 9%™̂  ̂ are defined as

KoF =  Fg ^Fi (5.20)

Kc A Pg ^Fc (5.21)

Now, consider the following set of first order differential equations describing the 
dynamics of the null space A/"(P„) of the uncertain system (5.1) given by

Xi(t) =  A A ii(t)X i(t) +  AAi2(t)x2(t) (5.22)

Then, substituting for X2 (t) from (5.19) in (5.22) and (5.16), yields the following 
reduced-order sliding mode system

Xl(t) — (AA ii(t)  — A A i2(t)K oFC i)x i(t)  — AAl2(t)KcXc(t) 

x ,(t) =  (Ÿ 1 -  » 2 KoF)CiXi(t) -H ( 2  -  $ 2Kc)xc(t)

S M D O F  C o n tro l P ro b le m : Find 2 , T 'l, i / 2, K q f and Kc so th a t 

T (f) =
(AA ll(t)  — A ai2 (^ )K ofC i)  —Aai2C0Kc  

( » i - ^ 2K oF)C i (2 - Ÿ 2Kc)

(5.23)

(5.24)

(5.25)

is stable. This defines both the compensator and the augmented sliding surface (to be 
discussed in Section 5.4). Furthermore, design a sliding mode control law such tha t 
the sliding surface is reached in finite tim e from any initial point Xa(to) ^  ^oFa
in the augmented state space and a sliding motion takes place thereafter.

A

5.3 Sliding M ode Static O utput Feedback Control

In the sequel, the existence and reachability sliding mode control problems are 
formulated from a polytopic perspective via LMIs.

5.3 .1  S lid ing Surface D esign

Let S(t) be the block m atrix form of the triple (À A n(t), A a i2(^), C i) given by

S(t) =
A a i i (0 A  A 1 2 ( ^ 0

C l 0
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and let % be the block m atrix form of the triple (ÂA^y, , C i) given by

§ , =  ÂA,1, ÂAi,,.A aii,- Aai2j
Cl 0

then a polytope can be constructed as follows

N  N

2 2 :  2 2  ^  ^  0 for ;  G 7(1, A )  ̂ (5.28)
4=1 4=1

where N  is the number of vertices of S^op. These vertices can be computed using

■^Aikj =  Âifc +  AÀifcj =  Àifc +  2 2  ^jAAifeJ _ (5.29)

for k G 1(1, 2) and j  G 1(1, N  = 2’’) and C i is defined in (5.17). Note th a t perm utation 
of the uncertain param eters for i G 1(1, r), considering the upper and lower bounds, 
is applied in order to calculate ÂAikj defined in (5.29).

The following is assumed:

A -5 .6  The system triples (A a h j, A a i2j, C i) for j  G 1(1, N )  are stabilisable and 
detectable.

The vertices of the polytope are said to be simultaneously stabilised by 
the gain m atrix K q f if there exists a s.p.d Lyapunov m atrix P i  G 
th a t

^A ahj — ÀAi2jKoFCi^ P i  +  P i  ^A a iij — ÀAi2jKoFCi^ -< 0 (5.30)

for all j  G 1(1, N ).

As the synthesis of the gain K q f corresponds to a static output feedback problem 
for the system triple (À A n(t), A a i2(^), C i) any available LMI approach for polytopic 
models could be employed. Here the non-iterative LMI-based algorithm proposed in 
(Benton & Smith, 1999) is applied. An im portant feature of Benton & Sm ith ’s ap
proach is its simplicity, bu t the main drawback is the difficulty in finding a suitable 
state feedback gain K ^f such th a t the system is Simultaneously K-Stabilisable and 
Detectable (Benton & Smith, 1999).

The Benton & Sm ith  algorithm is now formulated for the SMSOFC existence prob
lem as follows:

S te p  1) Define the N  vertices of the polytopic model.
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S te p  2) Define a degree of stability such tha t

Â Aii., =  ÂAiy +  for ;  G 7(1, A )

S te p  3) Solve the following optimisation problem 

min trace{QsF) 
s.t.

Q sf ^  7(n—m)

+  Â ah^j.Q sf +  '^sF^Ai2j +  -^AizjYsf "< 0

for j  G 7(1,77)

S te p  4) Set K sf =  YsFQ^F-

S te p  5) Solve the LMI feasibility problem 
find e and P i  

s.t.

P i  ^  I(n—m) J Ê 0 

+  À a ijjK sf^  P i  +  P i  +  À a ijjK s f^  0

^ A iia jP i +  P iÂ A ii.j -  e C j’C i -< 0

for j  G 7(1, A)

S te p  6) Solve the following LMI problem 
find K qf 

s.t.
^ Â a u c j  “  Â a i 2j K o f C i ^  P i  +  P i  ^ À a ^ ^ j  —  À a ^j j - K o f C i ^  -=: 0

for j  G 7(1, A)

R e m a rk  5.1 The feasibility problem formulated in step 6 can be replaced by an opti
misation problem involving the minimization of a norm defined by the designer. Specif
ically

m in  Q 
s.t.

Q k"̂
k  M

(■Yaiicj — A ai2j K ofC i ) P  1 +  P i (A aii„j- — A ai2i K ofC i ) -< 0 

/o r  ;  E 7 (1 ,A )

where k  — vectorifKoF) and WL is a p.d. matrix chosen by the designer. Thus, i f  
M  =  I  the optimisation problem corresponds to a minimisation o f the Frobenius norm  
(Benton & Smith, 1999).
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5.3.2 Control Law Synthesis

If a  switching gain m atrix F  given in (5.8) exists such th a t (5.9) is stable, then a 
nonsingular change of coordinates x  T x  =  x  exists where

T  =
0I ( n —m )

such th a t the triple (ÂA(7), B , C) from (5.5) and (5.2) can be transformed into

(5.31)

Â.A(t) =  Â  +  A Â (t) =
Â All(t) Â a i2 (0  

Â a 2i ( 0  Â a 22(0

B =  [ 0 Im ]

FC =  [ 0 I„ 1 where C  =  [ 0 T

(5.32)

(5.33)

(5.34)

with T  G such th a t det{T} 0. Noting the form of (5.31) it is evident th a t 
equation (5.33) holds. The structure of F C  in (5.34), follows straightforwardly since 
B g ' =  F2.

Let S{t) be the block m atrix form of the triple (Â A (i),B , C) given by 

S(()

and let be the block m atrix form of the triple (A a j, B , C) given by

for j  G 7(1, N )

Â a (t) B

. c 0
(5.35)

Si =

Thus, a polytope can be defined as follows

ÂA, B

c 0
(5.36)

C N N  'I
=  1, >  Ofor J G 7 (1 ,A)L

I 4=1 4=1 J
(5.37)

where N  is the number of vertices of These vertices can be calculated using

A aj — Â. T  ^   ̂ A Aj
A A114 -^A124

LA214 A a 224
(5.38)

where B  and C  are defined in (5.33) and (5.34) respectively.
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The sliding mode dynamics are associated with

Â a u j =  A a h j — ÀA124K 0FC 1 for j  E 1(1, N ) (5.39)

which are stable by design, and in turn

ÂAll(i) =  ÂAll(t) — À a i2(^)K ofC i (5.40)

is stable by the convexity property of the polytope

Let P  E be a Lyapunov m atrix partitioned as follows

Px 0 

0  P 2
^ In (5.41)

where P i  G g

Consider the control law
u(t) =  U i( t )  +  Uivi(t) (5.42)

with the linear component U i(t) of the form

ul(7) =  - G y { t)  (5.43)

and the nonlinear part u jv i(t) given by

(5.44)
I 0 otherwise

where

+  (6.45)

with r/ >  0 as a design parameter.

The gain m atrix G , in (5.43), is parameterised conformably with the output m atrix 
C  defined in (5.34) and the partition of P  given in (5.41), as follows

G =  [ G i Gs ] T"" (6.46)

where G i G 9î"*x(p-m) g ^mxm  th a t the following m atrix inequality

holds
A Tp +  P A j X 0 for j  G 7(1, N ) (5.47)
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where

A i  =
A ahj A a i24

A a 2 1 j  — G i C l  A a 224 — G 2

(5.48)

for j  e  7(1, N ).

Let D be a sliding patch defined as

n  =  { ( x i  e  Xg e  : llxill <  777-^} (5.49)

where

7  =  max
ie / ( i ,J V )

I  ||P  2  (A a 2 1 j — G iC i)  III (5.50)

P ro p o s it io n  5.1 The control law (5.42)-(5.45) guarantees that the sliding patch 91 is 
reached in finite time and a sliding motion takes place on the sliding surface within 
O.

A

P ro o f  Consider the Lyapunov function

y (t )  := x^(t)P x(f) (5.51)

The time derivative of V{t) along the closed-loop system’s trajectories satisfies

N

P M  =  ^ //j (Â A jX (f)  + B (u (t )  + & (.)))'" P x(t)
i=i

N

+  x ^ (t)P y]//j(Â A jx(t) +  B(u(t) + (^ (  ))) (5.52)
4=1

N

=  x':'(f) -B G C )'"Px(t) +  (B(u^^(t) +  & (-)))^Px(t)
4 = 1

N

+  x ': '( t )P g //X Â A 4 -  B G C )x(t) +x:['(t)PB(ujV7:(t) +  & ( )) (5.53)
4=1

=  x^̂ (t) (ÂAj -  B G C ) P  +  p ÿ ] / / j  (ÂAj -  B G c )  j x(f)
4 = 1  4 = 1

\T ) - 1  P C x ( t )  .p
2x ' (t)PBp(.)P2 ' ' +  2x^(t)PBL(-) (5.54)
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Let

M A ^ ^ ^ .^ Â A j - B G c )  P  +  P ^ / / j ( À A j - B G c )  (5.55)
4=1 4=1

which is a negative definite m atrix by design.

ÿ (f)  =  x^(t)M x(t) -  2 x ^ (f)P B X -)P 2 'J % l  +  2x^^(f)PB&(.) (5.56)
| | r c x ( i ) | |

From the partition of P  in (5.41) and the input m atrix B  defined in (5.33), it follows 
straightforwardly th a t the structural property

P B  =  ( r C ) ^ P 2 (5.57)

holds. Then, (5.56) can be w ritten as

C(x) =  x^(i)Mx{«) -  2p(.)(rCx(())’' F 2 ^  +  2xT (()(rC )’'P2Â{-) (5.58)
| |i  C x (ij||

=  x^:(^)Mx(6) -  2p(.)||rC x(t)|| +  2 (FCx)'^P2& (.) (5.59)

<  x':'(()Mx(t) -  2 ||rC x(()||(p (.) -  ||P 2 ||||& ( )||) (5.60)

<  x^(t)M x(t) -  2 ||rC x(t)|| (p(.) -  ||P 2 ||(A;i||u(t)|| +  y,(.) +  A%;)) (5.61)

Noting th a t

||u(7)|| = ||ui(0 +Uivi,(OII < l|ui(OII + l|ujvL(i)|| < ||ul(OII +7̂ (-)I|P2̂ II
< l|u L (t) ||+ p (-) (5.62)

since ||P^^|| <  1 because Pg >- Im- Then, from (5.45) and (5.62), it follows 

IIP2 II (fei||u(t)ll +  (p(-) +  2̂) <  IIP2 II ^fci(lliiL(t)ll +  p(-)} + ‘T’(') +  ^2  ̂ (5.63)

and, this in tu rn  implies

p(') >  IIP2 II (^i||u(OII +  t (') +  ^2) +  V (5.64)

Thus, (5.61) becomes

F (t) <  x"^(()Mx(t) -  2 ||rC x (t )||?7 <  0 V x(t) f  0 (5.65)

and the system is said to be quadratically stable.
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Partition  the sta te  vector x  =  x /  x j  ] • Consequently

Fy(t) =  rC x(t) =  X2 (t) (5.66)

Now consider the Lyapunov function

14(t)=jk^(t)P2X2(t) (5.67)

Computing the time derivative along the closed-loop trajectories gives

Ÿr(i^) =  ( 2x J ( ^ ) P 2 ( Â a 21j — G i C i ) x i ( t )  -f- 2x J P 2 (u^y/A(t) - f  ^a (O)
4=1 ^

+  ( ( Â a 22j ■“ G 2) P 2 +  P 2 (Â a 22j — G 2) j x 2(t))^  (5.68)

From the m atrix inequality (5.47), it follows tha t

xJ(t)Ha.X2(7) <  0 (5.69)

where

N  N

H(t =  y ]  Pj (Â a 224 — G 2) P 2 +  P 2 y ]  Pj (Â.A224 — G 2) -< 0 (5.70)
4=1 4=1

Furthermore, using (5.44) and re-writing (5.68) produces

N

%,(() <  X^(t)H^X2(t) + y ]m (2 ||X 2 (t) ||||P 2 (Â A 2 1 j -  G iC i) ||||X i(t) ||
4=1

— 2 ||x2(t)|| (p(-) — IIP2 II (A:i||u(t)|| + y(-) +  ^2))^  (5.71)

Since

p{') >  IIP2II (/Gi||u(t)|| -f <p(.) -h /C2) +  77 (5.72)

then

N

t ( t )  < x^(t)H,X2 (t) +  2 ||x2 (t)|| ; ^ m ( l |P 2 (ÂA2i4 -  G iC i)||||x i(t)|| -  ,7) (5.73)
4 = 1
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Inside the sliding patch defined in (5.49) along with (5.50) yields

N

14(t) <  2 ||x2 (t)|| -  G iC i)||,7 7 - '  -  77) <  0  (5.74)
4=1

which means th a t a sliding motion occurs inside the invariant set Q defined in (5.49). 
Therefore, a sliding motion occurs in finite time since the system is quadratically stable.

Q.E.D.

Prom (5.33)-(5.38) and (5.46), the m atrix A j given in (5.48) can be expressed as

A; A ÂA; -  B G C  (5.75)

then it follows th a t

A jP  +  PA - =
-^AiyP 1 +  P  iÂaii4 P  iAai24 +  Â J 21JP 2 — C / L /  

* P 2ÂA224 — L2 +  A ^ 22j P 2 ~  L2
0 (5.76)

for j  e  7(1, A ) with

L iA P g G i and L gA P gG g (5.77)

The Lyapunov inequality (5.76) depends affinely on the m atrix variables P i ,  P 2,
L i and L2. Therefore, an LMI problem can be formulated in order to design a gain
m atrix G  such th a t

l|G|| <  V (5.78)

and

IIP2ÂA214 — L iC ill < 7  (5.79)

However, the firstly inequality (5.78) has to be formulated in term s of the m atrix 
decision variables L i and L 2 defined in (5.77). This inequality can be expressed more 
conveniently considering P 2 from (5.41) and the param eterisation of G  given in (5.46). 
As shown in the sequel

l|G|l =  l |P ^ ' [ L ,  L, ] T - ' | | < | | P i - i | | | | [ L ,  L , ] T - ‘ ||

since Pg Im by definition in (5.41). Then, it follows tha t

| |G | |< | | [ L i  L2 ] T - ' | |  (5.80)
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and therefore by ensuring

[ U  L2 ]T <  Ip (5.81)

inequality (5.78) is satisfied.

The poles of A j  for j  € 7(1, TV) can be placed in an LMI region (Chilali et al., 
1999) of the complex plane C established by the designer as discussed in Section 3.2.6. 
Without any loss of generality, an LMI region characterised by the intersection of the 
disk ^{cn,rd) centered at (—c^, 0) with radius and a half-plane delimited
by a vertical line at (—/i,0) is considered. That is, V{h,Cn,rd) = S>{cn,rd) n  J f  (h). 
Figure 5.1 depicts the LMI region V{h,Cn,rd) under consideration

Im{C}

Re{C}

Figure 5.1: LMI Region V{h,Cn,rd)

In order to formulate an optimisation problem for synthesising the gain matrix G, 
consider a partition of

A a21j = for j  G 7(1, TV) (5.82)

where A a 2 iij € and Â a 212j €

Then, choose any

(5.83)
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and solve the following LMI problem

m in  'ip 

s.t.

— Iplr,

( [ l .

Li L2 I T

- I p i p

P 2ÂA2I J — L iC i

- r d P  

c„P  +  A TP

P A j  + c„P 

-r d P

0

A J P  +  P A i + 2hP -<0

P x L

(5.84)

for j  G 7(1, N ) in terms of the variables L i, Lg, P i  and Pg.

If there exists a feasible solution to the optimisation problem (5.84) then choose

C l =  Pn-^Li and G 2 =  P 7 ^L2 (5.85)

and the proposed control law (5.42) with (5.84) guarantees th a t a sliding mode takes 
place inside the sliding patch. Furthermore, the sta te  trajectories will reach the sliding 
patch in finite time and will remain within it.

R e m a rk  5.2 Condition (5.78) imposes a m inim um  norm constraint in (5.84) 'û ith 
respect to the decision variables L% and Lg.

R e m a rk  5.3 In  some cases, the L M I region in (5.84) have to he redefined in 
order to find a feasible solution. In addition, the designer can set the parameters of the 
L M I solvers (e.g. relative accuracy required on the optimal value, maximum number of 
iterations, feasibility radius, etc.) more conveniently fo r the same purpose.

5.3.3 Design and Computer Simulation Examples: SMSOFC

E x a m p le  5.1 The system considered in this example is taken from (Xiang et a l, 
2006). Such a system belongs to the class of uncertain systems with mismatched 
uncertainties. Another feature of this plant is th a t only a subset of the state variables 
is available for measurement. The mathem atical representation of the plant is given
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by

y(^)

—3 4- sin(t) 0 1 -H sin(2f) ■ 0 ■
x (t) = 1 2 sin(4f) x(() + 1

0 1 -1- sin(3f) - 2 _ 0 _

0 1 0 
1 1 0

x(t)

(u(t) + sm{5t)) (5.86) 

(5 .87)

The initial condition considered is the same as in (Xiang et a l, 2006), i.e. x(t)|^^^^ =  

xo =  [ 1 0 - 1  ]^.

Since ranfc(C B ) =  m, the system in (5.86)-(5.87) can be w ritten in the regular
form (5.2) and consequently (5.5). Using the polytopic approach proposed in Section
5.3, the following switching gain m atrix is obtained

r  =  [ 0 .7327  0 .2673 ] (5 .88)

and the gain m atrix of the linear component of the control law (5.43) corresponds to

G  =  [ 1.8829 1 .1597 1 (5 .89)

The closed-loop eigenvalues of A j  for j  =  1, • ■ • ,8 {i.e. the poles of the closed- 
loop system when only the linear component of the control law is considered) are 
shown in Figure 5.2 and the numerical values are the following {—2 ,—1.0425,—4}, 
{ - 0 .4 1 2 6 , - 2 .6 2 9 9 , - 4 } ,  { - 4 , - 2 , - 1 . 0 4 2 5 } ,  { - 3 .7 6 5 6 , - 1 .6 3 8 5  ± 0 .4 8 0 7 ; } ,  { -1 .0 4 2 5 ,  

- 2 , - 2 } ,  { - 0 .4 1 2 6 , - 2 .6 3 0 0 , - 2 } ,  { - 2 .0 0 3 6 , - 1 .9 9 6 4 , - 1 .0 4 2 6 } ,  and { -2 .9 4 4 0 ,

- 1 .0 4 9 2  ±  1 .3 7 5 2 ;} .

The nonlinear component (5.44) w ith (5.45) is designed such th a t

P((, y ,  1/) =  3 .1 2 1 3 |!/i(d | +  2.1213|3A;(<)| +  1 4 2 4 2 (5.90)

Furthermore, P 2 =  1.0030. In order to avoid high frequency oscillations in the control 
signal, the nonlinear component (5.44) has been replaced by

0

if F y (t) f  0 

otherwise
(5 .91)

and e has been chosen as e =  0.00001.

The closed-loop time response is shown in Figure 5.3. The control effort and the 
time evolution of the switching function a{t) is shown in Figure 5.4. As expected there 
is no high frequency switching in the control signal because of the smoothed unit vector 
control structure considered in (5.91). The results obtained demonstrate the efficacy 
of the proposed sliding mode static output feedback control system.
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1.5

0.5

-0.5

-1

-1.5
-4  -3.5 -3  -2 .5 -1.5 -1 -0.5

Figure 5.2: Closed-loop poles obtained when using only the linear part of the control 
law

 y1(t) = x1(t)
 y2(t) = x1 (t) + x2(t)
-  -  x3(t) (unmeasurable state variable)

0.8

0.6

0.4

0.2

- 0.2

-0.4

- 0.6

- 0.8

0.5 2.5 3.5
time [sec]

Figure 5.3: Closed-loop response

100



5.3 Slid ing M ode S tatic  O utput Feedback C ontrol

 u(t)
 sigma(t)

- 5
0 .5 2 .5 3 .5

time [sec]

Figure 5.4: Control signal u{t) and switching function a{t)

E xam ple 5.2 Consider the following lateral model of an aircraft (Anderson & Moore, 
2007):

■ ' 0 1 0 0 - ,^ (6 )  - 0 0

H t ) 0 4 L r <^(t)
+

L s . '  (^ r(()

/ 9 ( f )
i t
V 0 Y 0 - 1 y s r 0 d . ( t )

.  r { t )  . N , ^ 0 0 .  r ( < )  . -  ^ S v0 A^«. .

(5.92)

where 4>{t) is the bank angle [rad], p{t) is the sideslip angle [rad], r{t) is the yaw 
rate [rad/sec], Sr{t) is the rudder deflection [rad], Sa{t) is the aileron deflection [rad], 

^ r /3 =  {^r ~  Afg) and =  {Ns^ +  N^Ys,). It is assumed that 
< (̂t), I3{t) and r{t) are the output signals. The nominal parameter values of (5.92) are 
given in Table 5.1.

^Po ^00 Lro Apo ^ 0 0 N ro
30
Vn

-2.39 -4.75 0.78 -0.042 2.59 -0.39 0.086
^00 ŜaO ^SrO ^SaO

-0.11 0 0 -3.91 0.035 -2.53 0.31

Table 5.1: Aircraft nominal parameters
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Here, only Yp, L§a and Nsa are considered uncertain. These param eters are assumed 
to be

T/3(t) =  0.50|y^o|5m(107Tt) (5.93)

Tg.(t) =  0.25|Tg^o|aw(47rt) (5.94)

Nsa{t) =  0.25|A/5„o|sm(27Tt) (5.95)

The gain m atrix ’K qf has been designed such th a t the poles of the reduced-order 
motion for each vertex are { —0.1518, —1,5186} and { — 0.1650, —1.3975}. The 
associated switching gain m atrix is given by

-0.0308
-0.2565

0.5243
-0.6857

-0.3880
-0.0095

(5.96)

The LMI region is given by the intersection of the disk D(c„, r^) and the left half-plane 
H{h) regions defined by c„ =  0, =  5 and h =  0.02. The gain m atrix G  is

G
0.1242

-0.2871
0.7743

-0.9447
-1.3628

0.4470
(5.97)

The nonlinear component (5.44) has been smoothed as in (5.91). The scalar valued 
function p{t, y, u) has been designed as follows

p(-) =  0 .35 ||u i||-b0 .14  

The Lyapunov m atrix Pg is given by

304.7039
231.4102

-t-

231.4102
177.5499

0.0014 (5.98)

(5.99)

and e =  0.1 X 10

Figure 5.5 shows the bank angle rate yi{t) = ^{i), the sideslip angle 3/2(() =  p{t) and 
the yaw rate 3/3 (t) — r{t). I t can be seen th a t the proposed SMSOF controller regulates 
all output signals to zero and robustness is maintained in the presence of the unmatched 
param eter variations. The associated control efforts Ui{t) = ôr{t) and U2 {t) — 6a{t) are 
shown in Figure 5.6. The rudder and aileron input signals do not exhibit high frequency 
oscillations and are within reasonable practical ranges. The switching functions cri(t) 
and (T2 {t) are depicted in Figure 5.7. The sliding motion occurs after approximately 
0.6  sec and the system maintains the sliding mode thereafter.
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y1(t) [rad/sec] 
y2(t) [rad] 
y3(t) [rad/sec]

0.05

■S 0

CO
3
a-
o  -0.05

- 0.1

-0.15

time [sec]

Figure 5.5: Time evolution of the output signals yi{t), y2 {t) and y3 {t).

0.15
u1(t) [rad] 
u2(t) [rad]

0.05

co
O

-0.05

- 0.1

time [sec]

Figure 5.6: Control signals U i{ t)  = ô r { t)  and U2 { t)  = ô a { t) .
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0.06

0.04

g 0.02 
o
Sc3
LL

«  - 0.02

-0.04

-0.06

t im e  [ s e c ]

Figure 5.7: Time evolution of switching functions ai{i) and a2 {t).

5 .4  S lid in g  M o d e  D y n a m ic  O u tp u t F eed b a ck  C o n 

tr o l

The Sliding Mode Dynamic Output Feedback Control (SMDOFC) design approach 
developed in this section considers a polytopic formulation for the existence and reach
ability problems and employs LMI methods. The sliding surface defined in (5.14) and 
the dynamic compensator given in (5.16) are considered in this section. Moreover, 
recall that the corresponding reduced-order sliding mode dynamics are governed by 
(5.23)-(5.24).

5 .4 .1  C o m p en sa to r -b a sed  S lid in g  Surface D e sig n

The problem of designing the compensator gains and S  as well as the gain
matrices K  and can be written, using arguments similar to those in (Edwards & 
Spurgeon, 2003), in a static output feedback fashion as follows:

(5.100)

where

Xai(i) =  [ xjif.) xj ( t )  
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(5 .102)

(5.103)

A{t )  =
A a ii(7) 0

0 (t) =
A.a i2(7) 0

c  =
C l 0

0 0 - I , 0 I ,

k: =
K qf K c

4̂ 1 s

Let $ ( i )  be the block m atrix form of the triple and let be the
block m atrix form of the triple (Aj ,Bj ,C) .  T hat is

S(t)
'4(3 0 (3

C 0
(5 .104)

and

So -—
B j '

c 0
(5 .105)

Then, Sj € ^oFa^ where the polyhedric closed convex sub-set

r N  N  'I

=  'j =  I ' m  ^  0 for j  E 7(1, AT) L
I j=i i=i J

(5 .106)

whose N  vertices are given by sub-matrices from (5.105) made up of the m atrix C 
defined in (5.102) and

A j  — A q 4- 7  9 iA A j
'0i={0i,0i}

for ;  E 7 (1 , AT =  2 3 (5.107)

where

g j  =  00 +  y  I  for J E 7(1 , AT =  2̂ "■'  ̂ \a.—ra a.\ '' ^

A q A
A ll 0

, AAj A
A A iij 0

0 0 0 0

% A A i2 0
A 0j A

AAi2j 0

^2  - I , 0 0

(5 .108)

(5.109)

(5.110)
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The following is assumed:

A -5.4) The system triples for j  G 7(1, N ), whose matrices have been
defined in (5.107)-(5.108) and (5.102), are stabilisable and detectable.

The reduced-order system (5.23)-(5.24) is output feedback stabilisable if there exists a
Lyapunov m atrix P ^i =  G g^(n+g-m)x(n+g-m) a gain m atrix 1C such th a t the

following N  bilinear m atrix inequalities are satisfied

(Aj -  ̂ P .i +  P .i  (Aj -  0j/Cc) ^ 0 (5.111)

for j  e  7(1, N ).

As in the SMSOF control framework proposed in Section 5.3, if the m atrix inequal
ities (5.111) hold, then the vertices of the polytope ^o P a  simultaneously stabilised
by the gain m atrix K.. The adapted Benton and Smith algorithm (Benton & Smith,
1999) presented in Section 5.3.1 can be formulated in terms of the triples (A j,0 j ,C )  

for j  e  (1, N ) and P „ i in order to design the gain m atrix /C as follows:

S tep  1) Define the N  vertices of the polytope B^opa-

S tep  2) Define a degree of stability such th a t

A«j =  A j +  ali^n+q-m) for j  e  7(1, N )

S tep  3) Solve the following optimisation problem 

min trace{QsPa) 
s.t.

Q sFo ^  I(n+g—m)

Q,SPa A^j +  Acj QsFa +  ^SPa ^  SPa 0

for j  G 7(1, TV)

S tep  4) Set sPa^sPa'

S tep  5) Solve the LMI feasibility problem 
find e and P ^i 

s.t.

P a l ^  I(n+q—m) , £ > 0 

(Acij -f 0jKgj7„ j Pal +  Pal (Aaj -f Bj~Ksp^ A 0 

A a jP al +  P al Aaj — £ C -< 0

for j  G 7(1,77)
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S te p  6 ) Solve the following LMI problem 
find KL 

s.t.
A 0 j/CCj P . i  +  P . i  (^A«j -  0 j/CC ) -X 0 

for J E 7(1 , TV)

R e m a rk  5.4 A n optimisation problem involving the minimization o f a norm, chosen 
by the designer, may take place in the step 6 o f the adapted Benton & Smith Algorithm. 
For further details, see Remark 5.1.

5.4.2 C om p en sator-b ased  C ontrol Law S yn th esis

Consider the following augmented matrices

AaA(3 =
s # c 0

Ca =
Ig 0

0 Â A (3 B 0  c
(5 .112)

If a switching gain m atrix Fa =  [ Fc F  ] exists such th a t the sliding dynamics in (5.23) 
and (5.24) are stable, then a nonsingular change of coordinates x  i-> TgX exists such 
th a t the triple {Aa/\{t),Ba,Ca) can be transformed into

ÂaA{t) — A(j +  AÂq( 3  -—
Â aAll(3 ÂaA12(3 

A a A 2 l { t )  À aA22{t)

= [ 0 ]

FaCa = [ 0  ] where C. =  [ 0 T„ ]

(5 .113)

(5.114)

(5.115)

with T a  E  %(p+9)x(p+g) such th a t det{T„} A  0 . As in the SMSOF approach in Section 
5.3.2, the structure of FaC„ follows since, by construction, FaCaBa — F C B  =  1^.

Let
A oa(3 4

4 0
s(3  =

The corresponding polytope is constructed by defining

Sj =
ÂaAj Ba

Ca 0

r N N
^  0 for j  E 7 (1 , iv) ^

I  j=i i= i J

(5 .116)

(5.117)

(5.118)
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where the vertices are given by

Â a A j  — À a  +  d i ^ À a i  I
•^aAUj

AaA21j AiA22j
(5.119)

for j  e  7(1, =  2’’), and Ba and Ca are defined in (5.114) and (5.115) respectively.
The sliding mode dynamics are represented as a convex combination of

~  BjKC  for j  G 7(1, Â )

which are Hurwitz by design, and in tu rn

^aAll( )̂ = vT(t) — B(t)}CC

is stable by the convexity property of the polytope ^oFa- 

Let P„ be a Lyapunov m atrix partitioned as follows

(5.120)

(5.121)

Pa = Pal 0 
0 P a2

X I (a+g) (5.122)

where P ^ i G m)x(n+g m) jg Lyapunov m atrix in (5.111) calculated by means

of the Benton & Sm ith  algorithm, and Pq2 €

Consider the control law
U{t) = UL{t) +  UjvL(t) 

with a linear part UL{t) of the form

ui,(t) =  -G ay « (t)

(5.123)

(5.124)

where Gg G 3%"*x(p+g) (5.124), ya{t) = [ x j( i )  y'^(i) G is the augmented
output vector. The nonlinear component UNL{t) is given by

UiVL(i) (5.125)
I 0 otherwise

where p ( i ,y , u) is of the form defined in (5.45).

The gain m atrix G„ in (5.124) is parameterized as follows

G . =  [ c . i  G .2 ] T : '  (5.126)

where G ai G and G^g G Suppose G^ is chosen such th a t the
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following m atrix inequality is satisfied

+  PaÆ(̂  X 0 for j  E 7(1, (5.127)

where

XlaAllj AiA13j

v4aA21j — GttxC XlaA22j “  G^
(5.128)

P ro p o s it io n  5.2 The control law (5.123) along with (5.124) o-nd (5.125) guarantees 
that the augmented sliding patch

n .  =  { (^ 1  G e  %") : K i l l  <  (5.129)

where g > 0 is a design scalar and

7 .̂™aX){ ||P a2 (K A 21j — G a iC ) || |,  (5.130)

is reached in finite time, and a sliding motion on the surface y'oFa C occurs.

A

P ro o f  This follows straightforwardly from similar arguments as those applied when 
proving Proposition 5.1.

Q.E.D.

The LMI-based controller synthesis approach described in sub-section 5.3 can be 
applied to the augmented system triple {ÂaAj,Ba,Ca) defined in (5.119), (5.114) and 
(5.116) respectively. To this end, partition KAZij as follows

XlaA21i — .ÂaA211j Xl(jA212j  J J ^ 7(1, Â ) (5.131)

where ./^Aanj G 3%mx(n+g-p) and K A 2i2j G Then, choose any

7 >   ̂ M«A2iij||  ̂ (5.132)

and solve the following LMI problem:

109



5.4 S lid ing M od e D ynam ic O u tpu t Feedback C ontrol

m in  ip 

s.t.

— i p  I n

4’ 7(p+g)

'Y^m Po2.^aA21j Laid

~l^{n+g-m)

-rdP a  Pa'^^j +  C„P„ 

C«Pa +  -^yP a  —rdPa

0 (5.133)

Pa X I(n+g)

for j  G 7(1,77) where L«^, L^g, and P „2 are the decision variables.

The block matrices of interest and G^^ can be recovered, if the optimisation 
problem (5.133) has a solution, as follows

Gai =  Pcj2̂ Laj and G^g =  P^g  ̂L^g (5.134)

5.4.3 D esign  and C om p u ter S im ulation  E xam ples: SM D O F C

E x a m p le  5.3 Consider the uncertain dynamical plant

+ 9{t) 1 - 1 0

1 - 1  0 x ^0  + 0 (n(t) - |- ( ( t ,x ,1i))
4 0 2 _ 1 _ >

1 0

0 1

(5.135)

where ^ ( t ,x ,u )  =  0.5(sin  (27rt)rc2(t) +  sin (47rt)æ3(t)) corresponds to the matched un
certainty, and 6{t) = 0 .2 sin(i) is the mismatched uncertain parameter.

The root loci of (À n^, À i2j, Ci^) for j  € 7(1,2), considering the extreme values of 
the mismatched param eter 9{t), are shown in Figure 5.8 and Figure 5.9 respectively. 
Figure 5.9 demonstrates th a t the reduced-order system is not static output feedback 
stabilisable. Therefore, a dynamical compensator is required to solve the SMC problem.

Defining \&2 =  1 and F2 =  1, the LMI approach proposed in Section 5.4.1 generates 
the following m atrix

 ̂ -5.8603 4.6965 
-4.7174 3.0759

/C = (5.136)
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which determines the compensator and the switching gain matrix F.

The convex region is defined through =  0, =  5 and h =  0.10. The gain matrix
G designed using the LMI method developed in this paper is given by

G a  = 25.3915 -23.5923 6.8839 (5.137)

The nonlinear part of the control law is smoothed as

i f r . y . W ^ o
w jv l ( 0

0 otherwise
(5.138)

which can be straightforwardly computed from the matched uncertainty ^(Lx, «).

Computer simulations were carried out using the initial condition xq =  [ 1 — 1 O] 
The time evolution of the output signals y{t) and the unmeasurable state variable Xi{t) 
is shown in Figure 5.10. The designed SMDOFC stabilises the plant (5.135) in spite 
of the mismatched uncertain parameter 6 {t). Figure 5.11 depicts the corresponding 
control signal whilst Figure 5.12 shows the switching function.

0.8

0,6

0.4

0.2

- 0.2

- 0.4

- 0.6

- 0.8

Negative Feedback 

Positive Feedback

-4 -3 -2 -1

Figure 5.8: Root locus for the system triple ( À m , À 121, C n )  îor 6  = 9 = —0.2
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- 0.6
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-----

Negative Feedback 

Positive Feedback

-2

■------------------ -X-

Figure 5.9: Root locus for the system triple (À u 2 , À 122 , C 12) îor 6  = 0 = 4-0.2
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Figure 5.10: Response of the uncertain plant using the SMDOF controller
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30
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-3 0
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time

Figure 5.11: Control signal u{t)

Figure 5.12: Time evolution of the switching function a{t)
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5.5 Sum m ary

5.5 Summary

A new sliding mode static output feedback controller (SMSOFC) based on LMIs for 
systems w ith matched and mismatched uncertainties has been proposed in this chapter. 
The existence problem and the reaching problem have been formulated using a poly
topic description. Once the existence problem has been formulated as a static output 
feedback (SOF) problem using a polytopic description, the switching gain m atrix can 
be designed using a numerical algorithm. In this thesis, the non-iterative algorithm 
proposed in (Benton & Smith, 1999) has been adapted to tackle the sliding surface 
design. The control law is made up of linear and nonlinear (switched) components. 
The linear gains of the control law are numerically synthesised after formulating the 
reaching problem from a polytopic perspective as in the existence problem. The de
sign methodology can be implemented in a straightforward way. Computer simulations 
have shown the efficacy of the newly proposed SMSOFC.

A sliding mode dynamic output feedback controller (SMDOFC) for uncertain plants 
with matched and mismatched uncertainties has been also proposed in this chapter. 
This control scheme represents an alternative when sliding mode static output feedback 
cannot be applied. An augmented uncertain system is constructed in order to design 
a compensator-based sliding surface. The existence problem is formulated as an SOF 
problem. The adapted algorithm applied for synthesising a sliding surface for the 
sliding mode static output feedback control scheme was re-adapted in order to deal 
with an augmented polytopic model. It should be noted th a t other algorithms available 
for polytopic models could be applied after carrying out a reformulation consistent 
w ith the sliding surface design. As in the sliding mode static output feedback control 
approach, the control law consists of two components. The linear part of the control 
law is designed using LMI methods through an optimisation problem similar to th a t 
used in the static output feedback case. The nonlinear part deals with the matched 
uncertainty and is not independent of the linear component gain matrix.

The control laws in both proposed control schemes do not incur high control effort, 
and do not induce chattering. The la tter has been achieved by smoothing the discontin
uous term  in the nonlinear control component (see the nonlinear control parts defined 
in (5.91) and (5.138)). Study designs and computer simulations have illustrated the 
proposed approaches and have dem onstrated their efficacy.
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“The important thing in science is not so much 
to  obtain new facts as to  discover new ways of  
thinking about them"

Sir W illiam  L aw rence B ragg  ( 1 8 9 0 -  1 9 7 1 )

Sliding Mode Output Feedback Control: 
Simultaneous Stabilisation

6 .1  In tr o d u c tio n

In this chapter, a sliding mode controller using only measured output signals for 
the simultaneous stabilisation of a finite set of uncertain systems is proposed. The 
proposed controller belongs to the class of outpnt feedback controllers (static and dy
namic). The synthesis methodology involves solving LMI problems. A noteworthy 
feature of the approaches presented in this chapter is that both matched and mis
matched uncertainties can be considered. Furthermore, these control schemes can be 
also applied in the context of fault tolerant control (FTC), as discussed in Chapter 1, 
where the operating conditions are regarded as the fault-free and various fault affected 
plant models. Thus, a single output feedback sliding mode controller, if one exists, 
simultaneously stabilises a plant when there are faults affecting the dynamics of the 
system and in normal operating conditions. Here the class of faults considered affect 
the state matrix, whilst faults associated with actuators (that is, faults in the input- 
channel) can be interpreted as matched uncertainties.

This chapter is structured as follows: Section 6.2 describes the class of systems 
considered and problems to be addressed. A sliding mode static output feedback 
(SMSOF) controller design framework for the problem of simultaneous stabilisation 
is proposed in Section 6.3. This comprises sliding surface and control law synthesis 
for a finite set of plant models. Section 6.4 illustrates the SMSOF control strategy 
applied to a lateral motion autopilot for a remotely piloted vehicle when different flight 
conditions are considered. Then, as in Chapter 5, a dynamic output feedback sliding 
mode control scheme is presented in Section 6.5 as an option for cases in which the
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collection of models is not simultaneous stabilisable by a single static output feedback 
sliding mode controller or the plant considered necessitates improvement of the closed- 
loop response for all its conditions of operation. The design methodology consists of 
synthesising a sliding surface and a control law considering a finite set of augmented 
models involving further dynamics provided by a compensator. Two design examples 
are presented in Section 6.6  to illustrate the proposed methodology. The first one 
consists of a finite set of systems which are not static output feedback stabilisable. This 
numerical example is presented in the context of robust FTC  by considering fault-free 
and faulty operation modes. The second example considers a six-plate gas absorber 
whose operating conditions change depending on the load requirements. Finally, some 
conclusions are drawn in Section 6.7.

6.2 System  D escription and Statem ent of Problem s

Consider the following finite set of N  LTI uncertain plant models 

±{t) =  A ix(t) -f b (u {L )  4- X, u)
> (6 .1 ) 

y(t) =  C x(i) , Xo =  x (0 ) J

where x (t) £ is the state vector, u (t) € 3%̂  is the input vector, and y (t) 6  37̂  is 
the measurable output vector. The state matrices A , for 2 £ 7(1, A ), the input m atrix 
B  and the output m atrix C  are constant matrices of appropriate dimensions. The 
vector valued-functions ^«(t,x, u) for i £ 7(1, N )  represent the lumped sum of matched 
nonlinearities and/or uncertainties respectively.

R e m a rk  6.1 The finite set o f plant models (6.1) may represent an uncertain linear 
system of the form  ±{t) =  (A  -f A A )x (t) -f B (u (t)  -f- ^{t, x, u ) , y (t)  =  C x(t) in which 
extreme values of the uncertain parameters in  A A  are known up to some accuracy. 
This allows matched and mismatched uncertainties to be considered straightforwardly. 
Furthermore, in the context o f fault tolerant control (FTC) where the operating condi
tions are regarded as the fault-free and various fault affected plant models.

In this chapter the following are assumed:

A -5.1  The N  models of the plant have sta te  matrices of the same order n.

A -5 .2  The order of the system (6.1) and the number of output and input 
signals satisfy n > p > m.

A -5.3  The input and ontput matrices are both full rank, i.e. ra n k iB )  =  m  
and rank{C ) = p.
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A -5.4  In the nominal triples (A ,,B ,C ) , rank{C B ) =  m  for all i 6  7(1, A). 

A -5.5  The matched uncertainty is bounded by

, m ^ )  { ||6 (L x ,u ) ||}  <  7 i||u (t) ||+<p(t,y ()t)) + /C2 (6 .2)

where cp : 3Î+ x 3?̂  -> 3î+ is a known function, whilst 0 <  7i <  1 and 
/c2 >  0 are known constant scalars.

As discussed in Chapter 2 and Chapter 5, the assumption rank{C B ) =  m  guar
antees a similarity transformation exists such th a t the system triples (A,, B, C) for 
i e  7(1, A ) have the output feedback canonical form (Edwards & Spurgeon, 1995):

Ai =

B  =

All- Â i2, 

Âgij À 22, 

0 
B,

, C

for z e  7(1, N )

0 T

(6.3)

where A n , E g g ggmx(n-m)  ̂ ^ 33, G %'"''"', and

the sub-m atrix B 2 E ig non-singular and T  G is an orthogonal matrix.
Partition the states conformably with the structure of A, given in (6.3) so th a t x  =  

[ x ?  X? where X2 (0  G 3%̂ .

Consider the sliding surface

y^oF =  {x € 3?" : <r(t) = Ty{L) =  O} (6 .4)

where a  € 3?"̂ , and the switching gain m atrix is parameterised as in (Edwards & 
Spurgeon, 1995):

r  =  P 3 [K o ^  (6.5)

where P 2 E 3î”^xm nonsingular and ~Kof G 3î"*x(p-m)

As in the previous chapter, for each of the models, the reduced-order sliding mode 
dynamics are governed by

Xi(t) — (A ll, — A i2,K o f C i)x i(t) (6 .6)

which corresponds to an output feedback problem. The sliding mode static output 
feedback simultaneous stabilisation (SMSOFSS) control problem is stated as follows:

S M S O F S S  C o n tro l P ro b le m ; Design a switching gain m atrix F  of the form in (6.5) 
which defines the sliding surface in (6.4), such th a t the sliding dynamics (6 .6 ) are 
stable for all i E 7(1, A ). Furthermore, synthesise a sliding mode control law which
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g u a r a n t e e s  a  f i n i t e  t i m e  r e a c h i n g  p h a s e  f r o m  a n y  i n i t i a l  p o i n t  x ( t o )  =  xq  ^  i n  t h e  

s t a t e  s p a c e  ÆT.

A

As discussed previously in Sections 5.2 and 5.4, in some particular cases, the sliding 
mode existence problem for systems given by (6 .1) cannot be solved using static output 
feedback sliding mode. In this situation, as discussed in Chapter 5, the problem can be 
addressed by introducing further degrees of freedom through a dynamic compensator, 
given by

Xc(t) =  S xc(0  +  T 'iC iX i(i) +  ^ 2X2 (t) (6.7)

where 2  G 37®̂ ®, '3/i G 3%gx(p-m) e  37®̂ ™. A sliding surface in the augmented

state  space C 37"+® can be defined as

=  {x . G 37"+® : <T.(() =  rcXc(<) +  rC x(t) =  0} (6.8)

w h e r e  x„ =  [x j x"^g i s  t h e  a u g m e n t e d  s t a t e  v e c t o r ,  a n d  C T a { t )  G 37™ is  t h e  a u g 

m e n t e d  s w i t c h i n g  f u n c t i o n .  T h e  m a t r i c e s  P c  G 37™^® a n d  T  G 37™^^ c a n  b e  v ie w e d  a s  

c o m p o n e n t s  o f  t h e  a u g m e n t e d  s w i t c h i n g  g a i n  m a t r i x

r .  =  [ r ,  r  ] (6.9)

where Fc G 37™̂® and F  G 37™^^.

The m atrix F  is param eterised as in (6.5). In w hat follows the m atrix Fc is decom
posed as

Fc =  F 2Kc (6 .10)

where Kc G 37™^®.

It can be demonstrated th a t the compensator-based reduced-order sliding mode 
dynamics are governed by

X l ( t )  =  (A ll, — A i2,K o ,rC i)x i(t)  — A i2,KcXc(t) (6.11)

Xc(t) =  ( ^ 1  — C iX i(t) 4- (S  — # 2K c)xc(t) (6.12)

As in Chapter 5, the gain matrices Kc and K qf must be synthesised such th a t
(6.11)-(6.12) is stable, then the augmented switching gain m atrix (6.9) can be calcn-
lated. The sliding mode dynamic output feedback simultaneous stabilisation (SMD- 
OFSS) control problem can be stated  as:
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S M D O F S S  C o n tro l P ro b le m : The SMDOF controller design problem consists of 
finding S , tFi, '^ 2, ^ of and Kc so th a t the

T , =
(A ll, — A i2,K o fC i)  —A i2,Kc 

(T 'i — '3/2K of)Ci ( a  — T̂ 2Kc
(6.13)

are Hurwitz for i G 1(1, N ). This defines both the compensator and the augmented 
sliding hyperplane. In addition, a sliding mode control law for the collection of un
certain dynamical models (6 .1) has to be designed such th a t the sliding surface ^oFa 
is reached in finite time from any initial point Xg(6o) ^ ^oFa in the augmented state 
space Ç 37"+®. Once the sliding hyperplane is reached, the system trajectory is 
governed by the reduced-order sliding motion (6 .11)-(6 .12).

A

6.3 SMSOFSS: Synthesis Framework

The design methodology proposed in this section breaks down into two phases. The 
first one is concerned with synthesising the sliding surface by formulating a special static 
output feedback problem for the finite set of plant models (6.1). In this section, the 
LMI-based algorithm proposed in (Gao k  Sun, 1998) has been adapted for finding, if 
there exists, a gain m atrix K.of- The second phase corresponds to designing a control 
law using LMIs to ensure sliding is achieved.

6.3.1 Switching Surface Design

Consider a  family of LTI uncertain plant models (6.1) and the corresponding finite 
set of reduced-order subsystems given by the triple (À nj, À i2 i, C i) defined in (6.3) and 
(2.43) for* G 7(1, A ).

In this section, two results from (Gao & Sun, 1998) are reformulated in the context 
of the sliding mode existence problem.

T h e o re m  6.1 The system triples (A n ,, À i2,, C i) fo r i G 7(1, A ) are static output 
feedback stabilisable i f  and only i f  there exist A  Lyapunov matrices P i, G 

and a gain matrix K o ^ . G the following Quadratic Matrix Inequal
ities (QMIs) are satisfied

Âîi,Pli + Pli All, -  PpAi2,A .̂P 1,
+  (A Ï;^Pi, 4- KoFCi)'^(AT ,P i, 4- K o^C i) ^  0 (6.14)

for i  e 7(1, A ).

A
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P ro o f  Follows from the same arguments in (Gao k  Sun, 1998) adapted to  the reduced- 
order system (6 .6 ).

The m atrix variables in the QMIs above are P i, and K qf- These QMIs can be writ
ten more conveniently by introducing additional variables X i, of the same dimension 
as P i, for z e  / ( I ,  A ) such tha t

(X i, -  Pi,)TÂi2,ÂT2,(Xi, -  P iJ  X 0 (6.15)

As a consequence of using the m atrix inequalities (6.15) in (6.14) and the Schur Com
plement, the following theorem is obtained.

T h e o re m  6.2 The system triples (A n ,, À 12,, C i) fo r i e  7(1, A ) are static output 
feedback stabilisable i f  and only i f  there exist A  Lyapunov matrices P i, e  5)fj(n-m)x(n-m)^ 
A  matrices X i, € g^(n-m)x(n-m) ^ gam matrix K q f E the
following QMIs are satisfied

S j (A n ,P  1, -f K q fC i
(“̂ ?2jP li +  K ofC i ) — Im

^  0 (6.16)

where

S , :=  A n ,P  1 ,4-P i,A ii, —X i,A i2,A ^ .P  1, —P i,A i2,A n ,X i,-b X i,A i2,Â n ,X i, (6.17) 

fo r i e  7(1, A ).

A

P ro o f  Follows from the same arguments in (Gao k  Sun, 1998) adapted to the reduced- 
order system (6 .6 ).

Note th a t if X i, are fixed, then the QMIs in (6.16) become LMIs with respect to 
the m atrix variables P i, and This represent a sufficient condition.

The iterative algorithm proposed in (Gao k  Sun, 1998) has been adapted to syn
thesise the gain m atrix K qf as follows:

S T E P  1) Set j  =  1.
Select Qj >- 0 and solve the following algebraic Riccati equations 
(ARBs):

A n ,P  li +  P  pA ii, — P  i,Â i2,Â ^ .P  1, +  Q« =  0 (6.18)

Assume Xi,^ =  P i, w ith i e  7(1, A ) as the solution.
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S T E P  2) Solve the following optimisation problem with respect to  a j, Pi,^. and K.qf: 
min aj 
s.t.

— “ jP  ly (A i2,P  ly +  K o fC i)

( • ^ ? 2 i P  l y  +  K o f C i )  —Im
^  0 (6.19)

P iu  =  ^  0 (6 20 )

where

- ^ î l iP  l y + P l y A l l —X l y Â i 2 , Â n .P i , j - P i , j Â i 2 , Â n % i , j - b X i , j Â i 2 , Â ^ . X i , j  (6 .2 1 )

for i e  7(1, N ).

S T E P  3) If a j < 0 then the static output feedback gain K q f simultaneously 
stabilises (6 .6 ). In which case STOP the algorithm.

S T E P  4) Solve the following optimisation problem with respect to Pi,^. and K.of-
N

min y~^ trace (P i,,)
i=l

s.t.

LMI given in (6.19)

S T E P  5) If ^ | | X i „  -  P i„  II <  Ô then go to  step 6 , else set X i„  =  P i„  and

j  = j  + 1 then go to step 2. Notice th a t 5 represents a tolerance level 
defined by the designer.

S T E P  6 ) The finite set of reduced-order systems (6 .6 ) may not be static output 
feedback simultaneously stabilisable. Therefore, STOP.

6.3.2 Control Law Design

If there exists a switching gain m atrix  F  given in (6.5) so th a t the sliding dynamics 
defined in (6 .6 ) are stable for z E 7(1, A ), then there exists a similarity transformation 
X i-> T x  =  X which induces the following structure in the triple (À*, B , C) from (6.3):

121



6.3 SM SO FSS: S ynthesis Fram ework

Âj =
All*

Â.21i

Â l2*

Â.22i
(6.22)

0 Im (6.23)
r c  = 0 Im j where C  =  |̂  0 T  j (6.24)

w ith T  G 37(P̂ P) such th a t det{T} A 0 .

The sliding mode dynamics are given by

A ll, =  A ll, ~  Â i2,K o fC i for i G (1, A) 

which are Hurwitz by design.

Let P i for z G (1, A ) be a finite set of Lyapunov block matrices satisfying

(6.25)

P i =
P i. 0  

0  Pg
for z G 7(1, A) (6.26)

where the P i, G obtained from Section 6.3.1 for z G 7(1, A ), whilst
the m atrix P 2 G 37™̂ ™ >- 1^ will be calculated when designing the control law. From 
the partition of P* in (6.26), and the input m atrix B  defined in (6.23), it follows th a t 
the structural property

P ( B = ( r C ) ^ P 2 for z G 7(1, A)

is satisfied.

The control law to  be considered is made up of two components

U (t) =  U i( t )  +  UATL(t)

(6.27)

(6.28)

where UL{t) is the linear output feedback component and Ujvi(i) is the nonlinear part. 

The linear component u i f t )  has the form

Ui(t) = - G y ( t ) (6.29)

where G G 37™̂  ̂ is parameterised, conformably with the output m atrix C defined in 
(6.24) and the partition of P , given in (6.26), as

G  =  I G i  G a  I T - ' (6.30)

where G i G ^
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The nonlinear component is given by

(6.31)
I 0 otherwise

where the scalar function p{t, y, u) is such tha t

P i t . y . u )  >  +  +  ( g . 3 2 )

with r] 6 37+ a design parameter.

The following closed-loop m atrix stems from applying (6.29) with (6.30) to the 
family of plants in the new coordinate system given in (6.22)-(6.24):

(6.33)Ai = A i -  B G C
A iij Ai2j

A 21* — G iC i A 22* — G 2

Suppose, the following m atrix inequalities hold

+  P (A  ^ 0  for z G 7(1, A ) (6.34)

where P* has been defined in (6.26),  then the following can be proved:

P rop osition  6.1 The control law (6.28)-(6.32) guarantees that the sliding patch

B = { ( x i G 3 7 ( " - ™ ) , X 2 G 3 7 ™ )  : | | x i | | < 7 7 ' y - i j  (6.35)

where rj >  0  is a design scalar and

1 =  .max^ IIIP 2 (Â 21* -  G iC i)  || j (6.36)

is reached in finite time and a sliding motion takes place on the sliding surface S^of

contained in the domain D.

A

P ro o f Consider the collection of Lyapunov functions

Vfit) := x'^(t)PjX(t) for i G 7(1, A ) (6.37)
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Their time derivatives along the closed-loop system ’s trajectories are given by

=  ((Â , -  B G C )x ( t)  -b B(uivr,(t) 4- &(.)))"^P(x(t)

-b xT(t)P(((Â { -  B G C )x (f)  4- B(uiv,;(t) -b &( ))) (6.38)

=  x"^(t)((Â i -  B G C )^ P ( -b P{(Â< -  B G C ))x (t)

-  2 x ^ P ,B p (.)P 2 1 -b 2x^(()P ,B & (.) (6.39)

Define

M< A (Â( -  B G C )^P {  +  P ( (Â( -  B G C ) for z G 7(1, A ) (6.40)

which are negative definite by assumption. Hence, the expression (6.39) can be w ritten 
a s

% (t) =  x^^(t)MiX(t) -  2x"::(t)P ,B p(.)P21 -b 2x^(t)P<B&(.) (6.41)

By using the strnctural property (6.27), it follows

i;^(t) = x '^ ( t)M { x (t)-2 X -) ||rC x (t) ||-b 2 (rC x (t)) '^ P 2 & (.)  (6.42)

< x T ( t )M ^ x ( t) -2 X O I |rC x ( t) ||4 -2 ||rC x ( () ||| |P  (6.43)

<  x^(t)M ^x(t) -  2 ||rC x ( t)  II (p(.) -  IIP2 II ( t i  ||u(t) II -b y,(.) +  A%,)) (6.44)

F o m  (6.2) and (6.32), the following has already been proved in Section 5.3.2:

p(t, y , u) > IIP2 II (% ||u(t) II -b (fit, y) 4 -ta) 4-77 (6.45)

Thus, (6.44) can be w ritten as

%(t) <  x^(t)M <x(t) -  2||rCx||z7 <  0 V x (t) 7̂  0 and z G 7(1, A ) (6.46)

Therefore, the finite set of A  uncertain systems is quadratically stable.

Partition  the state vector x(() conformably with the strncture of (6.26), so th a t 
x(t) — [ x j'(t) x^(t) where Xi G 37̂ "“™) and xg G 37™. As a consequence of (6.24), 
it follows tha t

P y (i) =  rC x ( t )  =  X2(() (6.47)
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Define a finite set of Lyapunov functions

:= (t)PaX2 (t) for z G 7(1, A ) (6.48)

Com putation of their time derivatives along the trajectories results in

K-.(̂ ) =2xJ(t)P2(Â21, — GiCi)xi(t) +xJ(t)^(Â22, — G2) P 2

+  Pg (À 22, — G 2)^X 2(t) +  2X2 ( t)P 2 (llArz,(t) +  &(')) (6.49)

Let

Her, — (Â 22, — G 2) P 2 +  P 2 (Â 22. — G 2) (6.50)

which is negative definite as a consequence of (6.34). Therefore

^i(^) =X^(t)H.,X2 (f) +  2x^(t)P2(Â2l, -  G iC i)xi(t)

+  2xT(t)P2(uiv^(t) +  &( )) (6.51)

F o m  (6.31)

1 4 , (Q <xT(()H,,,X2 (t) +  2||x2(f)||||P2(Â2l, -G iC i) ||||x i(t ) ||

-2||x2(t)||(p(.)-||P2||||&(-)ll) (6.52)

Since

p(-) >  IIP2II ( t i | |u ( t) || +(/?(•) +  kf) +  rj (6.53)

then

^ . ( ( )  <  X ^ ( t ) H , , , X 2 ( t )  + 2 | | X 2 ( f ) | | | | P 2 ( Â 2 i ,  -  G i C i ) | | | | X i ( t ) | |  -  2 z 7 | |X 2 ( t ) | |

< xJ(t)H^,X2(t) +  2777"^||x2(i)||||P2(Â2i, -  G iC i) || -  2?7||x2(t)|| <  0 (6.54)

which means th a t a sliding motion occurs inside the sliding patch 72 defined in (6.35) 
w ith (6.36). Since the system is quadratically stable, the system trajectories enter the 
domain 72 in finite time, and hence sliding occurs in finite time.

Q.E.D.

R em ark 6.2 The Lyapunov sub-matrices Pi^ fo r i G 7(1, A ) in (6.26) are computed 
when solving the sliding mode existence problem using the approach presented in Section 
6.^.7.
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In what follows, the control law design problem is addressed using similar arguments 
to those presented in Section 5.3.2. To this end, consider the expression in (6.34);

A i  P i  +  P i A i  =
li +  P  l i Â i i j  P  i i Â i 2 j  +  Â J i j P  2 —

* P  2Â22i — L 2 +  Â^2iP2 — L j
(6.55)

Since (6.55) depends affinely on the matrix variables P i., P 2 , Li and L2 ; an opti
misation problem based on LMIs for synthesising a norm bounded gain matrix G to 
ensure (6.34) holds can be formulated considering an LMI region. Here such a convex 
subset of the complex left-half plane C is characterised by the intersection of the disk 
D{cn,rd) centered at {—Cn,0) with radius r^, and a half-plane H{h) delimited by a 
vertical line at {—h,0) as shown in Figure 6.1.

Im{C}

Re{C}

Figure 6.1; LMI Region V{h,Cn,rd)

The formulation of an optimisation problem for designing G requires the partition

A 2 U = A 211i A 2 i2 i for i € (1, A) (6.56)

where Â 21U € and Â 2i2 i G

Choose any
(6.57)
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and solve the following LMI problem:

m in  Ip 

s.t.

—'01m

L i L s j T " ' ) '  

'T̂ m

Li L2 J T

— 01p

P 2Â 21, — L iC i

—TdPi PiAi  +  C„Pj

-< 0

(6.58)

CnPi +  v4?P{ -TdPi

yi^Pj +  P iAi +  2 /iP{ -X 0  

P q  ^ 0

P 2 ^  In

for i G (1 , A ) in term s of the m atrix variables L i, L2, P i- and P 2. If there exists a 
feasible solution to the optimisation problem formulated above, then the gain m atrix 
G  can be calculated using

G i =  P ^^L i and G 2 =  P^^L 2 (6.59)

and the proposed controller guarantees a sliding mode takes place in finite tim e inside 
the sliding patch O.

6.4 D esign and Com puter Sim ulation Exam ple

Consider the lateral motion autopilot for a remotely piloted vehicle presented in 
(White, 1990). The nonlinear aircraft system has been linearised around two operating 
conditions. In this design example, the actuators’ dynamics have been neglected. The 
state and input matrices corresponding to each flight condition are:

(6.60)

0 1 0 0 0 0

Ao =
0 - -7.867 - 0.00939 3.58

Bo =
—24.40 0

9.80 0 -0 .255 -30 .35 0 -4 .69

0 0 0.3366 -0 .304 0 -8 .02

0.0079 1 0 -0.0025 0 0

A i =
0 -7 .76 -0 .122 3.94

B i =
-23 .76 0

9.80 -0.0018 -0 .267 -29.08 0 -4 .50

0 -0.215 0.332 -0 .288
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Co =  C i

0 1 0  0 

0 0 1 0  

0 0 0 1

(6.62)

The State variables are the roll angle 0^^ [ rad ] , the roll rate [ rad/sec ], the sideslip 
velocity [ m /sec ] and the yaw rate [ rad/sec ]. The control signals are the aileron 
angle Cc(0 [rad] and the rudder angle Ti^{t) [ rad ]. It has been assumed, w ithout any 
loss of generality, the following matched vector-valued function

6 ( 0  X, u) =  ( i( t, X, u) =  0.5
sin(t)

sin(2t)
3:4 (() (6.63)

im pacts on the system.

In this example, there are two different input matrices Bq and B%. The nominal 
input m atrix has been considered as a common design input distribution m atrix in the 
approach presented in this work. This argument will be justified in the sequel. Let 
Bjfc w ith i G 7(0,1), fc G (1,2), and i ^  fc be the k-th column vector of the i-th input 
distribution matrix. Let Qij^ be the angle between the k-th column vector of the i-th 
and j-th  input matrices. It can be verified th a t 0on — 0°, and 6*012 =  0.3751°. Since 
this angle is sufficiently small, it can be assumed Big % Bog^. Therefore, it can be 
assumed B i ps Bo<5 where J  G 3% is a scaling factor satisfying 0 <  |5| <  1. Notice tha t

(6.(

when Ô — 0.9738. The m atrix on the R.H.S. of (6.64) is the same as B i in (6.61) to 2 
dps.

The gain m atrix K.of has been designed using the approach described in Section 
6.3. The corresponding iterative LMI algorithm generates

0 0 0 0

-24 .40  0
5 =

-23.76 0

0 -4 .6 9 0 -4.5510

0 -8 .02 0 -7 .7824

-0.0753 -0 .0410 0

0.0384 0 -0.1247
(6.65)

The convex LMI region associated w ith the control law has been defined using Cn — 0, 
Td =  20 and h =  0.10. The following gain m atrix has been obtained

G  =
-0.5171 -0 .0223 -0.0565  

0.0297 -0 .0432 -0.6491
(6.66)

^Subscript Ic stands for ‘lateral control'.
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This, in turn, results in A(Â, — G C) for i G 7(1,2) as:

{ -  6.1097, -1.7741, -3.1461 ±  2.0421;} { -  5.8569, -1.7416, -3.1546 ±  2.0466;}

The nonlinear component in (6.28) has been designed as

0.1538 0.0062 

0.0062 0.1765
r y ( ( )

l | r y ( O I I + £
(6.67)

where s =  1 x 10  ̂ smooths the discontinuous term in order to obtain a chatter free 
control signal.

Computer simulations were performed using the initial condition

x(0) =  [ 0.4 0.4 0.8 0.4 (6 .68)

The response of each model in terms of the output signals y{t) =  [p,^{t) v,^{t) 
is shown in Figure 6.2. This figure demonstrates that the designed sliding mode output 
feedback controller simultaneously stabilises the plant at the considered operating con
ditions. Figure 6.3 depicts the control signals which are within the permissible physical 
range. The time evolution of the switching functions is shown in Figure 6.4.

Output Signals of the System  triple (A ,̂ B ,̂ C^).

3  0.4

2 0.2

Unmeasurable State Variable of the System  
triple B ,̂ Cg).
Output Signals of the System  triple (A ,̂ B ,̂ C^).
Unmeasurable State Variable of the System  
triple (A ,̂ B ,̂ C^).

........ ....................................

4 6
time [sec]

10

Figure 6.2: Time evolution of the output signals using the designed sliding mode output 
feedback controller.
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(0c
.O)
W

1o
O

0.4

Control Signals applied 

Control Signals applied
0.35

0.3

0.25

0.2

0.15

0.1

0.05

0

-0 .0 5
0 2 4 6 8 10

time [sec]

Figure 6.3: Control signals Ç{t) and r(t).

0.01

g  -0.01

O)c
o

- 0.02

M -0 .0 3

-0 .0 4

-0 .0 5
0

------------ Switching Functions of the System  (A ,̂ C^).

------------- Switching Functions of the System  (A ,̂ B ,̂ C^).

4 6
time [sec]

10

Figure 6.4: Switching functions vs time.
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6.5 SM DOFSS: Synthesis Framework

6.5.1 C om p en sator-b ased  S lid ing  H yperp lane D esign

If it is not possible to stabilise the set of plants using static output feedback, a 
compensator must be introduced. As in Section 5.4, the problem of designing a dy
namical compensator and a sliding surface is formulated in static output feedback form 
as follows:

where

z(t) =  ( A  -  

z(t) :=  [ xT(t) xT(t)

A i :=
A n ,  0 A i2, 0 C l 0

C  :=
0  0 ^ 2  —Ig 0  Ig

/C :=
K.OP Kc

'F i S

(6 .69)

(6.70)

(6.71)

(6.72)

Consider a finite set of reduced-order subsystems given by the triples {A i,B i,C ) 
defined in (6.71) for i € /( l,iV ). In the sequel. Theorems 6.1 and 6.2, as well as the 
algorithm presented in Section 6.3, are re-formulated in terms of the system matrices 
(6.70)-(6.72) in order to design a compensator-based sliding hyperplane.

T h e o re m  6.3 The system triples {A i,B i,C ) fo r i  G 7(1, A ) are static output feedback 
stabilisable i f  and only i f  there exist N  Lyapunov matrices Pai. G ^(n+q-m)x{n+g-m) 
and a gain matrix K. G g%(m+g)x(p+g-m) following QMIs

. / f  P.1, +  P.1, A  -  P.p;B,6TP.H +  (^?P.i, +  /CC)T^(5TP.i, -F /CC) X 0 (6.73)

fo r  i G 7(1, N ) hold.

A

P ro o f  This follows from the arguments in (Cao & Sun, 1998) adapted to the reduced- 
order system (6.11)-(6.12).

T h e o re m  6 .4  The system triples {A i,B i,C ) fo r i  G 7(1 , A )  are static output feedback 
stabilisable i f  and only i f  there exist N  Lyapunov matrices P „ i .  G x(n+g-m)^
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N  matrices G m)x(n+g m) g gain matrix JC G g%(m+@)x(p+g ™) that
the following LM I

(B ? p .i, +  K :c r  
(5T P .1 ,+ /C C ) -I(^+g)

(6.74)

where

=  ATP,,!, +  P .1 ,A  -  X .i,g(gTP.!, -  P.i,H{5TX.i, +  (6.75)

holds fo r  2 G 7(1, A ).

A

P ro o f  This follows from the arguments in (Cao & Sun, 1998) adapted to the reduced- 
order system (6.11)-(6.12).

In order to synthesise the gain m atrix 7C, the iterative algorithm proposed in (Cao 
& Sun, 1998) adapted in Section 6.3.1, is recast in terms of the system matrices (6.71) 
as follows;

S T E P  1) Set J =  1.
Select Qn, >- 0 and solve the following algebraic Riccati equation 
(ARE):

A f  Pal; +  P  alzAj — P  a l i B i B f P  al i  +  Qi — 0 (6.76)

Define Xaiy =  P an  with i G 7(1, A ) as the solution.

S T E P  2) Solve the following optimisation problem with respect to aj and Pai^:

s.t.

where

(m +g)

aUj ~  ^ a li

Tli- :—A?Palij +  Pali; A  ~ ^ a l i j B i B j Palij

(6.77)

(6.78)

(6.79)

for i G 7(1, A).
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S T E P  3) If a j < 0 then the SOP gain 1C simultaneously stabilises (6.11)-(6.12). 
In such a case, STOP the algorithm and set Poi- — .

S T E P  4) Solve the following optimisation problem:
N

min ace (Pal-.)
i=l

S.t.

LMI given in (6.77)

Palij =  P jly  >- 0

N

S T E P  5) If -  PaiijW < s, then go to  step 6 , else set =  Pap,-
i = l

and j  = j  + 1 then go to step 2 .

S T E P  6 ) The finite set of reduced-order systems (6.11)-(6.12) may not be static 
output feedback simultaneously stabilisable. Hence, STOP.

6 .5 .2  C ontrol Law D esign

Consider the following system of augmented matrices:

(6.80)

The existence of a switching gain m atrix r „  =  [Fc F] such th a t the sliding dy
namics (6 .11)-(6 .12) are stable, is of crucial importance for establishing a nonsingular 
change of coordinates %  ^  TaXo. =  Xg which brings about the following form for the 
triples {Aai,Ba,Ca)-.

E G Ig  0
A n  = S a  = C a =

0  A i B 0  c

Â a i  =
Â l l i

À s i i

À a l 2 i

A a 2 2 i
0L81)

&  = G I m r (6.82)

r .C a  = 0  I m 1 where 4  =  [ G T„ ] (6.83)

w ith T a € gç(p+<2)x(p+<7) such th a t d e t{T a }  7  ̂ 0. It is easy to see th a t the structure of 
FaCo follows since by construction FaCaHa =  F C B  =  1^-

Let Pai G for i € (1 , Â ) be a finite set of Lyapunov sub-matrices of
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the form:

Pa. =
P ap  0 

0 Pa.
(6.84)

where the P^i^ G m)x{n+q m) obtained from the adapted algorithm formu
lated in Section 6.5.1 for i G 7(1, jV).

The control law to be considered is of the form

n{t) = up(t) -h Ujvp(t) 

The linear output feedback component is given by

Uf,(6) =  -G aya(Q

where G„ G %'"x(p+9) is so th a t

Gfl =  1̂ Gal Gag j Ta 

w ith G al E ^nd Gag G

(6.85)

(6 .86)

(6.87)

The nonlinear component is given by 

Uatl(0  =
i f U y . W / o

(6 .88)
otherwise

where

||P2||(fci||uz,(t)|| +  y)(t, y) +  /cg) +??
( I - I I P 2 IIW '

with 77 G ÎÎ+. In addition, the augmented output vector ya(t) G is given by

y .( t)  =  [x ^ ( t )  y T ( t) ]^  (6.90)

Suppose the following inequality holds

P . , ^ ^ 0  for 2 G 7(1, Æ) (6.91)

where Pa^ is given in (6.84) and

A l i i  A i2 i

Â21i — GajC Â22i — G q
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P ro p o s it io n  6.2 The control law (6.85) along with (6.86)-(6.88) guarantees that the 
sliding patch:

where p > 0 is a design scalar and

a = {(A l E jq.2 E 9T) : llXaill < (6.93)

%  { ( Âai i  — Gg^C) II j  (6.94)7  =  max 
ie(i -

is reached in finite time and a sliding motion takes place on the sliding surface S^oFa C 
Da defined in (6.8).

A

P ro o f  This follows straightforwardly by using similar arguments to those applied when 
proving Proposition 6.1.

In the remainder of this section, an optimisation problem is formulated using LMI 
methods, following a similar methodology as used in previous sections. Note th a t the 
m atrix  ^4 , in (6.92) can be w ritten in compact form as

.(4, =  Â i  -  &GaCa (6.95)

In addition, by defining m atrix variables

Lai — PagGai and Lag =  Pag Gag (6.96)

it follows th a t

''^a ipP ali +  P a liÂ lli  P al{Âl2{ +  - ^ 2 U ^ ag ~

*  P a g Â 2 2 i  -  L a g  +  ag “  L ^

(6.97)

for 7 G 7(1, N).

Using (6.97) the Lyapunov inequalities (6.91) are affine in the m atrix variables P ap , 
Pag, Lai and Lag. An LMI problem can be formulated in order to design a norm 
bounded gain m atrix Gg such th a t

||Gg|| < ^ (6.98)

and
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IPagÂap — LajCll <  7 (6.99)

Inequality (6.98) has to be formulated in term s of the m atrix variables Lai &nd Lag. It 
can be straightforwardly proved th a t

l|Ga||<||[L

Consequently, by ensuring by design

Ilf La

(6 .100)

(6 .101)

then inequality (6.98) is guaranteed to hold.

The LMI region to be considered is a convex region of the left half complex plane 
characterised by the intersection of the disk D(c„,rrf) centered at (—c„,0) with radius 
Td, and a half-plane H{h) delimited by a vertical line at {—h, 0) as shown in Figure 6.1.

The formulation of an LMI problem for synthesising the gain m atrix requires 
the partition

Âa21i =  Àa2lU ÂglS, ] * E (1, 77) (6.102)

where Â a ip  E ^nd Âgig  ̂ G this end, choose any

(6.103)

and solve the following LMI problem;

m in  Ip 

s.t.

-01n Lai Lag T„

_ ( [ L g i  L g g ] T / )  -# (p + g )

—7 I?] P  02 A 2I1 — LaiC

âi r  a.Cr),P n

0

CnPoi +  “A T P “i ’̂ dPai

ATPOi +  Pa* +  2/lPoi -< 0 

Pali >“ 0

Po,

(6.104)
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for i e  {1, N ) in  term s of the m atrix variables Lgj, Lag, Pai^ and Pag.

If a feasible solution exists to the LMI problem formulated above then the gain 
m atrix G„ can be built from

Gai — Pag Lai and Gag — P a J Lag (6.105)

and the proposed control law (6.85) with (6.86)-(6.88) guarantees th a t a sliding mode 
takes place in finite time inside the sliding patch. Furthermore, the state trajectories 
will reach the sliding patch in finite tim e and will remain within it.

6.6 D esign and Com puter Sim ulation Exam ples

In this section two examples illustrate the sliding mode dynamic output feedback 
controller design approach proposed in the preceding two sections. The first example 
corresponds to a system which is not static output feedback stabilisable. In this case, a 
compensator-based sliding mode controller using only output information is employed.

In order to assess the proposed synthesis methodology in a plant with physical 
interpretation, a process engineering application corresponding to a gas absorber is 
considered as the second example. It is worth mentioning th a t another feature of the 
compensator-based control scheme is to improve the system’s performance by intro
ducing further dynamics.

E x a m p le  6.1 Consider the following system whose operation modes are determined 
by the values of the param eter 9i for i e  7(1,2):

A i =
1 1 - 1
1 0 
4 0 2

B
0 1 0 

0 0 1
(6.106)

<E(')i =  C(-)2 =  0.50(sin(27rt)æ2(t) -f sin(47rt)æ3(i)) (6.107)

Here two operating conditions are considered. It is assumed th a t 6i — 0.8 corresponds 
to a fault-free mode, whilst % =  1.2 represents a faulty operating condition.

It can be shown using root locus arguments th a t the sliding mode reduced-order 
dynamics corresponding to the set of models above are not static output feedback 
stabilisable. However, the sliding mode dynamic output feedback controller proposed 
in Section 6.5 can be applied.
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Define # 2  =  1 and P 2 =  1, then the following gain m atrix which defines the 
compensator and the switching gain m atrix F  is given by

-8.6721 1.8676
0.8460 -1.2326

(6.108)

It can be shown this choice gives eigenvalues of the sliding mode reduced-order system 
at

{ -  1.0682 ±  1.8653j , -0 .7638}

and

{ -  1.4585 ±  1.9615; , -0 .3831}

respectively when 9i =  0.8 and 02 =  12.

An LMI region defined by c„ =  0, =  10 and h = 0.1 has been used when designing
the gain m atrix  G<j and the Lyapunov m atrix P^g via the LMI approach proposed in 
this chapter. The following gain m atrix has been synthesised

G . =  3.0566 -11.4253 5.0032 I (6.109)

The eigenvalues A(Â< — SaGaCa) for i e 7(1, 2) are { -  0.6930 ±  1.7388; , —0.4192 
—2.2306} and { — 0.7920 ±  1.9153; , —0.2256 , —2.6261}. In the simulations, the non
linear part of the control law has been smoothed in order to obtain a chatter free 
control signal as follows:

I 0 otherwise

which can be straightforwardly designed considering the matched uncertainty functions. 
The value of the constant e has been chosen as 10 x 10“®.

The initial condition xq =  [ — 1 1 0 has been used for the computer sim
ulations. In the sequel, the figures have been plotted considering both operation 
modes for 9i (black colour) and 02 (red colour). Figure 6.5 depicts the output sig
nals y (t)  = [ yi 7/2 and the unmeasurable sta te  Xi{t) for both operation modes. 
The system response demonstrates th a t the compensator-based sliding mode controller 
stabilises the set of models (6.106)-(6.107) using only output information. The corre
sponding control signals are shown in Figure 6.6 (which do not exhibit high frequency 
switching). The time evolution of the switching functions a{t) are presented in Fig
ure 6.7. They are indistinguishable in both operating conditions of the system.
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- 2

Vi (t) = Xg (t) Output Signal 

Yg (t) = Xg (t) Output Signal

en

-5 (t) Unmeasurable State Variable

- 6

time

Figure 6.5: Time evolution of the output signals yi and and the unmeasurable state 
Xi for both operation modes of the plant

g

2
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time

Figure 6.6: Control signal u{t) for both operation modes of the plant
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Figure 6.7: Switching function a{t) for both operation modes of the plant

E xam ple 6.2 A gas absorber is a process plant which consists of n plates vertically 
disposed inside an absorption tower. The dynamical behaviour of the plant depends on 
the composition of the liquid and the vapor streams. This can be shown through the 
application of the principle of mass conservation by performing a mass balance study 
on the m-th plate of the gas absorber as in (Luus, 2000):

H g a ÿ m { t )  +  / l , .  Z m ( ( )  =  Z , , . ( z m - l ( ( )  “  +  G g a { y m + \ { t )  -  y m { t ) )  ( 6 . 1 1 1 )

where Xm{t) and ym{t) for m G 7(1, n) represent the composition of liquid and vapor 
leaving the m-th plate [kg solute/kg inert], and 77,. are the inert liquid and vapor 
hold-ups on each plate [kg], is the flow rate of inert liquid absorbent [kg/min], G,. 
is the flow rate of inert gas stream [kg/min], and time t [min]. As in (Luus, 2000), it 
is assumed that both hĝ  and are constant. The flow rates are expressed in terms 
of the inerts to ensure that and Gg„ remain constant from stage to stage, although 
the physical flow rates change because of the absorption process. Also, the following 
linear relation between the compositions in the liquid and vapor is assumed:

ym{t) =  a,.Zm(() for m € /( l ,n )  

Substituting equation (6.112) into (6.111) yields

-  for m G / ( l ,n )7:m(7) — ^ X m - l ( t )

(6 .112)

(6.113)

^Subscript ga stands for ‘gas absorber’.
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Figure 6.8 shows a schematic diagram of an n  plate gas absorber.

m-1

n~l

m-1

m+1

Figure 6.8: Schematic Diagram of an n plates Gas absorber [adapted from (Luus, 
2000)]

The state-space description of a sixth-order gas absorber system has been widely 
used, e.g. (Bashein, 1971) (Howitt & Luus, 1993) and (Luus, 2000). This mathematical 
model follows from the differential equation (6.113) for m G 7(1,6) and is given by

A  =

.d ± l
e

â
e

0

0

0

0

1
e

< i+ l
e

â
e

0

0

0

0 0 0 0

1
e 0 0 0

d + 1
e

1
e 0 0

d d + 1 1
0e e e

0
d d + 1 1
e e e

0 0 à
e

_ d ± i
e
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B = (6.115)

where d =  and e =  +  K^)/Gg^a,^.

The following output distribution m atrix has been considered

C =
1 0 0 0 0 0 
0 0 0 1 0 0 
0 0 0 0 0 1

(6.116)

The nominal param eter values taken from (Luus, 2000) are T ,. =  40.8 [kg/min], 
Gga =  66.7 [kg/min], hg  ̂ =  75 [kg], 77,. =  1 [kg] and a , .  =  0.72. As argued in (Howitt 
& Luus, 1993), the flow rates L ,. and G ,. may change during the operation of the 
plant depending on the load requirements. Five operating conditions are considered, 
and the corresponding flow rate values are given in Table 6.1.

k Lg, [kg/min] Gga [kg/min]
1 40.8 66.7
2 35.8 61.7
3 35.8 71.7
4 45.8 71.7
5 45.8 61.7

Table 6.1: Liquid and gas flow rates for a set of operating conditions (Howitt &; Luus, 
1993)

The gas absorber plant model can be w ritten straightforwardly in the form (6.1) 
considering the  nominal param eters given above and embedding the changes in the 
input m atrix (6.115) in the matched uncertainty terms ^{(7,x, u) for i e  7(1, 5).

After applying the methodology presented in Section 6.5.1 and choosing 'Q/g =  
1̂ 1.0 1.0 j , the following m atrix is obtained in only one iteration of the iterative LMI 
algorithm described in Section 6.5.1.

;c =
1.9634 1.8152

-1.7184 1.8842
0.3087 -2.0785

(6.117)

The eigenvalues of the sliding mode reduced-order systems are shown in Figure 6.9. 
An LMI region defined by c„ =  0, =  10 and 7 =  0.2 has been used and the following
gain m atrix has been synthesised as

G„ =
0.9377 1.0612 0.6211 1.7966

-0.2771 -0 .6510 2.2488 -0.2482  
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The eigenvalues A(Âoi ~ BaGaCa) E C_ for % G 7(1,5) are depicted in Figure 6.10. As 
in example 2, the discontinuous component of the control law was straightforwardly 
designed considering the matched uncertainties Ç,(-) for i G 7(1,5), and smoothed as 
in (6.110). In this example, the scalar e is 10 x 10“ .̂

The initial condition, considered in the computer simulations, is

(6.119)x o -0.0306 -0.0568 -0.0788 -0.0977 -0.1138 -0.1273

as used in (Howitt & Luus, 1993).

The dynamic response of the gas absorber system, for the set of operating condi
tions, using the SMDOF controller proposed in this chapter is shown in Figure 6.11. 
The control signals, as expected without high frequency oscillations, are depicted in 
Figure 6.12. The switching functions are shown in Figure 6.13. It can be seen that the 
sliding motion occurs after approximately 2 minutes for all operating conditions. The 
overshoot in the time evolution of the switching functions reveals the variable structure 
nature arising from the additional dynamics of the output feedback controller.

0.8

0.6

0.4

(« 0.2 
I
g  0 
5)
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- X
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xxxxx

-4 -3  
Real Axis

>40X

-1

Figure 6.9: Eigenvalues of the sliding mode reduced-order system at each operating 
condition of the gas absorber plant.
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Figure 6.10: Eigenvalues of {Âai — BaGaCa) for the set of operating conditions of the 
gas absorber plant.
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Figure 6.11: Time evolution of the output signals (continuous lines), and the un
measured state variables (dotted lines) for the set of operating conditions of the gas 
absorber plant
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Figure 6.12: Control signals ui{t) and u^it) for the set of operating conditions of the 
gas absorber plant
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Figure 6.13: Switching functions <Ti(t) and a2 (t) for the set of operating conditions of 
the gas absorber plant
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6.7 Summ ary

An LMI-based design framework for sliding mode static output feedback control 
systems which simultaneously stabilises a finite set of models has been proposed. This 
approach can be applied to a set of uncertain linear systems. In bo th  cases matched and 
mismatched uncertainties can be dealt with. This is a noteworthy feature since most 
of the existing sliding mode output feedback control approaches only tackle matched 
uncertainties and a ‘one p lan t’ model. The existence problem has been formulated as 
a static output feedback problem for the set of models under study. The LMIs involved 
in the solution of the existence problems have as many Lyapunov matrices as models 
considered. This reduces the conservatism compared to  the case (in Chapter 5 for 
example) when only one Lyapunov m atrix is used for all models. The sliding mode 
controller is static in nature and the control law consists of a linear and a nonlinear 
component. The design of the linear component is carried out by solving an LMI- 
based optimisation problem considering the set of models. The proposed sliding mode 
static output feedback controller has demonstrated, through computer simulations, its 
efficacy in simultaneously stabilising a lateral motion autopilot for a remotely piloted 
vehicle when different flight conditions were considered.

A compensator-based sliding mode controller using only output information, which 
simultaneously stabilises a finite set of models, has also been proposed. This synthesis 
methodology can be applied when the collection of sliding mode reduced-order systems 
is not static output feedback stabilisable. As in the sliding mode static output feedback 
scheme proposed in this chapter, an interpretation of the different state matrices is th a t 
they constitute mismatched uncertainty. An example involving a set of plant models 
which are not static output feedback stabilisable has been stabilised by means of the 
proposed sliding mode dynamic output feedback controller. A six-order gas absorber 
operating under different conditions has been considered as a collection of models and 
a single sliding mode dynamic output feedback controller is shown to stabilise the plant 
in all the operating conditions considered. These two examples have dem onstrated the 
efficacy of the approach.

146



"Measure what is measurable, and make 
measurable what is not so. "

Galileo Galilei ( 1 5 6 4  -  1 6 4 2 )

Sliding Mode Observer

7 .1  In tr o d u c tio n

In many practical engineering applications the state vector is not entirely available 
for use in the control law. There are two ways of overcoming this problem: control 
schemes using only output information, and state reconstruction. Control schemes 
considering only measurable output signals have been considered in Chapters 5 and 6. 
Synthesis frameworks involving LMIs and polytopic models for plants with matched 
and mismatched uncertainties have been proposed in Chapter 5 (static and dynamic 
output feedback), whilst the multi-model paradigm along with LMI methods have been 
considered in Chapter 6 (static and dynamic output feedback). In this chapter, the 
problem of state estimation using a discontinuous observer with sliding modes, for un
certain systems, is studied. The robust state reconstruction problem for plants with 
matched and mismatched uncertainties is addressed here. A sliding mode observer of 
the same structure as proposed in (Edwards & Spurgeon, 1994) is considered. The 
proposed design framework is based on LMI methods and employs a polytopic descrip
tion of the mismatched uncertainty for designing the gain matrices of the sliding mode 
observer. Thus, a wide study of partial state information control engineering problems 
for the class of uncertain systems referred to above is found throughout this thesis.

Stability of the estimation error system is studied for the nominal error system 
and the uncertain error system. The concept of uniform ultimate bounded stabil
ity (Ryan & Cor less, 1984), also known as practical stability (Edwards & Spurgeon, 
1998a), corresponds to a relaxation of the notion of asymptotic stability in the sense 
of Lyapunov. Practical stability is useful when considering uncertain dynamical sys
tems, since asymptotic stability might not be achievable in some cases. This concept 
is exploited in the stability results for the uncertain estimation error system presented 
formally in this chapter.
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This chapter is structured as follows: Section 7.2 describes the class of systems to 
be considered and states the problem to be addressed. In this section, the canonical 
form proposed in (Edwards & Spurgeon, 1994) is recast for the case of plants w ith 
matched and mismatched uncertainties. Section 7.3 goes into detail studying the sta
bility of the nominal and uncertain estim ation error system as well as the stability of 
the reduced-order error system. A design methodology based on LMI methods consid
ering a polytopic description of the reduced-order estimation error system is presented 
in Section 7.4. A design example illustrates the proposed synthesis framework and 
demonstrates its applicability in Section 7.5. Finally, some concluding remarks are 
given in Section 7.6.

7.2 System  D escription and Statem ent of Problem

Consider an uncertain system described in state-space form by

x(t) =  (A-T A A (t) )x ( t) - f  B (u ( t ) - f  ^ (t,x , u)) (7.1)

y(^) -  C x(t) (7.2)

where x  E is the sta te  vector and Xq =  x(0) the initial condition, u  6 is the 
input vector, and y  E 3?̂  is the output vector. The uncertain function ^ (t,x , u) : 
3Î+ X 3?” X 3f?™ -> 3Î™ represents the lumped sum of matched nonlinearities and/or 
uncertainties. The uncertain system m atrix A A (t) depends upon the time-varying 
uncertain vector 6{i) : 37+ 0 ,  where 0  Ç 37̂  is the param eter space.

In this chapter, the following are assumed:

A -7.1  The number of output and input signals are such th a t n > p > m.

A -7.2  The input and output matrices are full rank, i.e. rank(B )  =  m  and 
rank{C ) = p. Moreover, ranfc(C B) =  m.

Define the following sliding mode observer of the same form as in (Edwards & 
Spurgeon, 1998b):

x(t) =  A x(t) -L B u{t) -  GLGyit) + Gjvz, u (7.3)

y(() =  Cx(7) (7.4)

where E 37"^^ and G jvi E 37"^^ are the gain matrices to be designed. The so-called 
discontinuous output error injection vector i/ E 37̂ , which induces a sliding motion, is 
given by
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I 0 otherwise

where ey{t) = y{t) — y{t) is the output error system. The m atrix Pg G 37^^  ̂ is s.p.d., 
and the m atrix B 2  G 37̂ ^™ will be defined later in the section describing the observer 
synthesis framework. The scalar function p : 37+ x 37̂  x 37”’' 37+ satisfies

p{t, y , u) > ki ||n(7) II +  if{t, y{t)) + k2 + v (7.6)

where k% and are known scalars, tp : 37+ x 37̂  —> 37+ is a known function, and 77 G 37+. 

By defining the state estimation error as

e(t) = ±{t) — x(t) (7.7)

it follows from (7.1) and (7.3) th a t the error system dynamics are governed by

é{t) =  (A  -  G ^C )e(t) -  A A (t)x (t) +  G jvl i' -  B (( t, y, u) (7.8)

Under certain conditions the matched uncertainty can be completely rejected by 
the discontinuous term  u when appropriately designed. Nevertheless, the error system 
dynamics (7.8) are affected by the mismatched uncertainty associated to the m atrix 
AA{t)  which cannot be cancelled.

The problem to be addressed consists of synthesising a sliding mode observer defined 
in (7.3)-(7.4) which guarantees robust stable error dynamics and the existence of a 
stable sliding motion in finite time on the sliding hyperplane

^ 6 .  =  {e(t) G 37" : e^(7) =  Ce(() =  0} (7.9)

despite the uncertainties present in the plant (7.1)-(7.2). In this chapter, “robust 
stable error dynamics” means x (t) —> x(t) within a certain domain Qobs in finite time 
considering the maximum feasible attenuation level for the mismatched uncertainty 
effect in the output error ey{t).

L em m a 7.1 Consider the system described in (7.1)-(7.2). Under assumptions A-7.1
and A-7.2, there exists a similarity transformation x  i-> TqX =  x  go that the uncertain
dynamical system (7.1)-(7.2) can be written as follows

A(t) =  (À  +  A À „(t))x (t) +  B (u (t)  +  ^ a(7,x , u )) (7.10)

y(f) =  C x(t) (7.11)
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with the nominal system triple (A , B , C) in the form

A '  A ll A 12 B  =
0

A 21 A 22 Ë2
C =  0 T (7.12)

where

a )-  The matrices A n  G 37^”  D and Agi G 3 7 ^ ^ are such that

A ll =
A;,

2̂2
11 ^12 

0 Â2

Aoi = A 211

A 212
a n d  A 211 =  0 An

(7.13)

(7.14)

wztA A^i € 37'-'"' and A^^ G %(p-W x0-p-r) ^  Q

b ) -  The pair (Agg, Aĝ )̂ is completely observable by construction.

c )-  The eigenvalues o f the matrix A°^ are the invariant zeros of the system  
triple (A ,B ,C ) .

d ) -  The matrix B 2 G 37^^™ is partitioned as follows

Bo
0

Ê2
(7.15)

with É 2 G 37"’ ^™' a nonsingular matrix. The matrix T  G 37^^^, in (7.12), is 
orthogonal.

e )-  The uncertain matrix A A ( t)  is given by

AA(t) = AA (̂t) + AA (̂t)

where the mismatched component has the structure

A A u{t)
A A ii(f) AAi2(() 

0 0

(7.16)

(7.17)

with A A ii(t)  G 37(" p) ^^d  A A i2(t) G 37̂ " The matched compo
nent has the form

AA„^(f) —
0 0

AA2l(f) AA22(0
(7.18)

W A A A 22(t) G 37P''("-P) and A A 22(t) G
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f ) -  The matched uncertainty u) is given by

n) =  AÂm B(t)x(t) +  ^(t, X, u)

where AÀ^^CO ^  ancA that A À ^  =  BA À m s(f).

(7.19)

A

The proof of the Lemma above is mainly based upon the arguments used in Lemmas 
1 and 2 in (Edwards & Spurgeon, 1995).

P ro o f  Firstly, a nonsingular change of coordinates x  t-4- T ^ x  =  Xy^, which forces 
the last p  sta te  variables of the system to be the p lan t’s output signals, is applied by 
defining the transformation m atrix

T c  =
C

(7.20)

where N g G 37"  ̂(" is such th a t its columns span the null space of the output m atrix 
C. Consequently,

A.TC
A cn A cj2 

A c2i Acgg
(7.21)

where A c^ G 37̂ " p ) and

B ,rc
Cl

C2

where Be, € 37̂ " and B^g G 37^^"*. As a result of the transform ation

0 L

(7.22)

(7.23)

By assumption rank{C B ) =  m, then since Cy^By^ — Bg^, it follows th a t rank{B cf) =  
m. This implies th a t an orthogonal m atrix T  G 37^^  ̂ exists such th a t

T^Br
0

(7.24)
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where Bg G 37™’̂ ™ is a nonsingular matrix. Another implication is th a t a left pseudo-
L be computed given I

=  (B^ (7.25)

inverse B ^  G 37’” ^^ for Bg^ can be computed given by

By applying a further nonsingular change of coordinates Xy^ i-> TgXy^ =  Xy^ to the 
system triple (Ay^, By^, Cy^) where

T b  =
-B c ,B k

(7.26)
0 PT

it follows th a t the system triple (Ay^, By_ ,̂ Cy^) in the new coordinates has the form

Ayg =  Byg =  _ Cyg =  [ 0 T  1 (7.27)
_ Afigi Aggg  ̂ Bg

Now, the sub-matrix Ag^^ G x(n-m) jg partitioned as follows

A a , ,=  (7.28)
A sii21 Aĝ ĵ 22

where Ag^^^  ̂ G 3 7 0 -p )x (n -p )_  the pair (Ag^^^^, Ag^^^J is unobservable, then a m atrix 

Tobs G exists so th a t

AÏ1 A^g 

0 Ag,

A fiiia iT ots — [ 0  A gi j

(7.29)

(7.30)

where Af^ G 37”’̂ ”, Ag^ G %(p-Wx(n-p-r) and (Agg, Agi) is observable (Edwards & 
Spurgeon, 1995) (Edwards k  Spurgeon, 1998a). This means th a t the pair (Ag^^^ ,̂ Ag^^^J 
has been w ritten in observability canonical form where the scalar r  >  0 corresponds to 
the number of unobservable states of (Ag^^^^, Ag^^^J.

An additional transform ation m atrix involving the sub-matrix Tobs can be defined as

Tob. 0 

0 I„
(7.31)

so th a t the change of coordinates Xyg i-s- T^Xyg =  x  yields
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A  =
A n A i2 0

B  =
A 2I A 22 Ê2

C [ o  t ] (7.32)

where A n  G is given in (7.29), the sub-matrix Agi G 3 7 ^ ^ has the
structure

Aoi =
A 211

A 212
(7.33)

with A 211 G 37(P r n) x{n p) giygg in (7.30), and

Bo
0

B 2
(7.34)

with Bg E 37"'̂ "'.

The transform ation m atrix T o  G 37"^" from the lemma statem ent is made up of the 
transform ation matrices defined during this proof, i.e.

To =  T oT gT ^

and produces the change of coordinates x  i-> x.

(7.35)

Now, it will be demonstrated th a t the A (A ^) are the invariant zeros of the system 
triple (À, B , C). The invariant zeros of (À , B , C ) are defined to  be the set

{s G C : ^ { s )  loses normal rank} 

where ^ { s )  is the Rosenbrock’s system m atrix

^ ( a )
(s i -  A) B

C 0

(7.36)

(7.37)

By considering the system triple (A, B , C) given in (7.32) with the m atrix A n  of the 
form defined in (7.29), and the matrices (7.33)-(7.34) produce

(s) =

(s ir — Â°]^) ~A°2

0 ('Sl(n—p-r) ~  Agg) _

— A 211

— Agio

-Ai

( s i p  — A 2 2 )

0

0
Bo

(7.38)
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Since Bg € jg nonsingular and T  € 37^^ ,̂ by using À 211 defined in (7.30),

Æ'(s) loses normal rank =S(s) loses normal rank (7.39)

where

^ ( a )  =

(sir — A °i) 

0 

0

('5l(n-p-r) ~  Agg)

As,

(7.40)

Moreover, by construction the pair (Agg, A^^) is completely observable, then from the 
Popov-Belevitch-Hautus test

rank
('5l(n-p—r) Agg)

AS,
= n — p — r (7.41)

for all s 6 C. Therefore,

^ ( s )  loses normal rank .S(s) loses normal rank 4=> det (s i — A°^) =  0 (7.42)

which means th a t A(A°i) are the invariant zeros of the system triple (A, B , C).

The uncertain m atrix A A (t), partitioned conformably with (7.32) in the new coor
dinates X, has the structure

A A (t)
A A ii(t) AAi2(i) 

A A2i(t) AÂ22{t)
(7.43)

This uncertain m atrix can be decomposed into matched and mismatched uncertain 
matrices, i.e. A A m {t) and A A „(t), as follows

A A [ i)  — A A u[L) -f AAra{t)

where

A A „(t) =

A Am { t )  =

A A ii(t) AAi2(it) 

0 0

0 0

A A2l(t) AÂ.22{t)

(7.44)

(7.45)

(7.46)
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Since TZ{AAm) C  %(B) the m atrix A A m {t) =  BAAmg(t); hence Ama(t) can be 
embedded into the matched uncertainty u) as follows

X, u) =  A A m g ( f ) x ( t )  +  X, u) (7.47)

Q.E.D.

R em ark 7.1 Stable sliding mode dynamics require that any invariant zeros A(À°j )̂ e  
C_. In  this case, the pair (À n ,À 2ii) is detectable and its unobservable modes are the 
invariant zeros o f the system triple (À, B , C).

In this chapter, it is assumed th a t

A -7.3  the matched uncertainty is bounded by

||(A(Cx,n)|| < A ;i||u(t)||+99( t ,y ( t) )+  2̂ (7.48)

where yp : 37+ x 37̂  —> 37+ is a known function, and k\ and k 2  are known 
scalars.

The observer (7.3)-(7.4) in the new coordinates x  G 37" is represented by

x(7) =  A x{ t)  +  B u(t) -  Ù Leyft) +  G jvl iz (7.49)

y{t) = C x(t) (7.50)

whilst the estimation error is defined by eft) — x (t) — x(t).

Consequently, the estimation error system dynamics are described by

e ft)  =  (Â  -  G iC )e (t)  -  A À „(i)x(t) +  GAri!^-B^A(i,x, u) (7.51)

In this chapter, a novel design framework based upon LMIs is proposed for designing 
the gain matrices G^ and G#_L.

7.3 Stability A nalysis

This section provides the analytical results concerned with the practical stability 
of the uncertain error system dynamics in (7.51). The ultim ate boundedness stability 
concept is used in most of the m athem atical results in this section. Also, stability of 
the nominal error system dynamics is studied.
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The following lemma establishes a gain m atrix G l ensuring the m atrix (À  — G lC )  
is Hurwitz. The structure of the associated Lyapunov m atrix P , which satisfies the 
Lyapunov inequality for the nominal error system dynamics, is also defined. The 
m atrix P  has the same form as the Lyapunov m atrix used in (Tan & Edwards, 2001).

L em m a  7.2 Let (À ,B ,C )  be the nominal system triple defined in (7.12) with À 21 € 
sjjpx(n-p) partitioned as follows

A 91 =
A 211

Â 212
(7.52)

where À 2 1 1  E g7(p-"»)x(n-p) £, g gç(«-p)x(p-m) design matrix such that A ( À n  +

L Â 211) G C_ where À n  is a submatrix of A  defined in (7.12). Let G l E 37"^^ be a 
gain matrix of the form

G l =
Gli ■ -À11LTT -k À12TT 4- LT^Aif '
G l2 -Â21LTT + (7.53)

where G l i  E ^ C - p)xp and G / ,2  € 37̂ ^̂ . The sub-matrix T  E 37̂ ^̂  is part o f the output 
matrix  C, the matrix A f i  G 37̂ ^̂  is a stable matrix constructed by the designer and 
L E 3 7 0 -0  xp ^  given by

B [ L ]

Then, the nominal error system dynamics

e(i) — (À  — G iC )e ( i)  

are stable and the following Lyapunov matrix inequality holds

(A -  G2C)^P +  P (A  -  G^C) ^ 0

(7.54)

(7.55)

(7.56)

where

P  = P i
L ^ P i

P iL  
P 2 +  L ^ P iL

(7.57)

with P i  E 370 p)x(n p) Pg 2  37pxp gyg appropriately chosen s.p.d. matrices.

P ro o f  Define a nonsingular change of coordinates e T ^e  =  ë where the transfor
mation m atrix T l  G 37"^" is given by

T ,
I(n—p) L 

0 T
(7.58)
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In the new coordinates the nominal error system dynamics are described by

ë(t) =  (Â  -  GLC)ê(t)

where

-T A 21L T T + T A 22TT

A ll A 12 A 11+ L A 21
À =

A 21 À 22 T Â 21

Gr, —
-T Â 21LTT +  T Â 22TT -  ^ 2

c  =  [ 0 L  1

Algebraic manipulation of (7.60)-(7.62) yields 

Â o = ( Â - G L C )  =
A ll A L A 21 

T Â 21

Prom the structure of (7.52) and (7.54), it follows

L A 21 =  L À 211 

Then, equation (7.63) can be w ritten as

An =
A ll A L A 211 0

T Â 21 A #

The Lyapunov m atrix P  in the new coordinates is given by 

P  =  (Tzi)':'PT2' =
Pi 0
0 P 2

where

Consider the Lyapunov function

(7 .59)

(7.60)

(7.61)

(7.62)

(7.63)

(7.64)

(7.65)

V(f) := ê'^(f)Pë(t)

(7 .66)

(7.67)

(7.68)
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Taking time derivatives along the nominal error system’s trajectories yields

4 i P  1 +  P  lA i i

P 2Â 21
ê(t) (7.69)

where À n  =  A n  +  L A 211 and À 21 =  T A 21. Since by design the m atrix A 22' E 3%̂ ^̂  is 
a stable matrix, for a given s.p.d. m atrix Q 2 6 3%̂ ^̂  the following Lyapunov equation

( ^ y p 2 + P 2 > i g -Q2 (T 7 ^

has a solution P 2 Then, a further Lyapunov equation can be w ritten considering the 
solution of (7.70) as follows

Â ^ P  1 +  P 1Â 11 — — (Q i +  A ^ P  2Q 2 ^P 2Â 21) 

where Qx € is a s.p.d. design matrix. Note th a t by construction

li +  À ^ P 2Q 2 P 2Â 21 >- 0

Using (7.70) and (7.71), quadratic equation (7.69) can be w ritten as

-  (Q i +  AT PgQ -iPgÂ gx) AT P 2

P 2Â 21 —Q 2
ë(t)

( m )

(7.72)

(7.73)

From the Schur complement, the expression on the R.H.S. of (7.73) is negative definite.

Hence, the nominal error system in the new coordinates given in (7.59) is stable. 
Moreover, stability of the error system in the original coordinates follows from the 
properties of similarity transformations. Finally, since the nominal error system is 
quadratically stable, the following m atrix inequality holds

(Â  -  G ^C )^P +  P (A  -  G^C) ^  0

for G i  and P  defined in (7.53) and (7.57).

(7.74)

Now consider the uncertain error system dynamics governed by

ë(^) =  (Â  -  G ^ C )ë (t)  -  A À ^(()x(() +  Gjvj^z/ -  B  (^(^,X, u) (7.75)

w h e r e  t h e  m a t r i x  G ^  G 3%"^^ is  d e f i n e d  i n  ( 7 .5 3 )  w h i l s t  t h e  m a t r i x  G w i  G h a s

158



7.3 S tab ility  A n alysis

the same structure as in (Tan & Edwards, 2001):

G nl =

with L e  given in (7.54).

GiVLl ' - L T T '

G n L 2
T T

(7.76)

Note th a t both  gain matrices G l and G ^ l are parameterised in term s of the sub
m atrix L which in tu rn  depends only on L. The rest of the sub-matrices involved 
in these two gain matrices are obtained directly from the state and output matrices 
in the canonical form stated  in Lemma 7.1. Notice th a t only the sub-m atrix L has 
to  be designed. To this end, a synthesis framework, which considers the mismatched 
uncertainties, is proposed in next section.

The form of the reduced-order uncertain error system is a consequence of applying 
some of the statem ents and proof arguments of Lemma 7.2 to the uncertain error 
system (7.75). Such a form is introduced in the following corollary.

C o ro lla ry  7.1 The sliding mode dynamics are governed hy the reduced-order system

&i{t) =  (A ll +  L À 2 ii)ë i(t) — A À ii(t)x i( t)  — AÀi2(t)x.2(t) (7.77)

where L G À 211 G g%(p-Wx(n-p) defined in Lemma 7.2.

P ro o f  By applying the similarity transform ation e(t) I-4- T f,e(t) =  ë(t) used in 
Lemma 7.2, it is easy to show th a t the uncertain error system dynamics are governed 

by

ëi(i) — À iië i( i)  — A A ii(i)x i(/;) — AAi2(i)x2(t) 

èy{t) =  À 2ië i( t)  -f Ag^ey(t) + 02& (f, X, u)

(7.78)

(7.79)

where Â n  G p)x(n p) À 21 G are defined in (7.60). The subm atrix
B 2  E results from

B =  T iB  =

Also, in the new coordinates, the m atrix G atl defined in (7.76) is given by

0 0

TË2 . .
(7.80)

Givz, =  T l G nl  = (7.81)
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In the sliding mode, ey{t) = 0 and éy{t) =  0, then

ë i(t)  =  À iië i( t)  -  A À ii(t)x i( t)  -  AÀi2(t)x2(t) (7.82)

Since À n  =  À n  +  L À 21, it follows

ê i(t) =  (À ii +  L À 2i)ê i(t) — A À ii(t)x i( t)  — AÂi2(t)x2 (t) (7.83)

but from the structure of L and À 21 given in (7.54) and (7.52) yields

ë i(t) =  (A ll +  L À 2ii)ë i(t) — A À ii(t)x i( t)  — AÀi2(t)x2(t) (7.84)

Q.E.D.

In the absence of mismatched uncertainty, the error system dynamics are asymp
totically stable (this is stated  in Lemma 7.2). The error system is also asymptotically 
stable when affected by only matched uncertainties. This follows from the invariance 
property of sliding modes and Lemma 7.2. However, the error system dynamics given 
in (7.75) are clearly influenced by the effect of the mismatched uncertainty. The con
cept of practical stability is applied to conclude th a t the uncertain error system (7.75) 
is uniformly ultim ately bounded with respect to a domain defining an ellipsoid in the 
sta te  space. This domain is usually a small neighbourhood of the origin in the state 
space. The following lemma is related to the practical stability of the uncertain error 
system (7.75).

L em m a  7.3 Let fig C Sft" 6e a bounded set defined by

fis =  |ë ( t )  e  3R" : ||ë(t)|| <  2 ||A À „(t)x (t)||7 “  ̂+  7s} (7.85)

where E 3%+, and js  E 3%+ is an arbitrary small design scalar. Assuming that 
llAÀ „(t)x(t)|l is bounded, the estimation error ë{t) is ultimately bounded with respect 
to the set fig.

P ro o f  Consider the Lyapunov function

V (t) := {t)Pé{t) (7.86)

where P  is a s.p.d m atrix of the form defined in Lemma 7.2. T hat is.

Pi PiL
L T Pi P 2 +  L T P 1L

(L&n

w ith P i G and Pg E 3%̂""̂  satisfying ( A - G i:C )^ P -b P (A  -  Gi^C) 0.
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Differentiating (7.86) w ith respect to  tim e along the error system trajectories;

V{t) — +  ë^{t)P ë{t) (7.88)

=  ë T ( t ) ( (Â  -  G i:C )^ P  +  P ( Â  -  G i:C ))ë ( t )  -  2 ë T (t )P A Â « (()x ( t)

+  2ëT(t)PG;vy^z/ -  2 ë T ( t )P Ë f^ ( t ,  X, u ) (7 .89)

From Lemma 7.2, it follows th a t

(Â  -  G /;C )'^ P  +  P  (Â  -  G ,,C )  =  - Q o  ^  0 (7.90)

where Qo E 3%" "̂ is a s.p.d. matrix. Therefore,

P (() <  -  Ami„(Qo)|le(t)p -  2ëT(it)PAÀu(t)x(t)

+  2ëT(i)PGAziiz/ -  2 ë T (( )P B f^ ( ( ,  X, u ) (7 .91)

From (7.76) and (7.87),

P G azi, =
PoTT

In addition, by using

it follows

Pg =  TPgT^

0 0
T P 2TT =

TT PgTT

Thus, the structural constraint

is obtained.

PGAZ^ =  CTP2

(7.92)

(7.93)

(7.94)

(7.95)

In order to determine the second structural constraint, consider the input m atrix 
given in (7.12) and the Lyapunov m atrix defined in (7.87). The following expression is 
easily obtained

P B  =
PiL B g

P 2B 2 +  LTPiLBs
(7.96)
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however from (7.15) and (7.54)

and therefore

LBo =  0

P B
0

P  2B 2

(7.97)

(7.98)

By using the output m atrix given in (7.12) together with the equalities (7.93) and 
% =  TBg defined in (7.80),

(7.99)
0 0 0

T P 2TTH2 =
TT PgTT^g P 2B 2

(7.100)

(7.101)

Hence, from (7.98) and (7.99) follows th a t

P B  =  C T P 2H2

Substituting the structural constraints (7.95) and (7.100) into (7.91) produces 

V (t) <  -  A,^{,.(Qo)||ë(()|r -  2ëT (t)PA Â «(t)x(t)

+  2 ëT (()C T p 2 Z / -  2 ë T ( t ) C T p 2 g 2 ( ^ ( t ,  X, u )

However, since ey{t) = C ê(t), it follows

y ( t)  <  -  A _(^(Q o)||ê(t)f -  2 ëT (t)P A Â ,(t)x (t)

+  2eT(t)P2i/ -  2eT (t)P 2 g 2 & (t,x ,u ) (7.102)

Rearranging the inequality above, after substituting for u from (7.5), results in the
expression

# )< -A ,,.,,.(Q o)||ë (t) ||: '-2 ëT (()P A Â ^(t)x (t)-2 ||P 2e^(t)||||;B 2 ||(X -)-|l& (-)ll) (7103)

Considering the bound on the matched uncertainty given in (7.48) as well as the bound 
on the scalar function p { t,y , u), it is straightforward to verify th a t

p { t,y ,u )  > ||f^ (t,x ,u ) || +r] (7.104)

Then,

9 (t)  <  -A ,^ ,^(Q o)||ë(t)||''+2A ^(P )||ë(t)||||A Â «(t)x(t)||-2 ||P2e^(t)||||% ||?7 (7.105) 
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By defining

(7.106)

and rearranging (7.105), it is straightforward to show tha t

%  <  A ^ (P ) ||ë ( ( ) ||( -7 , ||ê ( f ) || +2||AA ^(t)x(t)||)-2 ||P2e^(()||||52||77 (7.107)

Inside the set fig

||ê(t)|| <  2 ||A Â «(t)x(t)||7[: + 7 g  (7.108)

and it follows tha t

y (( )  <  -?A7,Am,»,(P)||ë(t)|| -  2||P2e^(t)||||B2||77 < 0 (7.109)

for e(t) ^ fig. Hence, the uncertain error system is ultim ately bounded stable with 
respect to the ellipsoid fig. This means, th a t the estimation error ë{t) enters the domain 
fig and remains within it thereafter.

Q.E.D.

Commensurate w ith the partition of the system triple (À ,B ,C )  defined in (7.32) 
and also by using (7.53) and (7.76), the error system dynamics (7.75) can be w ritten 
as follows

® l(t) =  À i i ë i ( t )  +  À i2 ë 2 ( t)  — A À iiX i( t )  — A À i2X 2(t) — G L i G y i t )  +  G w z,i ^  (7.110) 

62(4) =  À 2lë i( t)  +  ^ 22^2(1) — 6 ^262/(1) +  GjvL2 ^ — Ë 2^a(L X; u) (7.111)

Consider a similarity transform ation such th a t ë i-> T ^e  =  ë where the nonsingular 
transform ation m atrix G is given by

T / =
I(n-p) L

G T
(7.112)

From (7.110) and (7.111), in the new coordinates, the uncertain error system dynamics 
are governed by

ë i(t) =  Â iië i( t)  — A À iiX i(t) — A À i2X2(:1) (7.113)

G;/(t) =  Â 2ië i( t)  +  A ^ 2 ^ y { t )  +  u  — X, u) (7.114)

163



7.3 S tab ility  A nalysis

where À n  € Ux(n p ) ^nd À 21 G are defined in (7.60), the m atrix A 2 2  E
is a stable m atrix by design, whilst B 2  E 3%̂ ^̂  is defined in (7.80).

In the sequel, it is dem onstrated th a t a sliding motion is induced on the sliding 
surface Â obs in finite time within a domain of attraction. This is an im portant result 
since it guarantees the existence of a sliding motion.

L em m a  7.4 A sliding motion takes place after some finite time to- on the sliding sur- 
/ace

^ 6 .  =  {e(t) E 3%" : e^(t) =  Ce(t) =  0} (7.115)

within the domain

{(ë i(t) ,e^ (t)) : ||T Â 2ië i(t)|| <  ||B2 ||,7 - 7 , }  (7.116)

where 7 .̂ E 3Î+ is a small design scalar.

P ro o f  Prom the definition of À 21 given in (7.60), equation (7.114) can be w ritten as 

dÿ(t) =  T À 2lë i( t)  A- A 2 2 ^y{t) A- V — H2Ca(^)X, u) (7.117)

Consider the Lyapunov function

Va{t) := e^{t)P2ey{t) (7.118)

where P 2 E 3%̂ ^̂  is a s.p.d m atrix as defined in (7.93). Differentiating the quadratic
form (7.118) with respect to time, along the error system trajectories, gives

K-(0 =  ^y{t)P2ey{t) +  e^{t)P2éy{t) (7.119)

Consequently from (7.117), it follows

1 4 (t) = ( T À 2ië i(t)  +  A fie y { t)  + 5 2 & (t,x , u ) ) ^ P 2G^(()

+  eT (t)P2(TÂ 2iëi(t) +  ./^ e^ (t) +  1/ -  B 2& (L x,u)) (7.120)

=  e T (t) ( (A |^ y P 2  +  P2A:*'')e^(t) +  2eT(t)P2TÂ 2iëi(t)

+  2eT(t)Pgz/ -  2eT (t)P252& (t,x ,u) (7.121)

but since

(^ )" ^ P 2  +  P g^ '"  =  - Q 2 (7.122)
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where Qg € is a s.p.d. m atrix  defined by the designer, then

14(t) =  -  eT(t)Qge^(t) +  2eJ(t)P2T Â 2iëi(()

+  2eT(t)P2:/ _  2eJ(t)P2%fA((,x,u) (7.123)

Substituting for

in equation (7.123) and rearranging using the Cauchy-Scharwz inequality yields

14(t) =  -  eT(t)Q2e^(t) +  2eT(t)P2TÂ 2iêi(t)

-  2p(t,y ,u)||H 2 ||||P2ey(t)|| -  2 eT (()P 2 0 2 ^ ((,x ,u ) (7.125) 

— ~  WQa^yC^) +  2eT (t)P 2T À 2ië i(t)

-  2\\B2\\\\P2ey{t)\\{p{t,y,u) -  ||& ( t ,x ,u ) ||)  (7.126)

Prom the bound on the matched uncertainty given in (7.48) and the bound on the
positive scalar p{t, y ,u ) ,  the following relation can easily be demonstrated

p { t,y ,n )  > 11^a(Ux,u)11+?7  (7.127)

Then, >

^ ( t )  <  -  e[^(t)Q2e^(t) +  2eT(t)P2TÂ2iêi(t) -  2||.B2||||P2e^(t)||?7 (7.128)

<  -  eT(t)Qge^(t) +  2 ||P 2e,(t)||(||T Â 2iêi(t)|| -  H^HT)) (7.129)

In the domain

{(ê i(t) ,e^ (t)) : ||T Â 2iêi(t)|| <  (7.130)

it follows

<  -e^W Q 2e«(() -  2||P2e^(f)||7^ < -2||P2ey(()||7^ (7.131)

for all ey{t) 7  ̂0 .

Prom the following basic algebraic manipulation 

||P2e,(t)||^=(P2e,(t))''(P2e,(t))=e^(t)P2P2e^(t) =  ( P y \ ( t ) ) ^ P 2 ( P y \ ( t ) )  (7.132)
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the inequality

||P 2 e ^ (( )f  >  A :.(» (P 2 ) ||P y % (t) r  (7.133)

is obtained and furthermore

l|py'e,(t)f = (py%(())^(py%(()) = e^(t)P2e,(t) = 14(() (7.134)

Then, the inequality given in (7.133) can be w ritten as

||P2e (̂t) ir > Amm(P2)%r(t) (7.135)

From (7.131) and (7.135), it follows tha t

14(() <  -2q^\/A,n<,.(P2)%r(t) <  0 (7.136)

This inequality means th a t a sliding motion takes place on the sliding surface Â obs in 
finite time and remains inside the domain V i >  A thereafter.

Q.E.D.

7.4 D esign Framework

The effect of the matched uncertainty ^^(L x, n) is rejected by the nonlinear dis
continuous vector V, which depends upon the output estimation error injected into the 
observer. This is consistent with the invariance property of sliding modes with respect 
to  the class of matched uncertainty. In this sense, sliding mode observers are more 
robust than  the classical Luenberger observers. The discontinuous output error injec
tion vector, given in (7.5), is designed in such a way th a t the observer trajectories are 
driven to the sliding surface (7.9) defined in the error space, and remain on the sliding 
hyperplane. Nevertheless, the invariance property is not guaranteed with respect to 
the mismatched uncertainty in the error system (7.51). Hence, the aim is to design a 
sliding mode observer so th a t the effect of such uncertainty is maximally attenuated. 
To this end, an LMI-based approach using the so-called Bounded Real Lemma (Boyd 
et a l, 1994) is proposed using a polytopic description of the mismatched uncertainty. 
An optimisation problem based on LMI methods is formulated in order to synthesise 
the m atrix  L G -^hich is part of the matrix

L =  [ L 0{ n-p)xm ] (7.137)

which defines the gain matrices and G jvl-
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Define

AAu^(t) =  —A À ii(t) —A Ài2(t) j (7.138)

where A À n(f) G g%("-Dx(n-p) A À i2(t) G 3?U-p)xp gj.g sub-matrices of the mis

matched uncertain m atrix

^ A ii ( i )  A A i2{i)  

0 0
(7.139)

which was established earlier in Lemma 7.1. Also, define the state vector

x (< ) = [x T ( f )  x ^ (t ) ]^  (7.140)

where x i  G and x i  G 3% .̂ Then, the uncertain reduced-order uncertain error
system from (7.113) can be w ritten as

Gi(t) =  (A ll +  L À 2ii)ë i(t) 4- AÀ„^x(t) (7.141)

where Â n  G and À 211 G are known constant matrices. The
gain m atrix  L is to be designed. The vector x  G 37" is considered as an exogenous
disturbance input vector. The objective is to ensure

< % .  (7.142)
l|x(t)||

where

1/2

|ei

and

\  1/2
I  x T (t)x (t)d tJ  (7.144)

The constraint (7.142) is an ?7oo performance index for all nonzero x(t) G £ 2(0 , 00).

R e m a rk  7.2 The Tioo norm is the induced energy gain, and in the case presented in 
this section corresponds to the worst case amplification of the effect of the disturbance 
X in the reduced-order error system.

The following is assumed throughout this section:
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A -7.4 The m atrix representing the mismatched uncertainty A À „i(t) is affine 
with respect to the uncertain param eters denoted in vector form by 6{t) — 

@2(t) ••• These uncertain param eters satisfy

for % e7(l,r ) (7.145)

a n d  t h e y  d e f i n e  a  c o n v e x  s e t  i n  t h e  p a r a m e t e r  s p a c e  0  Ç  37'’.

Prom the assumption above, the uncertain continuous-time system (7.141) can be 
w ritten in system m atrix form as

(A ll +  LA 211) AA„i(t)

I(n-p) 0
(7.146)

and admits a polytopic representation given by

gObs .
N

E m
3=1

(A 114-L A 211) AAuij
I(n-p) 0

N  j
:Y ^ //j =  l , / / j > 0 f o r ; 6 7 ( l ,A ) ^  (7.147)

j = i  J

where N  is the number of vertices of

The Bounded-Real Lemma for a polytopic description presented in (Boyd et a l, 
1994) is adapted for the reduced-order error system (7.141) as shown in the sequel.

Let 7êiæ be a positive scalar. The continuous-time system Sg^g(t) defined in (7.146) 
is said to be stable and satisfies

l|êl(t)||2 <  7Sislix(t)ll2 

if there exists a s.p.d. m atrix P i  G s)çU-p)x(n-p) tha t

(7.148)

( A l l  +  L A 21 1 )  P i  +  P i  ( A l l  +  L A 2 11 )  4- I ( n - p )  P 1 A A ^ i j -

(P iA Â
^ 0 (7.149)

for j  G 7(1, N ).

Different representations of the m atrix inequality (7.149) are presented in the fol
lowing lemma in which the equivalence between such formulations is stated  and demon
strated.
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L e m m a  7.5 Let - be the j- th  continuous-time system denoted by

(A ll  +  L A 2 1 1 ) AA ^ij

I(n-p) 0
(7.150)

where À n  and À 211 are known constant matrices o f appropriate dimensions, L  is a 
design matrix. Let P i  G 3%("-p)x(n-p) G K("-p)x("-p) 6e s.p.d. matrices, and
7êiæ G 37+ is a constant scalar. The following matrix inequalities are equivalent:

(A11+ L A 211) P i+ P i(A ii+ L A 2 ii)4 -I(n -p )+ 7êil(P iA A „ij)(P iA A „ij-) -<Q (7.151)

(A ll  +  L A 2 1 1 ) P i  +  P i  (A ll  +  L A 2 1 1 ) +  I(„_p) P 1 AA.
(P iA À ,

u l j  

ëix
AO (7.152)

(All + LA211) Pi +  P i (All +  LA211) P 1 AA„ij \n -p )

(P lA À „ ij)  —llix'^n  0
I(n—p) 0 —

AO (7.153)

(A ll  A L A 2 1 1 ) Q i +  Q i (A ll  +  L A 2 1 1 ) Q iA A .
(Q i A A „ i j )

L(n-p)

0

"7eisl(n-p)

AO (7.154)

A

P ro o f  Applying the Schur complement to (7.151) yields straightforwardly either (7.152) 
or (7.153), i.e. (7.151) 4= ^  (7.152)-(7.153). W ith regard to the equivalence (7.152) 

(7.153), this follows also by applying the Schur complement. Now, the  equiv
alence between (7.151) and (7.154) is demonstrated. Multiplying both sides of the 
m atrix  inequality (7.151) by 7 ^^ and substituting for Q i =  7 ^^ P i  yields

(À 1 1  -f- LÀ 2 1 1 ) Q i -t- Q i (Àn +  LÀ 2 1 1 )

+  +  7g ;i(Q iA Â «y) (Q iA A ^y)"^ A 0 (7.155)

Then, applying the Schur complement to the Riccati inequality (7.155) produces the 
m atrix  inequality (7.154). Since (7.151) <=> (7.152)-(7.153) and (7.151) 4=7 (7.154), 
the equivalence (7.152)-(7.153) 4=7- (7.154) follows immediately.

Q.F.D.
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The main result of this section proposes a synthesis method for designing a gain 
m atrix L through an optimisation problem involving LMIs. The following proposition 
allows a gain m atrix L to be designed for the polytopic representation of system (7.141). 
This result consists of a convex optimisation problem formulated using LMIs methods.

P ro p o s it io n  7.1 Consider a continuous-time reduced-order error system given in ma
trix form  by

51êis(t) =
(An + LA211) AA„i(t)

I(n-p) 0
(7.156)

where A n  and A 211 are known constant matrices o f appropriate dimensions such that 
the pair (A n , À 211) is detectable. The solution of the convex optimisation problem

mm
7Si$>0iQi iFl

S.t.

A n Q i +  Q iA n  +  AJnPT -f F lA 2h  QiAA^i^ I(n-p)
(Q i AA„1j-) —Tëiæln 0

I ( n —p) 0  7 ê i æ l ( n —p)

guarantees

||ëi(t)||2  <  7g.a!l|x(()t|:

AO (7.157) 

1 ^  0 (7.158)

(7.159)

where 7 ! g =  inf {jsix), nnd the gain matrix L can he straightforwardly computed as

(7.160)

A

P ro o f  Suppose there exists a Q i >- 0 such th a t

•ÂÎ1Q1 +  QiAn +  A n iP T  +  F lÀ2ii Q i AA„1j I(n-p)

(Q i AA„1j ) —7êixln 0

I(n—p) 0 7eixl(n—p)

for j  G 7(1, A ) for some F%, G %("-p)x(p-m) and ^Six E 37+.

Defining and replacing F^, — Q iL  in (7.161) yields

(An + LA211) Qi +  Qi (An + LA211) QiAA„ij 

(Q i AA„1j ) —7êixln

I(n—p) 0

170

A 0

I(n-p)

0

'7ëixl(n—p)

(7.161)

AO (7.162)
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for j  e  7(1, N ).

From Lemma 7.5, the m atrix inequality above is equivalent to the quadratic ex
pression

ë i ( t )
T

_x(t)_

(A 11-I-LA211) Pi-I-Pi(A ii4-LA 2ii)-|-I(„_p) P iA A .Ulj

(P iA A «

ë i(t)

x(t)
< 0  (7.163)

for j  G 7(1,77). It follows

/
Pj ( ^ ^ 1  (i) ((A ll +  L A 2ii)T p 1 -f- P i  (A ll +  L A 2ii))êi(t)

1 = 1

2ëï'(f)P iA A u x(t) ) -b ë^(t)êi(t) -  gxT(t)x(t) <  0 (7.164)

since fij > 0 and ^ 2 S i ~   ̂ j  G 7(1, A).
7=1

Consider the Lyapunov function

y ( ë i )  :=  ê ^ P iê i  >  0

Then (7.164) is equivalent to

where

ÿ (ë i( t) )  + ë^ (^ )ê i( t)  -  q|,gxT(()x(^) <  0

Gi(t) — ^ ^ / i j ^ ( A i i  -h L A 2ii)ë i(t) -H AA„yX
7 = 1

(7.165)

(7.166)

(7.167)

which corresponds to  the poly topic description of the uncertain reduced-order system
N

(7.141) with pj > 0 and =  1 for j  G 7(1, A ).
7 = 1

By integrating (7.166) with respect to tim e along the time interval t  G [0 , T ] and 
assuming the initial condition §i(0) =  0, yields

F (ë i(T )) -b /  (ë]^(t)ëi(f) -  7^^gxT(t)x(t))a <  0
Vo

Since V {èi{T )) > 0, the inequality (7.168) implies tha t

t|êi(t)||2 <  7ëiz||x(t)ll2

(7.168)

(7.169)

A convex optimisation problem is required in order to find the greatest lower bound 
of 7ëiî E 37+, i.e. G 37+, and the m atrix variables Q i and F^,. To this end, the
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following optimisation problem is formulated

mm Teix
7 S lâ !> 0 .Q l

S.t.

A JlQ i +  Q iA ii +  A JxiFT -j- F^A 2ii Q iA A „ij I(n-p)

(Q i AA„Xj ) —7êisln 0

I(n—p) 0 7êi.xl(n—p)

f o r ;  e  7(1, A ).

AO (7.170) 

1 0 (7.171)

Q.E.D.

Once the m atrix L G pIAp m) jg designed then the observer gain matrices 
G l  e  3 7"^^  and G n l  G 3 7 "^ ^ , in the original coordinates, can be computed as follows

fVL — J-o ^N L

(7.172)

(7.173)

where

Tp =  T o T ^ T ^  (7.174)

w ith T c, T s  and defined in (7.20), (7.26) and (7.31) respectively.

T.5 D esign and Sim ulation Exam ple

Here the design methodology presented in the last section is illustrated through a 
numerical example involving a 4th order uncertain linear system.

E x a m p le  7.1 Consider an uncertain linear dynamical system described in state space 
form by

x ( t)=

yM =

■-6 1 +  9i{t) 0 2 +  02(0
0 - 2 — 1 +  6s(i) 1
0 3 0 0
2 1 - 2 - 1

' 0 0 1 0 ’
x(t)

0 0 0 1

x(t) + (7.175)

(7.176)
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where

01 (0  =  0.5sin(2t) 02(0 =  sin(40 03  ( 0  =  0.5sin(60 G ') =  0.5sin(107rO (7.177)

The system is already in the canonical form defined in Lemma 7.1 then Tq =  I 4. 
Another feature of the system represented in (7.175)-(7.176) is th a t the open loop 
nominal system (0i(O =  02(0 =  0 3 ( 0  =" 0 ) is unstable. This is easy to see by inspection 
of the nominal system’s open loop eigenvalues

{ - 6 .6 7 9 9 ,  -2 .3 7 9 3 ,  0 .0296 ± ;T .6 2 5 4 } (7.178)

The uncertain param eters define a hyper-rectangle in the param eter space 0  G 37̂  
when considering

| 0i ( O I  <  0.5 | 02( O I  <  1 1 ^ 3 ( 0 1  <  0.5 (7 .179)

In addition, the sta te  m atrix is affine in 0 (0  =[0i(O  02(0 03(0]^- Thus, a polytope 
composed of 8 vertices can be constructed using

-6 1
0 - 2

(7 .180)

AA,, 0 01j 0 02J
0 0 0.3, 0

for j  G 7(1,1 (7 .181)

A 211 = [ 0 3 (7 .182)

The pair (A n , A 211) is not completely observable but is detectable. Hence, only 
one pole may be placed arbitrarily.

The convex optimisation problem formulated in Proposition 7.1 can be implemented 
in MATLAB and has a solution giving =  0.1863 as the worst amplification of the 
disturbance effect and the gain matrix

for which

L =
-0.3333  

-1 .8087
(7.183)

A (All +  LA211) — { — 6 , —7.4260 j- (7 .184)
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Furthermore,

Defining

-0.3333 0 
-1.8087 0

-13
0

0
-13

and Q 2 =  I 2, the following Lyapunov m atrix  is obtained

P 2 =
0.0385 0

0 0.0385

(7.185)

(7.186)

(7.187)

From (7.185) and To =  I 2, the gain matrices G l  and Gjvz, are computed using equa
tions (7.53) and (7.76). Moreover, since the system is in the canonical form, the 
observer gain matrices G l  =  G l  and G^vl =  G w l are given by

Gr =

G atl =

4.1420 2
18.8952 1
18.4260 0
0.4753 12

' 0.3333 0
1.8087 0

1 0
0 1

(7.188)

(7.189)

The gain m atrix (7.188) yields the following eigenvalues of the nominal error system, 
i.e. when dfft) =  02(i) =  03( )̂ =  0,

A(Aq — G lC )—{ — 13, —6, —13, —7.4260 j- 

where A q € 37^^  ̂ is the nominal sta te  m atrix in (7.175).

(7.190)

For simulation purposes a sta te  feedback control law of the form u{t) = —/Ggpx(t) 
has been designed using the polytopic representation of the uncertain system (7.175)- 
(7.176) and the LMI region shown in Figure 7.1.

The controller gain is given by

/Gg. =  3.2181 4.8737 -3.3614 3.9105 (7.191)
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In order to demonstrate the ability of the proposed sliding mode observer to track the 
state behaviour of the uncertain system (7.175)-(7.176), the following control signal is 
used for the computer simulations

u{t) = —/CsFx(i) +  20 sin(57r() (7.192)

Im{C}

Re{C}

Figure 7.1: Convex Region T>{h,Cn,rd,a) = D(0.1,0 ,6 , 7r /4 ) for robust pole placement 
of a full state feedback controller

Computer simulation results are presented in the sequel using the initial conditions 
X o = [ l  —1 0 l ] ^  and x o  =  [ 0 0 0 0 for the plant and observer respec
tively. The time evolution of the uncertain parameters is depicted in Figure 7.2.

The true and estimated states are plotted in Figures 7.3-7 . 6  for comparison. It 
can be seen that after approximately 0.5sec the estimated states X3 {t) and X4 {t) track 
the true states perfectly. With regard to state variable X2 {t) perfect tracking of the 
estimated state is achieved after 2 sec. A perceptible estimation error occurs in terms 
of the true and estimated state variable xi{t). However, |ei(i)| =  |:ri(i) — xi(t)| < 0.08 
after 2.5 sec. This can be seen in Figure 7.7.

Estimation errors are depicted in Figures 7.7-7.10. These plots demonstrate the 
effectiveness of the sliding mode observer design methodology for plants with mis
matched uncertainties. The acceptable margin for the magnitude of the estimation 
error is application-related and is part of the performance specifications. The time 
evolution of the switching functions is shown in Figure 7.11. This plot shows that the 
sliding motion is induced on the sliding hyperplane Yobs-
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B 0.5  
0}
E
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û - 0  
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ë  -0 .5  
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-1 .5

time

Figure 7.2: Time evolution of the uncertain parameters d\{t), 0 2 (t) and 6 3 (1)

True state variable x (̂t) 

Estimated state variable x (t) .0.8
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Figure 7.3: Time evolution of the true and estimated state Xi{t)
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0
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- 0.6
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Estimated state variable x (t)- 0.8
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Figure 7.4: Time evolution of the true and estimated state X2 (t)
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Figure 7.5: Time evolution of the true and estimated state 2 :3 (()

177



7.5 D esign  and S im ulation  E xam ple

2.5
True state variable x (̂t) 

Estimated state variable x (t) -

1
0}

I 0 5

0)
%  0 
55

-0.5

-1.5

time

Figure 7.6: Time evolution of the true and estimated state X4 (t)

0.4

0.2

- 0.2

<u
-0.4

- 0.6

- 0.8

0 1 2 3 4 5
time

Figure 7.7: Estimation error ei(t) =  — xi(t)
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0.8

0.6

0)
0.4

0.2
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Figure 7.8: Estimation error 6 2 (t) =  X2 {t) — X2 {t)
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Figure 7.9: Estimation error 6 3 (t) =  X 3 { t )  — X 3 { t )
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Figure 7.10: Estimation error e^{L) =  Xi{t) — X4,{l)
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Figure 7.11: Time evolution of switching functions e^(t) G 3?̂
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7.6 Sum m ary

7.6 Summary

An LMI-based synthesis framework requiring only input and output signals from 
the plant has been described for designing the gain matrices of a sliding mode observer. 
The effect of the mismatched uncertain component is considered as a disturbance whose 
effect on the output estimation error has to be minimised. The observer gain matrices 
are parameterised in terms of only one design matrix. This matrix is obtained by 
solving a convex optimisation problem involving LMIs with a poly topic description 
of the reduced-order error system in terms of Tfoo performance. A detailed stability 
analysis has been carried out for the sliding mode observer and the class of uncertain 
systems considered. A numerical example has illustrated the proposed approach and 
demonstrated its efficacy through computer simulations.
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"If a man will begin with certainties, he shall end in doubts; but if 
he will be content to begin with doubts, he shall end in certainties. "

Francis B a co n  (1 5 6 1  - 1 6 2 6 )  

T h e  A d v a n cem en t o f  Learning (1 6 0 5 )

Conclusions

8.1 C oncluding R em arks

The problem of designing variable structure systems with sliding modes for un
certain continuous time plants involving mismatched parametric uncertainties and 
matched uncertainties, nonlinearities and/or disturbances has been addressed in this 
thesis. Full and partial state information cases were considered. The proposed synthesis 
approaches are based on LMI methods and involve polytopic models for describing the 
mismatched parametric uncertainty which usually affects real world systems. The form 
of the sliding mode control law considered throughout consists of linear and nonlinear 
(discontinuous) components.

In the full state information case, a design framework for state feedback sliding mode 
controllers has been proposed. Robust pole clustering in LMI regions, considering a 
polytopic description of the reduced-order system governing the sliding dynamics, has 
been employed for synthesising a parameterised switching gain matrix which defines a 
sliding surface. The control law uses the state vector in its entirety. A feasibility LMI 
problem has been formulated, involving a polytopic model of the plant, for designing 
the gain matrix in the linear component of the control law. In turn, the switched part 
of the control law takes into account the matched term associated with uncertainties, 
nonlinearities and/or exogenous perturbations. The design of the nonlinear component 
is dependent on the solution of the feasibility problem when synthesising the gain 
matrix of the linear state feedback component. Angular position control of an uncertain 
DC motor has demonstrated the applicability of the proposed state feedback sliding 
mode control approach. In addition, computer simulations have demonstrated the 
effectiveness of this control scheme.

New sliding mode control approaches using only measurable state variables have 
been proposed in this thesis. Thus, only output signals are required for the class 
of sliding surfaces and control laws considered. This is useful in many engineering
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applications since the state vector in its entirety might not be measurable because some 
internal states are not available, lack physical meaning and/or software and hardware 
overhead costs may be high. Two approaches have been proposed: sliding mode static 
output feedback and sliding mode dynamic output feedback. Conclusions on these two 
approaches are drawn in the sequel.

Firstly, an output feedback sliding mode controller which is static in nature and 
uses polytopic models has been developed. The existence problem has been formulated 
as a static output feedback problem in terms of a polytopic model of the reduced- 
order sliding mode dynamics. Without loss of generality, an LMI-based algorithm was 
adapted and can be applied to design the sliding surface. In addition, the control law 
requires only output signals. The linear component is designed through an optimisation 
LMI problem involving LMI regions and a polytopic model of the plant considering 
the mismatched uncertainty, whilst the discontinuous term is designed in such a way 
that the invariance with respect to matched uncertainties is achieved. As in the state 
feedback approach, the design of the nonlinear part depends on one of the matrix 
variables obtained if the optimisation problem formulated for the design of the linear 
output feedback gain matrix has a solution. The control law does not incur high 
control effort and does not induce chattering since the unit vector has been smoothed 
using the differentiable approximation introduced in Section 2.5.4. Two design studies 
have been carried out. The former corresponds to a numerical example borrowed 
from a paper studying the problem of designing a sliding mode static output feedback 
controller for systems of the class considered in this thesis. The latter is concerned 
with the lateral control of an aircraft in which some parameters have been assumed 
uncertain. Computer simulations were carried out in order to assess the proposed 
sliding mode static output feedback control (SMSOFC) approach. The results obtained 
were satisfactory and reflected the applicability of this new approach to solve control 
problems when only output information is available.

Secondly, although the SMSOFC strategy proposed in this dissertation, and indeed 
static output feedback in general, is the simplest approach when only a sub-set of the 
state variables are available for measurement, it may not be applied in some particular 
cases when a system is not static output feedback stabilisable or if the closed loop per
formance requires improvement. In this thesis, a sliding mode dynamic output feedback 
control approach has been proposed to deal with such situations. The reduced-order 
system representing the sliding mode dynamics is augmented and described using a 
polytopic model. Then, the sliding surface synthesis problem can be posed as a static 
output feedback problem. The algorithm employed in the sliding mode static output 
feedback control approach has been adapted and employed to design a compensator- 
based sliding surface. The mismatched parametric uncertainty is considered in the 
formulation of the problem using a polytopic description and LMI methods. With 
regard to the control law design, an LMI optimisation problem using an augmented
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representation of the plant has been formulated in order to synthesise the linear out
put feedback gain matrix. The switched component of the control law tackles the 
mismatched uncertainties, nonlinearities and/or external disturbances. This part of 
the control law, as in the previous described control schemes, is dependent on the 
design of the linear component. An augmented output vector is used in both compo
nents of the control law. A numerical example considering an uncertain plant, whose 
reduced-order system is not static output feedback stablisable, has been used to illus
trate the proposed control scheme. Simulation results have provided evidence of the 
applicability of the sliding mode dynamic output feedback controller developed in this 
dissertation using polytopic models and based on LMIs.

Another problem considered in this thesis was the synthesis of a single sliding mode 
output feedback controller, if such a controller exists, for the simultaneous stabilisation 
of a finite collection of plant models. One approach to the simultaneous stabilisation 
problem is to split the operating space into a finite number of operating conditions. 
This has practical relevance since it facilitates several applications, e .g . stabilisation of 
uncertain plants; fault tolerant control where the operating conditions are regarded as 
the fault-free and various fault affected plant models; stabilisation of plants investigat
ing different operation conditions. The plant model belongs to the class of continuous
time systems described in state-space form by a finite set of different state matrices, 
but common input and output matrices. Furthermore a term associated with mis
matched uncertainties, nonlinearities and/or exogenous perturbations is also included. 
The problem of simultaneous stabilisation has been addressed from the multi-model 
paradigm rather than using polytopic models in order to encompass a wider number 
of systems and control engineering problems. Moreover, it facilitates exploration of 
the use of a finite set of L y a p u n o v  matrices instead of a single L y a p u n o v  matrix as 
in the strategies currently proposed in this thesis using polytopic models^. Synthesis 
frameworks for static and dynamic output feedback variable structure controllers with 
sliding modes have been proposed. These sliding mode output feedback control strate
gies can be applied to a set of uncertain linear systems whose matched and mismatched 
uncertainties can be dealt with. An interpretation of the different state matrices is that 
they constitute mismatched uncertainty. This is a noteworthy feature since most of 
the existing sliding mode output feedback control approaches only tackle matched un
certainties and a 'one plant’ model. Some conclusions about the deployed sliding mode 
output feedback approaches are given below.

A sliding mode static output feedback controller design based on LMIs has been 
proposed for the problem of simultaneous stabilisation of a finite collection of uncertain 
system. The sliding mode existence problem has been formulated as a static output 
feedback problem considering a family of uncertain LTI models. The LMIs involved

^The use of parameter-dependent Lyapunov matrices will be briefly discussed here in Section 8.2.
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in the solution of the existence problem have as many L y a p u n o v  matrices as models 
considered. An iterative algorithm involving LMIs was adapted to solve numerically 
the sliding mode existence problem. An LMI optimisation problem has been formu
lated in order to synthesise the linear output feedback gain matrix of the control law. 
The nonlinear component is designed in such a way that the system response is not 
sensitive with respect to the matched uncertainty. Moreover, as in the previous ap
proaches proposed in this thesis, the design of the nonlinear component is dependent 
on one of the matrix variables resulting from the solution, if such a solution exists, of 
the LMI optimisation problem for the linear component. The proposed sliding mode 
static output feedback controller has demonstrated, through computer simulations, its 
efficacy in simultaneously stabilising a lateral motion autopilot for a remotely piloted 
vehicle when different flight conditions were considered.

A design framework for a compensator-based sliding mode controller using only 
output information, which simultaneously stabilises a finite set of models, has been 
proposed. This synthesis methodology can be applied when the collection of sliding 
mode reduced-order systems is not static output feedback stabilisable. As in Chapter 5, 
the reduced-order system, which describes the sliding mode dynamics, is augmented 
by adding a compensator, consequently introducing further dynamics to the sliding 
motion. A static output feedback problem has been formulated and the iterative algo
rithm used for designing the sliding mode static output feedback controller has been 
re-cast to design the compensator-based sliding surface. An LMI optimisation prob
lem has been posed for designing the linear part of the control law considering an 
augmented representation of the plant due to the inclusion of a compensator. An aug
mented output vector is available to the control law. The nonlinear part of the control 
law depends on the solution of an LMI optimisation problem for the linear component. 
Two design examples have been considered. Firstly, a set of plant models which are 
not static output feedback stabilisable have been stabilised by means of the proposed 
sliding mode dynamic output feedback (SMDOF) controller. This makes the proposed 
approach appealing. Secondly, a sixth-order gas absorber operating under different con
ditions has been considered as a collection of models and a single SMDOF controller 
stabilises the plant in all the operating conditions considered. These two examples 
have demonstrated the efficacy of the approach through computer simulations.

An LMI-based design framework requiring only input and output signal from the 
plant has been described for synthesesing the gain matrices of a sliding mode observer. 
The observer gain matrices were parameterised in terms of only one design matrix. All 
other components of the gain matrices are part of the system sub-matrices written in 
a canonical form. The class of systems to which the design approach can be applied 
consists of uncertain plants with both matched and mismatched uncertainties. The 
effect of the mismatched uncertain component is considered as a disturbance whose 
effect on the output estimation error has to be minimised. For this purpose, a convex
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optimisation problem is formulated using a polytopic description of the reduced-order 
error system in terms of ?̂ oo performance. This reflects the maximal amplification 
of the disturbance which can be interpreted as the worst case gain of the reduced- 
order error system with respect to the disturbance. The optimisation problem involves 
LMIs and can be solved numerically using any available LMI software. An exhaustive 
stability analysis has been carried out for the sliding mode observer and the class 
of uncertain systems considered. The concept of practical stability, formally called 
uniformly ultimate bounded stability, has been applied. The proposed methodology has 
been illustrated through a detailed design involving a numerical example. The results 
obtained from computer simulations demonstrate the applicability and effectiveness of 
the approach.

8.2 B rief Suggestion for Future Research

The concept of quadratic stability, considered within the design frameworks in 
Chapters 4 and 5, imposes the condition that a single L y a p u n o v  matrix must exist 
over the entire polytopic domain. This is an inherent source of conservatism that can 
be reduced by considering parameter dependent L y a p u n o v  matrices. Hence, a natural 
extension of the work presented in the aforementioned chapters is: the formulation of 
the sliding mode existence and reachability problems in terms of parameter-dependent 
L y a p u n o v  matrices, the study of LMI-based algorithms for state feedback and static 
output feedback problems employing such classes of L y a p u n o v  matrices, and the adap
tation of the most suitable algorithms to the sliding mode context considering polytopic 
models. Note that new nonlinear components for the control laws have to be developed 
since such components, in the current approaches proposed in this thesis, depend on a 
single L y a p u n o v  matrix (P 2 in the state and static output feedback cases, and in 
the dynamic output feedback approach).

Another area for future research lies in the investigation of the discrete-time coun
terparts of the problems addressed in this dissertation. This could be pursued by ini
tially considering a single L y a p u n o v  matrix and then parameter-dependent L y a p u n o v  

matrices.

The application of the design frameworks proposed in this thesis to real world plants 
would be appealing as further research in the future. Technical issues associated with 
the implementation of these variable structure controllers with a sliding mode and 
involving sliding mode observers could be challenging though.

Another possible extension of the synthesis methodologies developed in this disser
tation lies in considering more general mathematical models of the plant. For example.
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± { i )  =  (A  + A A ( i) )x ( i)  + B (u (6 ) + ^ ( i ,x ,u ) )  + D „ f^ (£ ,x )  + D /f /(£ )  (8.1)

y(t) =  (C +  AC(t))x(t) (8.2)

and

x(£) =  Aix(£) +  B  ( u { i )  +  Çj(£, X, u) j  (8.3)

y(t) =  Cix(() (8.4)

for i € 7(1, A ). These models are quite attractive from a passive fault tolerant control 
viewpoint, since faults in sensors could be dealt with. Recall that faults affecting the 
state and input matrix can be handled using the class of systems already considered 
in this thesis. Nevertheless, the models presented in (8.1)-(8.2) and (8.3)-(8.4) allow 
a wider class of systems to be considered. Note that, Dm,fm represents mismatched 
uncertainties, nonlinearities and/or external disturbances which are not associated with 
the state matrix, whilst D /f/(-) may be used for modelling faults.

Fault estimation using a sliding mode observer for plants with matched and mis
matched parametric uncertainties described by polytopic models represents an impor
tant area for future investigation. Its practical significance resides in the fact that real 
physical plants are uncertain and their operation is subject to faults in any of their 
components. Any fault has to be detected in order to avoid performance degradation 
or even the complete breakdown of the system.
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"The purpose o f  computation is insight, not numbers.' 

Richard W. Hamming (1915 - 1998)

High-level Implementation of LMIs

The main attraction for posing problems as LMIs, is that LMI problems can be 
tackled using efficient numerical tools and solved in polynominal time (Boyd et al., 
1994). Solving and LMI problem involves (1) determining whether the problem is 
feasible, and, if the problem is indeed feasible, (2) finding a solution. In this thesis, 
the LMI toolbox of Matlab (Cabinet et al., 1995) and the toolbox SeDuMi (Sturm, 
1999) have been used. Both of these toolboxes use interior point methodsL With these 
toolboxes, LMI problems can be formulated, in the Matlab environment, in a high-level 
symbolic form which is relatively transparent to the user. The toolboxes then translate 
these high-level symbolic forms into numerical optimisation problems and then solve 
the LMI problems as described above.

In order to illustrate the implementation of LMI problems using the LMI control 
toolbox of MATLAB and SeDuMi, partial pieces of code are presented in the sequel. It 
is important to highlight that the code shown in this appendix represents only a small 
fraction of all MATLAB scripts developed during this research project.

The following code, using commands of the LMI control toolbox, corresponds to the 
switching gain matrix synthesis considered in the design example presented in Section 
4.3.3.

^Details on the intericr-point m ethods can be found in (B land e t  a i ,  1981), (Boyd e t  a l ,  1994) 
and (Scherer & W elland, 1999).
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% Definition of LMIs 
setlmis([]);

% Definition of Decision Variables 
Q_1 =  lmivar(l, [(n — m) 1]);
L_1 =  lmivar(2, [m (n — m)]);

% Definition of the LMI Region as LMI constraints 
% Strip constraint 
for i =  1 : N

lmiterm([i 1 1 Q_l], 1, (A _ll{i})V  s'); 
lmiterm([i 1 1 -  L_l], —1, (A_12{i})'/s'); 
lmiterm([i 1 1 Q_l], (2 * h), 1); 

end

% Circle Constraint 
for i =  1 : N

lmiterm([(2 +  i) 1 1 Q_l], -rd , 1); 
lmiterm([(2 +  i) 1 2 Q_l], A _ ll{ i} , 1); 
lmiterm([(2 +  i) 1 2 L_l], A _12{i},-1 );  
lmiterm([(2 +  i) 1 2 Q_l], cn, 1); 
lmiterm([(2 +  i) 2 2 Q_l], -rd , 1);

end

% Conic Constraint 
for i =  1 : N

lmiterm(
lmiterm(
lmiterm(
lmiterm(
lmiterm(
lmiterm(
lmiterm(
lmiterm(

(4 +  i 
(4 +  i 

(4 
(4 +  i 
(4 +  i 

(4

(4 +  i

i) 1 1 Q_l],sin(alpha), (A _ll{i})','s'); 
i) 1 1 L_l], -sin(alpha) * A_12{i}, 1,'s'); 
i) 1 2 Q_l], cos(alpha) * A _ ll{ i} , 1); 
i) 1 2 Q_l], -cos(alpha), (A _ll{i})'); 
i) 1 2 L_l], -cos(alpha) * A_12{i}, 1); 
i) 1 2 — L_l], cos(alpha), (A_12{i})'); 
i) 2 2 Q_l],sin(alpha), (A_ll{i})','s'); 
i) 2 2 L_l], —sin(alpha) * A_12{i}, 1,'s'); 

end

lm iterm ([-7 1 1 Q_l], 1,1);

LMLSys =  getlmis;

% Feasibility Problem

[tmm_LMIP,x_feas_LMIP] =  feasp(LMLSys);

% Results
Q1 =  dec2mat(LMLSys,x_feas_LMIP, Q_l);
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LI =  dec2mat(LMLSys, x_feas_LMIP,L_l);
K =  LI * inv(Ql);

Gamma =  [K eye(m)];

In what follows, the optimisation problem in Proposition 7.1 is presented using 
SeDuMi commands.

cvx-precision high 
cvx_begin sdp
variable Ql((n-p),(n-p)) symmetric 
variable FL((n-p),(p-m)) 
variable gamma

minimize (gamma)
Q1 > 0 
for i =  1 : N

[ A_bar_ll' * Q1 +  Q1 * A_bar_ll +  A_bar_2lF * FL' +  FL * A_bar_211 
Q1 * DeltaA_bar_u_l{i} eye(n —p);

DeltaA_bar_u_l{i}' * Q1 — gamma * eye(n) zeros(n, (n — p)); 
eye(n -  p) zeros((n — p), n) — gamma * eye(n -  p)] < 0

end
cvx_end
L =  inv(Ql) * FL
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"The farther backward you can look, 

the farther forward you are likely to :

Sir Winston Leonard Spencer Churchill (1874 - 1965)
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