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then I shall know fully, 
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1.1 INTRODUCTION

The stucfy of inorganic kinetics in binary aqueous media has two 
objectives. Studies of solvent and salt effects on the kinetics of 
reactions of known mechanism can lead to an understanding of stabilisation 
or destabilisation of the various reactants and hence to a rationalisation 
of reactivity changes in terms of solvation changes. It is also possible 
to gain an insight into structural properties of solvent systems. 
Conversely, known medium effects can be used to probe the reaction 
mechanism. The work in this thesis is largely concerned with the first 
of these approaches, though the second will be illustrated.

This chapter falls into four sections:
( i ) a description of the properties of water and aqueous mixtures 

with stress on the letter's thermodynamic properties;
(ii) a survey of the types of reaction studied;
(iii) analysis of kinetic data for reactions in solution;
(iv) a short summary of the information vhich can emerge from such 

studies.

1.2 PROPERTIES OF WATER AND MIXED AQUEOUS SOLVENTS
1.2.1 Water

Water is unique among liquids. The literature concerning its 
experimental and theoretical study is vast and has been effectively 
reviewed and analysed by Franks.^ The following carments are essential 
to subsequent discussion of aqueous solvent systems.

X-ray scattering, spectroscopic and thermodynamic properties confirm 
that in water a large proportion of the molecules are hydrogen-bonded 
together in an open, low density arrangonent. Regions of water having 
this structure might be formed as a result of the co-operative nature of
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hydrogen bonding. Thus, water might comprise clusters of open, low
density hydrogen bonded water molecules, (HzO)^, and dense non-hydrogen

2bonded water molecules (HzO)^* An equilibrium can then be written: 

(HzO)b ^  (HzCOd .... [1.1]

However, X-ray scattering data show that water does not exist as distinct 
patches of dense and bulky water. Consequently, considerable interest 
has been shown in interstitial models, vhere, for example, (H20)d 
describes molecules vhich are guests in the (HzO)̂  systan.

There are several advantages, particularly in the context of aqueous 
solutions, in representing water using equation [1.1]. Thus, to a first 
approximation, a solute which increases (H20)b at the expense of (H20)d 
is a structure former; a structure breaker has the opposite effect. The 
large heat capacity of water can be attributed to the need to 'melt' part 
of (H20)b vhen the temperature is raised.

1.2.2 Chemical potentials
Under conditions of constant taiperature and pressure, the appropriate 

thermodynamic potential function for a closed system is the Gibbs free 
energy, G. In terms of independent variables we can write

G = G [T, p, n^ ] .... [1.2]

vhere T = temperature 
p = pressure
ni = no. of moles of component i 

The general differential of equation [1.2] is written as follows:

dG = / s g W  + (dG\àp + I /9G\dn-j ,
H . n .  1 4 , n. M t , ••••

The chemical potential, y, of component j is defined as:
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y j - / 8g \
WVT,p,ni=j ••••

Hence
i

G = nj yj .... [1.5]
j=l

1.2.3 Chamical potentials and composition 
(i ) Binary aqueous mixtures:

A mixture of two liquid non-electrolytes can be defined as ideal if 
the chonical potentials obey the following equations:

yi = y* + ET In Xi ̂ .... [1.6]
yz = y* + RT In X2

vhere y 1 = the chanical potential of pure i at the same T and p
= mole fraction of component i.

For real mixtures we write
Wi = w" + RT In ai

  [1.7]
yz = yz + RT In az 

Here a^ is the activity, vhere
ai = Xi fi   [1.8]

fi is the rational activity coefficient, fi ̂  1 as Xi 1.

(ii) Solutions :
The component in large excess is called the solvent, component 1.

The component present in small amounts is called the solute, component 2. 
Three different equations are used to express the chemical potential of 
the solvent:

a) yi = y* + RT In Xi f% .... [1.9]
f 1 -)■ 1 as Xi 1

b) yi = y* + g RT In Xi   [1.10]
rational osmotic coefficient g =1 in an ideal solution
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c) Wi = Wi - RT niz Ml   [1.11]
1000

mz = molality of solute
Ml = relative molecular mass of solvent
(j) = practical osmotic coefficient = 1 in an ideal solution.

Equations for the chemical potential of a solute are based on a Henry's
law type definition. Here we write

yz = y2̂  + RT In az .... [1.12]
Here the activity, az, is given by

az = mz Yz
where mz = molality of the solute

Yz = activity coefficient 
Y2 1 as mz-^0, i.e. infinite dilution.

yz^ is the chemical potential of the solute in a hypothetical solution
at the same T and p vhere mz = 1 and Y2 = 1.
Other Ccmposition Scales can be used:

yz = W2̂  4- RT In cz yz   [1.13]
Cz = concentration, mol dm"^ yz 1 as Cz^O

or yz = yz^ + RT In Xz f 2 .... [1.14]
Xz = mole fraction fj-^l as Xz ->-0.

(iii) Salt solutions :
It is convenient to define an expression for the activity of an 

electrolyte in terms of the ions into vhich it dissociates. Consider an 
electrolyte that dissociates as

M\j+ X^_ — V M + V X .

We write as a definition
V+ V- V n  I C Iaz = . a_ = a+   [1.15]

a+, the geometric mean of a+ and a_, is called the mean activity of the
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ions. We also define individual ionic activity coefficients y+ and y. 
by

a+ = y+m+ a_ = y_m_ .... [1.16]

The experimentally measured activity coefficient is y+, the geometric 
mean of the individual ionic coefficients, vhere

y± = y r  -Y-' .... [1.17]

Equation [1.15] can then be written

az = m+^ . mu . y+^ . yY   [1.18]

or a+ = â '̂  ̂= ^m^^ . mY . y+^ . y Y

Frcm [1.17] and [1.18] we obtain

y+ = a+ / . m^   [1.19]

For a 1:1 salt of molality m,
m+ = v+m and m_ = v_m.

Fran equation [1.19]
a+ = y+ (m̂ )̂

and frcm [1.15]
2

a.2 = a+

so az = m^ y+

Hence, using equation [1.12]
yz = y2̂  + 2 RT In my+

1.2.4 Classification and properties of binary aqueous mixtures
Insights into the interactions between the two caiponents in a binary 

solvent mixture can be obtained by considering the thermodynamic excess 
functions, X^. These arise when one considers the mixing of the two 
ccnponents. For one mole of mixture, the Gibbs free energy of mixing at
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fixed T and p is given by

AjnG =  X i P i  +  X 2VI2 -  X i p l  -  X2VI2   [ 1 . 2 0 ]

Combining [1.20] with [1.7] and [1.8] we obtain
AmG = RT Xi In Xifi + RT Xz In Xzfz .... [1.21]

AmG must be negative for mixing to occur at constant T and p.
It is convenient to define a set of excess functions, X®, as 

X^ = AjiiX — AmX (ideal) .... [ 1 . 2 2 ]

Then
G^ = RT {xi In f 1 + Xz In fz} .... [1.23]

g
This is positive or negative depending on the signs of the^ acti^ity 
coefficients. Negative values of G® indicate favourable interactions 
between the components of the mixture. Non-aqueous-coiponent/water 
interactions are stronger than water/water interactions. Positive values 
of G^ indicate intercorponent interactions are weaker than those between 
two cosolvent molecules or two water molecules.

For an ideal mixture the enthalpy of mixing, A^H, and volume of mixing, 
AmV, are zero. So for a real mixture the excess functions are simply the 
mixing functions:

= AmH   [1.24]
V® = AmV

The excess entropy is calculated from
S® = (H® -G^)/T   [1.25]

On the basis of these properties mixed aqueous solvents can be divided 
into three classes:
A) "Typically aqueous", TA: G^ > 0, |TŜ | >|H^|.

In these cases, mixing is doninated by entropy changes.
B) "Typically non-aqueous": |h |̂ > |TŜ |.

In these cases, mixing is enthalpy doninated. Two sub-divisions of
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this class can be identified:
( i ) G® > 0 ; TNAP mixtures.
(ii) G® < 0; TNAN mixtures.

( I ) Typically aqueous mixtures
Cosolvents forming TA mixtures with water include monohydric alcohols, 

acetone, dioxan and tetrahydrofuran. Figure (1.1) shews plots of the 
excess functions against mole fraction for ethanol-water and t-butanol- 
water.

The dependence of on mole fraction can be analysed to obtain the 
corresponding partial molar quantities, (Xi-X*) and (Xz-X*) . Figure (1.2) 
shows the variation of the partial molar volumes for sane TA systems, and 
this diagram identifies three types of behaviour:

a) negative slope at lew mole fractions : this implies "structure-
making". Water-water interactions are enhanced producing a
clathrate^ type structure around the hydrophobic alkyl groi:p.
An exothermic can be identified with this behaviour.

#b) zero slope with (Vi-Vi) negative : no structural effects. The
point is reached where the proportion of water in the mixture is 
insufficient to maintain the clathrate structure.

c) positive slope: "structure breaking". As xz is increased the 
extended structure is broken down. The tendency for phase separation 
is most marked at these mole fractions.

r̂ any properties of TA mixtures show extrema and the points at vhich 
they occur on the mole fraction scale can act as 'signposts' in the 
analysis of kinetic results.

(ii) Typically non-aqueous negative mixtures
Cosolvents forming this type of mixture with water include hydrogen
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FIGURE (1.2)
#Dependence of relative partial molar volume, (V2-V2 ) for 

cosolvents in sane TA mixtures as a function of cosolvent 
mole fraction at 298 K.
(a) ethanol, (b) acetone, (c) n-propanol, (d) t-butanol.
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peroxide and dimethyl sulphoxide. Figure (1.3) shows a set of smoothed 
thermodynamic excess functions for DlVSO-water.

For the DMSO-water system all evidence points to extensive inter- 
canponent association.

(iii) TypicalIv non-aqueous positive mixtures
A clear exanple of this type of mixture is provided by acetonitrile- 

water. At lew mole fractions of acetonitrile at 298 K the mixing is 
exothermic. This does not, however, stem frcm enhancement of water 
structure as in TA mixtures. There is no minimum in the partial molar 
volume of acetonitrile in this region. The overall trend seems to be 
for this aprotic cosolvent to monotonically disrupt water^ater inter­
actions .

1.2.5 Salt solutions as reaction media
Salt solutions are discussed more fully in conjunction with kinetic 

results in Chapter 6. Here it is noted that added ions drastically 
modify the water structure in the system under study. With alkali-metal 
and halide ions, there are intense ion-solvent dipole interactions. With 
tetra-alkyl ammonium ions the apolar alkyl diains dominate the hydration 
properties.

Kinetic data should reflect these hydration properties. This is 
especially true vhen the reactants are neutral, where dominant charge- 
charge interactions are absent.

1.3 CONCEPTS OF REACTION MECHANISM
1.3.1 General discussion

In general terms, a reaction in solution between reactants R and r ' to 
form products P and P̂  may require many steps to catplete the trans-
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formation. Further, sane of these steps may be much faster than others. 
Often, but not always, one of the steps is much slower than all others 
such that the speed of that step ultimately determines the form of the 
overall reaction. The rate law may contain information pertaining to the 
nature of steps preceding and including the slowest one. The follcwing 
possibilities can be envisaged;

(a) R and R̂  diffuse together to be trapped momentarily in a 
solvent cavity as an encounter complex, RIIR̂ .

(b) R and R̂  smoothly convert to P and (within a solvent 
cavity, PIIP̂ ).

(c) R and R̂  initially convert to a new species, R-r ', vÆiich 
subsequently produces P and P '.

For sys-tems viiere tdiese characterise the slowest step, situation (b) 
represents an interchange (I) mechanism; situation (c) an associative (A) 
mechanism; and situation (a) a diffusion controlled process.

There is another possibility. The encounter complex RIIR' may not lead 
to products. Rather, R may unimolecularly dissociate into species P' and 
X. The intermediate X can eitdier recombine with P' to reform R or, if 
sufficiently long-lived, diffuse into a solvent cavity with R^ and 
undergo reaction to form P. This situation represents a dissociative 
(D) mechanism.

The above discussion can be sumnarised in the follcwing equations:

, , slow ,(I) R + R — -̂RIIR --- ^ PIIP'— ►P+P' ___ [1.26]
, , slow , ,(A) R + R — RIIR --- ^ R - r '— PUP — ^ P+P' --- [1.27]

slow , ,(D) R  *-XIIP — ^ X  + P
X + r '—  XIIR'— ^ P ___ [1.28]

These concepts can be illus-trated by the use of a free energy profile
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diagram. The change in the energy of the system is plotted against the 
reaction coordinate, vhich represents changes in nuclear co-ordinates and 
electron distribution as the individual act of reaction progresses.

Figure (1.4) surrmarizes the differences between I, A and D processes. 
The dashed curve defines an I process in #iich reactants are smoothly 
transformed into products by the formation of a single, unstable 'high' 
energy chemical species referred to as the tvansit-ion state or activated 
complex. The A and D processes (solid line) involve two steps shewing 
the appearance of two activated complexes, separated along the reaction 
co-ordinate by a minimum, characteristic of the intermediate. The A 
mechanism describes the formation of the first activated complex by 
associative activation, in v±iich the reactant RIIR̂  forms a bond creating 
the intermediate R-R^. The second step requires a much smaller activation 
energy for the conversion of R-R^ into product PIIP\ On the other hand, 
the D mechanism has a similar energy profile, but the initial step is a 
dissociative activation, leading to complete fragmentation of R into one 
of the products (say P'), and a species (intermediate X) of kinetically 
significant stability. The intermediate rapidly reacts with R̂  to form 
the final product P. In contrast to the A mechanism, R̂  does not play an 
energetically significant rôle in the D mechanism. With regard to the 
intimate aspects of an I mechanism, one can visualize a transition state 
involving considerable fragmentation of R with little progress being made 
in the formation of the new bond between R and R^, or the converse. Such 
activation processes are then distinguished as 1^ and 1^ respectively.

The situation can be summarized as follows;
D = slow unimolecular reaction step. Bond breaking (d)
A = slow bimolecular reaction step. Bond making (a)
I = slow bimolecular reaction step

produce
reactive

intermediates
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la = predaninantly bond making character 
Id = predominantly bond breaking character

no reactive 
intermediates

These ideas can be illustrated briefly by the chemistry of systems viiich 
are described more fully in subsequent chapters.

1.3.2 Examples
(i) Redox reactions

Electron transfer reactions involving transition metal complexes may 
occur by either or both of two mechanisms: outer-sphere and inner-sphere.

An outer-sphere mechanism involves electron transfer from reductant to 
oxidant, with their co-ordination shells or spheres staying intact. Such 
a mechanism is established when rapid electron transfer occurs between 
two substitution-inert complexes. The elementary steps involved in the 
mechanism may be summarised as follovs:

Formation of a cage complex Ox + Red ^  Ox||Red
Chemical activation of the
precursor, electron transfer and Ox||Red ^  Ox'HRed'̂
relaxation to successor complex
Dissociation to products Ox" || Red^ #  Ox” + Red^.

Within the precursor there must be both a reorientation of the oxidant 
and reductant complexes, and, within those complexes, structural changes 
that define the chemical activation process for electron transfer.
Solvent reorganisation to accommodate these changes can make an important 
contribution to the activation free energy. Electron transfer is 
constrained by the Franck-Condon principle : the time required is very
much shorter than the time required for nuclei to change their positions.

Examples of outer-sphere reactions include the hexachloroiridate (IV) 
oxidations of iodide and iron (11) phenanthroline conplexes. The oxidation 
of iodide by the 12-tungstocobaltate (111) anion, CcWi2 , is discussed
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in Chapter 3.
Where an inner-sphere mechanism operates, the reductant and oxidant 

share a ligand in their inner or primary co-ordination spheres, the 
electron being transferred across a bridging group. The elementary steps 
in the generalized mechanism are as follows;

Formation of a bridged cotplex Qx-X + RedCHzO) ^  [Qx-X-Red]"̂
Activation and electron transfer [Ox-X-Red] [Ox'-X-Red^] ̂ +H2O
Dissociation [Qx-X-Red] + H2O ̂  Ox (H2O) + Red'’’,

This mechanism can be unequivocally demonstrated by experiments using 
centres of appropriate lability. The classic example is the chromium(II)

3reduction of the chloropentammine cobalt (III) cotplex ion;

Co(NH3)sCl^'^ + Cr^q + 5H'’'— CrCl|q + Cô "̂  +   [1.29]

If inert centres are present after electron transfer, the transition 
state formally becomes an intermediate vÈiich may be detected or trapped, 
e.g. as with the following reactions : Cr^'^/lrCle^ , Fe (CN) 6 /Co (CN) 5 ̂ .

The inner-sphere reduction of CodslHa) sCl̂ '*’ by Fe^’"’ is described in 
Chapter 3.

Both inner-sphere and outer-sphere mechanisms are classified as la 
processes. Inner-sphere processes with intermediates are A processes.

(iii) Metal-ion catalysed aquation
A well-documented reaction of this type is the mercury (II)-catalysed 

aquation of chloro-carplexes. The general mechanism is

M-Cl̂ "̂  + Hg^’’’ #  M-Cl-Hĝ '̂̂ ^̂ '̂ — + HgCl"̂  --- [1.30]

Three types of behaviour are neatly illustrated:
( i ) the dinuclear species can be a transition state in an la process, 

formally resembling the inner-sphere process described above. This
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occurs with carplexes such as CoCNHa) sCl^’’’ or Cr (NH3) The
latter system is described in Chapter 4.

(ii) the dinuclear species may have much greater stability; it new 
represents an intermediate. The mechanism of reaction is dcminated 
by the dissociation of the intermediate. This is shown by
cis-[Rh(en)2 CI2]̂ , described in Chapter 4.

(iii) in intermediate cases, the intermediate exists but is short-lived.
The mechanism is A type, illustrated by trans-[Rh(en)2CI2]^, 
described in Chapter 4.

Catalysed aquation has also been demonstrated for oxalate complexes, 
e.g. Cr(C20it) 3 ”̂ ̂ by copper(II) via an la mechanism.

(iii) Substitution at d® square-planar centres
By far the greatest number of square-planar complexes are formed by 

Pt(II), Pd(II), Ni(II), Au(III), Rh(I) and Ir(I). For the general 
reaction

ML3X + Y —  ML3Y + X

the kinetics and mechanism have been rationalized in terms of two parallel 
pathways, both involving an A mechanism unless special electronic or 
steric factors rule this out and a dissociative mechanism arises.

The general rate law has the form

-_d [ML3X] = (ks+ky [Y]) [ML3X] ---  [1.31]
dt

In the ky pathway the nucleophile Y attacks the metal complex and the 
reaction passes through a five-coordinate transition state and inter­
mediate, which may have a trigonal-bipyramidal structure. The kg pathway 
also involves the formation of such a structure, except that the solvent 
is the entering group. A great deal of evidence has accumulated for this 
mechanism.
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Reactions of two square-planar centres in salt solutions are described 
in Chapter 6. The reaction between cis-[Pt(4CNpy) 2CI2] and thiourea is a 
siirple substitution reaction at the unhindered Pt(II) centre. The kg 
value is effectively zero in these media. Aquation of the Pd(Et^dien) Cl^ 
cation is a special dissociative case. The transition state for an 
associative reaction is more crowded than the initial state, whereas for 
a dissociative reaction it is less crowded. The latter will therefore be 
favoured if the initial carplex contains bulky ligands. The Eti+dien 
ligand in the carplex blocks the top and bottom of the square plane, 
making the associative mechanism difficult. Thus for this carplex the 
rate of reaction is independent of the nucleophile concentration.
Actually the aquo-carplex is unstable and is here scavenged by bromide 
ions, so the overall mechanism for this carplex is as follows :

. SLOW ^Pd (Et^dien) Cl r ~ ' Pd (Et^dien) + Cl
Pd (Eti+dien)""" + H2O T-=̂  Pd (Eti+dien) (H2O)

FAST Br .... [1.32]

Pd (EtIndien) Br’’’

(iv) Miscellaneous systems
In the reactions of iron (II) tris-diimine carplexes with H^, OH and 

CN” the formal mechanisms are riddled with pre-equilibria and alternative 
pathways. However, in many cases, these schemes reduce to A mechanisms 
with the intermediates being formed by initial attack of the nucleophile 
at the coordinated ligands. This subject will be discussed more fully in 
the appropriate chapter.

In the later chapters describing analysis of data using carputer-based 
procedures, the consequences of treating the solvolysis of t-butyl 
chloride as a D process are explored with particular regard to derived
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température coefficients of the rate constants. Thus the mechanistic 
basis is

Bu^Cl #  Bu^Cl (int) — products

32as opposed to the original Ingold S^l/I^ assignment. Closely related 
to this is an analysis of acid dissociation constants using the following 
mechanism:

H2O + PCOOH ^  RCOO'fHsO'^ ^  RCOO" + H3O'*'

1.4 ANALYSIS OF MEDIUM EFFECTS ON REACTIVITY
1.4.1 General discussion

Solvation changes affect the chemical potentials of the initial state 
and the transition state of a reaction. In general these solvation 
changes will cause a change in reaction rate which may be considerable.

If the Gibbs free energy of activation of a certain reaction in a 
reference medium (usually water) is AG^ and in a different medium is AG* 
then:

ôjflAG — AG2 — AGi .... [1.33]

Here ôm is the medium operator.
4Transition state theory provides the link between a rate constant 

(which describes an irreversible process) and AG* (v^ch can be treated 
using the principles of reversible thermodynamics) ;

kr = . exp (- AG*/RT).(c‘®‘)̂ "̂“  ̂ --- [1.34]

kr = rate constant, h = Planck's constant,
k = Boltzmann's constant, m = molecularity
c^ = concentration in the standard state to v^ich the 

thermodynamic parameters refer.

Fran [1.33] and [1.34]
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6nAG* = -RT In /kr^A   [1.35]
U r J

In general AG* is the difference between the chemical potentials of 
the transition state and reactants in their solution standard states:

, , n
AG = p -  ̂ .... [1.36]

i=3

Hence the dependence of AG* on solvent can be described in terms of the 
dependence of chemical potentials on solvent using the medium operator:

ôjnAG — ômy —  ̂ ^  ^ J
i=3

If both 6mAG and fimVii are known for a first order reaction, fî y can
be calculated directly frcm [1.37] . If the experiment is repeated over a
wide range of solvent composition, a plot can be constructed showing the

 ̂ ■©" ^dependence of the three quantities ômAG , ô^yi and ô^y on cotposition. 
When the reaction is second order the corresponding plot shows ômAG*, 
<SmyT/ (SmyT and ômy*; it is useful to include 6my^ (initial state) (vAiich 
is ômyT (SmyT ) •

These plots shew at a glance the essential features of the medium 
effect on the reaction kinetics.

In all the work described in this thesis, the quantities ô^yT are 
derived frcm solubility data.

1.4.2 Initial state trends and solubility data
Consider two saturated solutions of a corpound, each in equilibrium 

with the solid material. The chemical potentials of the solutes and 
solid must be equal:

y2 (solid ccnpound) = y2 (solid in solution I)
  [1.38]

y2 (solid corpound) = y2 (solid in solution II)
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Solvent I is the reference solvent (usually water) .
For a solute in solution

yz = yf" + KT la 11̂2 fz   [1.39]

yf̂  is the chemical potential of the solute in its solution standard 
state.

f 2 is an activity coefficient such that f2 ->l as m 2 0.
In this type of analysis, the definition of the standard state is 

important. If a second order rate constant is given in units of dm^ mol~^ 
s~S then the relevant standard state is the hypothetical solution where 
the concentration of each reactant is 1.0 mol dm"^ and f2 is unity.

If the solubility in solution I is S(I) mol dm” ̂ and in solution II 
is S(II) mol dm"^, then

yz(I) = yî(I) + RT In S(I) f2(I)
  [1.40]

y2(II) = y%(II) + RT In S(II) f2(II)

Frcm [1.38] :
yt(I) + RT In S(I) f2 (I) = yt(II) + RT In S(II) f2(II) --- [1.41]

Rsarrangoment gives
ut(II) -uî(I) = - RT In S(II) fzCII) .... [1.42]

S(I) fzd) J

Since = y^(II) - y t  (I) --- [1.43]
Then:

6m y ^  = - RT In ' s ( i i ) f2(II) --- [1.44]
. S(I) fz(I) J

The usually reasonable assumption is made that the ratio of activity 
coefficients f2(II)/f2(I) is unity. Thus [1.44] gives the required 
quantity solely in terms of experimental solubility data.

Different authors use different standard states and scales (mole 
fraction, molality, molarity) . Ben-Naim has ccmmented on the suitability
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of the molar scale.^ Fortunately inter-scale conversion is arithmetically 
simple.^

The above analysis applies to uncharged solutes. For ionic compounds, 
the same analysis applies to obtain (salt) except S is replaced by
the solubility product, Kgp. Hcwever, for the analysis of kinetic data, 
the required parameter is the contribution of the individual ions. We 
need estujnates of single ion transfer parameters. Obtaining these para­
meters is beset with problems and the following section presents a review 
of this subject to set the stage for discussion in later chapters.

1.4.3 Single ion t±Lermodynamic properties
There is no experiment by v^ich the absolute free energy of transfer 

of a single ionic species frcm one solvent to another may be determined.
In general, each method used in deriving such quantities rests on an 
ex-tra thermodynamic assumption. These methods fall into two fundamental 
types:
( i ) The transfer is analysed in teims of electrical interactions

between ion and solvent. Here the solvent is often characterised 
by its dielectric properties, so

ômy^ (ion) = f (ACf), vhere Cr is the relative 
permittivity of the solvent.

(ii) The assumption is made that certain large ions are lightly 
enough solvated for an anion and cation of similar size and 
exterior to have equal transfer parameters, i.e.

6niŷ (M'’') = 6my^(x”) = ^5my^(MX) .... [1.45]

When a value has been obtained for one ion, the rest can be obtained 
by combination with values for the salts.

Wells has analysed ion-solvent interactions using a modification of 
the B o m  model and arbitrary assumptions concerning primary solvation
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shells of ions to obtain a value for 6my^(H'‘’) and hence values for simple 
anions and cations for a relatively large number of cosolvent mixtures up 
to 50% w/w.*̂  De Ligny and co-workers have also used a B o m  model,
taking account of quadrupole interactions and orientation of solvent 
molecules to obtain sets of transfer parameters over the whole mole 
fraction range of organic cosolvent (e.g. ref. 14).

The arbitrary assignment ômX̂ (Mê N'*’) =0 vhere X is y, H or S was used 
by Abraham. Being unsatisfactory for aqueous mixtures this method has
been si:perceded.

One of the first methods of obtaining single ion values assumed that 
6mX̂ (K'̂ ) = ômX^(Cl”). This method is still used in seme studies, e.g. 
in highly acidic media vhere other species (see belcw) are unstable.

In the equality assumption large organic ions of the type Rj+N'*’ and 
BR4 are used as reference ions. The most ccmmonly used examples are 
Ph^As^ and BPhi+ . Cox has used these for an analysis of transfer para­
meters for non-aqueous^® and mixed-aqueous^'^ solvents (acetonitrile/water, 
DMSO/water) . Recently Abraham has extended this work to include methanol/ 
water mixtures. Similar, though less widely used versions of this 
approach include the assumption that the Gibbs free energy of transfer of 
tri-isoamylbutylamnonium tetraphenylboronate can be equally divided: 
using this method Popovych and Dill have reported single ion values for 
transfer into ethanol/water mixtures.

19Redox linked assumptions based on the ferrocene-ferrocinium cation
20and the bisbiphenylchranium couples have also been arployed.

In a very different approach Parsons^^’̂ ^ has used the measuronent of 
surface potentials at interfaces to obtain 8my^(Cl ) for several aqueous 
mixtures.

Extrapolation methods based on the B o m  equation have had a limited
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application. In one example ômŷ (M'’'Cl ) is plotted against reciprocal 
cation radius and the intercept of the fitted straight line as l/r^ 0 
is taken as (Cl )

All estimiated transfer parameters involving mixed-aqueous solvents up
24to 1976 have been tabulated. Although many are available, it is note­

worthy that transfer parameters involving non-aqueous solvents are 
considerably more extensive (e.g. ref. 25) ; this reflects the fact that 
binary aqueous mixtures are rather more carplex systems.

It is not suiprising that with differing approaches, the reported 
values usually disagree, often markedly. Hcwever, for e.g. ômy^(Cl' ) , 
Wells and de Ligny agree very closely, after appropriate scale conversion, 
in methanol^ater mixtures up to 40% v/v methanol.

For the requirements of initial state/transition state dissections, 
there often exists only one appropriate set of values for the required 
mixture. The work in this thesis largely uses the set given by Wells.
The problem with Wells' approach is that it is based on an assumed model 
for solvation of the proton in water and water-methanol mixtures. Bearing 
in mind the proton's unique nature among cations, this ion is probably the 
most difficult for understanding and modelling its solvation. There is 
also same controversy over the solution thenmodynamics involved. The 
B o m  analysis used by de Ligny starts with large cations, e.g. Cs*.

Both Wells and de Ligny together only report parameters for Gibbs free 
energy changes. In contrast, Cox and Abraham also tabulate parameters for 
enthalpy and entropy changes, but only for a limited range of mixtures.

Initial state - transition state analyses of ionic inorganic reactions 
will improve as estimates of single ion values improve. It is likely that 
future adjustments will make a difference to actual values but not, 
however, to the overall patterns which emerge from the analysis. Forward
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looking development includes the beginnings of inroads into transition 
imetal cations, e.g. via solubilities of iodates and an analysis of 
iron (II)-tris diiimine cotplex formation, and the possibility of using the 
Cr(C20ii) (H2O) It Vcr (CzOtt ) 2 (8:20)2 pair as a hydrophilic counterpart to the 
hydrophobic RitN̂ /RitB type splits.

1.4.4 Transition state theory in perspective
In transition state theory, the quantity (equation [1.34]) is 

expressed as
AG* = - RT ln{KV(C'®')^^"”‘̂}   [1.46]

where K* is the equilibrium constant (in terms of concentrations) for

reactant(s) ^  transition state

This is not a stable equilibrium because the transition state lies at a 
saddle point rather than a minimum of the potential energy profile.
Although the equilibrium hypothesis is ultimately untenable, there is 
probably little error in treating the equilibrium by ordinary thermo­
dynamic or statistical methods, even v^en the activation energy is very

26 + lew. It must be ramanbered, however, that AG is applicable on the
molecular scale whereas a true thermoc^mamic quantity like AG^ is
applicable at the bulk level. [A statistical formulation of the theory
is given in the literature vdiich does not involve recourse to the

27equilibrium hypothesis. ]
In the context of solvent effects, the equilibrium condition means

that the organization of the solvent around the solute changes revers ibly
from that determined by the initial state to that determined by the

28transition state. In addition these solvent cospheres are in equilibrium
29with the bulk solvent. Consequently it is implied that activation is 

sufficiently slow to allow this equilibrium to be maintained at all
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stages. However, it is not difficult to imagine that the key process in 
a reaction is sufficiently rapid for the reorganization of solvent in the 
cospheres to lag behind the equilibrium structure; the solvent may 
'catch up' with the solute on the product side of the energy maximum.
This irreversible activation negates characterisation of the transition 
state by a chemical potential.

Another factor to consider is the possibility that the position of the 
transition state along the reaction coordinate varies with solvent: 
evidence for this is that solvent variation can cause a change in 
mechanism.

In spite of these aspects, transition state theory provides a useful
entry point into the analysis of solvent effects. Substantial progress
can be made as long as the quantities obtained are used with care. This

31 4=applies particularly to related and derived parameters such as AH ,
AS*, ACp*, and AV*.

1.5 A SUMMARY OF INITIAL STATE/TRANSITION STATE DISSECTIONS

The results of solvent effect on reactivity are illustrated in Table
(1.1). This shews the relative importance of initial state and transition
state solvation changes, indicates the déminant influences, covers
substitution and redox reactions and puts inorganic certplexes into the
context of sp-block elonents and organic chemistry (cf. ref. 29) . Seme
reactions fit into the general pattern for organic reactions established 

32by Ingold, viiich is based on simple electrostatic considerations.
Others, however, cannot be acceirmodated and this is due to the variety of 
ligands and their accempanying solute-solvent interactions.

Solvent effects on reactivity may shew more dramatic variations with 
solvent in mixed-aqueous media than in organic solvents. The hydrophobic
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TABLE (1.1)

A Summary of Initial State/Transition State Dissections 
(AG unless otherwise indicated)

REACTION RELATIVE IMPORTANCE OF INITIAL STATE 
AND TRANSITIŒ STATE SOLVATION CHANGES

REF.

t-BuCl solvolysis (AH) is > ts is, ts trends opposed - 33
CeHsCHzCl solvolysis (AV) is > ts 34
Finkelstein CH3I + Cl’ is > ts Cl’ transfer dcminant 35
Menschutkin Me3N + Mel is »ts 36
Me3N + P-O2NC6H4CH2CI is < ts 36
EtitSn + HgCl2 (also AH) is > ts is, ts trends parallel 37
Ri+Pb + 12 is ~ ts 38
Pt(bipy)CI2 + tu is »  ts 39

is, ts trends parallel
Pt(4CNpy)2Cl2 + tu is > ts 40
Fe (bipy) 3 + CN’ is ~ ts bipy solvation dcminates 41

is and ts
Co (NH3)5C1^‘" + Hg^ is ~ ts all reactant trends parallel

cf. charges is ts 42
ReCle^' + Hg* is > ts
IrCls^* + I’, catechol is < ts 43
Fe (phen) 3 + S208 ~̂ is > ts reactant solvation trends 44

opposed: Fe(II) >5208 "̂
Fe(bipy)2CN2 + SzOs^ is «: ts reactant solvation trends 45

equal and opposite

- See also Chapter 7
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or hydrophilic character of the solute is a more important consideration 
in structurally cotplex mixed-aqueous media than in organic solvents.
When water itself is used as a reference solvent, which is the
case in Table (1.1) and the work in this thesis, the kinetic consequences 
can be particularly striking.
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CHAPTER 2
EXPERIMENTAL DETAIIS OF COLLECTICN 

AND ANALYSIS OF KINETIC DATA



2.1 INTRODUCTION

This chapter describes how kinetic data were measured. The spectro- 
photonetric apparatus used to collect these data and the methods of 
analysing them are described.

For the work in this thesis, two experimental procedures were 
employed:

( i ) data collection by paper-tape logging and subsequent corputer 
analysis;

(ii) 'real time' data collection and analysis using a minicoiputer.
The description of the method and mathematics of (i) provides the 

background to the principles of method (ii).
i^pendix 1 provides more details concerning caiputer programs and 

outputs.

2.2 RATE CONSTANTS AND OBSERVABLES

All rate constants in the work presented in subsequent chapters are 
overall first or second order, but all were measured under first-order 
conditions.

Consider a reaction that proceeds to ccmpletion in v^ch the concentra­
tion of only one reactant. A, changes appreciably during the reaction. 
This may arise because

(1) there is only one reactant A involved;
(2) all other possible reactants are in much larger concentration 

than A;
(3) the concentration of one of the other reactants is held constant 

by buffering, or is constantly replenished, e.g. a catalyst.
We are concerned with cases (1) and (2).

Attention needs only to be focussed on the change of concentration of
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A as the reaction proceeds. In general

- d [A] = k [A] ̂  ___ [2.1]
dt

A first-order dependence occurs vhen a = 1. This is extremely cormon and 
forms the bulk of reported kinetic studies, as is the case in this 
thesis. The rate of loss of the reactant A decreases as the concentration
of A decreases. The differential form of [2.1] leads to several
equivalent integrated expressions, e.g.

[A].j. = [A] Q exp(-kt)------------------- --- [2.2]
In [A]q = kt .... [2.3]

ÎÂÎ%

Also -_d In [A]t = k .... [2.4]
dt

[A]q = initial concentration of A.
[A]̂  = concentration of A at time t.
k = rate constant under the given conditions of T, p, [X̂ ] .

A quantity characteristic of a first-order reaction is tî , the half-life 
of the reaction, which is the value of t when [A]̂  = [A]q/2 or [Aj^+t^ = 
[A]t/2. So

tî = In 2 —  . [2.5]
k

t 2̂ is constant over the canplete first-order reaction.
In case (2) above, the observed first-order rate constant will vary 

with the concentrations of the other reactants and enables the determina­
tion of the second order rate constant for a biraolecular reaction by the 
use of an ISOLATION METHOD. Values of the observed first-order rate 
constant for reaction of A are measured for several different concentra­
tions of B, e.g. lOOx, 200% and 300% excess over the concentration of A. 
These values of k^bs will differ and the dependence of kobs on [B] will
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reveal the order with respect to B.
A carmon pattern which emerges is a straight line of the form 

kobs = ki + k2 [B] --- [2.6]

ki - first-order B-independent path. 
k2 - second-order path: A + B — P.

This type of behaviour is illustrated, for exanple, in chapter 3 
(redox) and chapter 6 (substitution at square planar d® carplexes). In 
certain systems ki can be small or effectively zero. More carplex 
dependences can energe, e.g. for mercury(II)-catalysed aquation (chapter 
4).

Errors in pseudo first-order rate constants arising fran the small 
variation in B for a given excess as the reaction proceeds have been 
conveniently plotted. ̂ An excess of B as lew as 25x can be satisfactory : 
hundred-fold excesses are usually used.

Concentrations and absorbances
The optical density or absorbance D arising fran a single chemical 

species A in solution is related to its concentration by the Beer-Lambert 
law:

D = logio ^  [A] .... [2.7]
It

1q , It; intensities of incident and transmitted light at 
wavelength X.

= molar extinction coefficient at wavelength X.
Z = light path/an.
[A] = concentration of species A/mol dm“ .̂

This law is obeyed strictly only for monochranatic light and in dilute 
solution of A. Mixtures of species usually give additive absorbances :

D = [A] + Eg[B] + .... .... [2.8]
£
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Thus it is possible to analyse concentration changes fran absorbance 
changes in the mixture. Absorbance changes can be used directly to 
measure rate constants. Consider the first-order reaction

A — ^ B ....[2.9]

emitting brackets to denote concentrations, we find:

At zero time. Do = && Ao + Eg Bo .... [2.10]
At time t, Dt = At + £g Bt .... [2.11]
At infinite t, Dqo ~ Eg Boo ~ Eg (Ao Bo) — Eg (At Bt) .... [2.12]
(caiplete reaction)
Therefore

Ao — (Do “Dqo) At — (Dt “Doo) .... [2.13]
£a - Ea - Eg

In ̂  = In (Do - Doo) = kt .... [2.14]
Ao (Dt “ Doo)

A semilog plot of In (Dt - Doo) vs. t is linear with slope -k.
Visible and ultraviolet monitoring is particularly useful because few, 

if any, reactions of transition metal complexes are unaccompanied by 
absorption changes in these regions. The visible region is advantageous 
in that added electrolytes, etc., are usually transparent. Hcwever, 
extinction coefficients in the ultraviolet are often much higher than in 
the visible and a smaller concentration gives a coiparable absorbance 
change.

The use of equation [2.14] to obtain rate constants is discussed in 
more detail in section 2.4.

2.3 SPECrPOPHCTOMCTRIC APPARATUS
2.3.1 Instruments

Absorbance measurements were made using Pye Unicam SP800 and SP1800 
spectrophotometers. These are double beam instruments which measured
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directly the logarithmic ratio of the reference and sanple beam intensi­
ties.

The SP800 was equipped with a chart recorder and could be used to 
produce a continuous scan spectrum within the range 14500 -50000 on”  ̂
(approx. 690 -200 nm) . This scan could be repeated immediately after 
the first was carpleted, or at intervals of up to 15 minutes. Thus the 
SP800 was generally used in the initial stages of a kinetic stuc^, to 
assess the suitability and nature of absorbance changes, to check for 
any isosbestic points and to select a wavelength at which to monitor the 
reaction routinely.

Single wavelength monitoring and data logging could be performed using 
either instrument. Generally, the SP1800 was used, being the si:perior. 
The linearity and correctness of absorbance scales, and optics of both 
instruments were examined and checked in the course of the studies. The 
correctness of wavelength scales was checked periodically with didymium 
filters.

2.3.2 Thermostattinq and cell composition
Both spectrcphotcmeters were equipped to hold three sartple (and three 

reference) cells in a thermos tatted cell block which could be moved 
automatically to place each cell as selected in the light beam. The 
fourth space in the block was used to hold a cell in viiich was placed the 
probe of a Hewlett-Packard quartz thermoneter. This probe, calibrated 
periodically against a platinum resistance thermometer, allowed the 
torperature of the solutions in the cells to be measured accurately 
(digital display) to 0.01 K at all times during the kinetic run. The 
temperature of the solutions in the cells was maintained by pumping water 
from a large thermostatted tank through the cell housing. The water in 
the tank was maintained at the required teperature by a contact heater
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and a flew of cold water or cooled ethylene glycol-water in coils in the 
tank.

1 cm silica UV/visible cells of greater than 3 cm^ capacity were used. 
Cells were made up with reagents to a total volume of 3 cm^. Stock 
solutions of reagents were prepared such that v±ien all coponents had 
been pipetted into the cell and mixed, the required in-cell concentrations 
of solutes and coposition of cosolvent were obtained. In an alternative, 
less used method, a few drops of concentrated reagent (usually cciplex) 
were added to a filled cell containing the reaction medium.

2.3.3 Paper tape data-logging with the SP1800
The analogue output frcm the spectrophotcmeter was connected via a 

data-logging interface to a Solartron digital voltmeter v^ch presented 
the absorbance in digital form on a display. The interface was also 
connected to a clock: these two coponents provided accurately timed
pulses at intervals fran 2 to 2̂  ̂ seconds. The pulse interval was set 
manually to obtain an optimum number of data points during the first 2l 
half-lives of the reaction. For a time interval of less than 64 seconds 
only single-cell runs could be performed: the cell block required
approximately one minute to caplete the successive monitoring of three 
cells. The shortest time step used in fast single-cell runs was 2 seconds,

The output frcm the digital voltmeter was fed to a recorder drive unit 
vÈiich transmitted the series of digits frcm the voltmeter to a Facit 
paper tape punch. The punch recorded the information in ASCII code on 
8-track paper tape. The caplete systan is shown in Figure (2.1) .

A routine kinetic run using the data-logging system will now be 
described. The machine and associated electronics were given time to 
stabilize after switching on, and the cell block was allcwed to reach 
and maintain the required taperature.
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The reaction cell or cells were made up with the appropriate reagents 
except one - usually a small volume of solution containing the ccmplex.
The cells, previously cleaned with a concentrated hydrochloric acid/ 
acetone solution followed by washing with methanol and allowed to dry 
(and periodic thorough cleaning with concentrated nitric acid) , were 
placed in the cell block and allowed to equilibrate for at least ten 
minutes. Often in single cell runs other cells could be equilibrated 
concurrently. A cell containing the outstanding reagent was also 
thermos tatted in the same manner. Reference cells were not normally 
needed or used. The sarrple beam was zeroed against air.

Before beginning the run, three numbers were manually punched onto the 
paper tape: a run identification number, the number of cells and the
time step in seconds. The latter two were necessary for the subsequent 
corputer analysis.

To cormence the run, the remaining aliquot of reagent was added to the 
cell(s) fran the equilibrated supply. Each cell was stoppered and 
inverted several times to ensure thorough mixing, and then replaced in 
the cell block. Readings were catmenced by a single switch on the data 
logging interface. Absorbances were recorded on the paper tape (values 
between 0 and 2.0 were recorded as five-digit numbers between 0 to 20000) .

Each run was followed for at least 2\ half-lives : this duration
enabled the corputer program used in subsequent data analysis to calculate 
a good infinity value, and also ensured that differences between readings 
in the later stages of the run were larger than the error in the reading.

The run was tenninated by returning the switch on the data logging 
interface to its original position. The number 99999 was manually punched 
on the tape - a terminator flag for the corputer program.

The FORTRAN corputer program (for the University CDC Cyber 73) used
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2for the analysis is described and listed elsewhere. The underlying 
method will now be discussed because this also lies at the core of the 
miniconputer system which superceded the paper tape logging procedure.

2.4 ANALYSIS OF ABSORBANCE DATA

The method used for analysis of absorbance data is based on a Newton-
3Raphson non-linear least squares procedure suggested by Moore. It 

enables calculation of a first order rate constant vAien neither the 
absorbances at times t = o or t = °° are known. It is an irrprovement on 
Guggenheim's method, vtiere well-spaced, constant time intervals are 
needed.

Rearranging equation [2.14] and writing P for D we obtain

P = P„ + (Po-PJ .... [2.15]

Pq = initial absorbance; P = absorbance at time t;
Pqo = final absorbance; k = rate constant

For n observations, we wish to minimize the sum of the squares of the 
errors, as in

.... [2.16]

Equation [2.15] is of the form P = f(t) so we expand equation [2.15] as 
a Taylor series, truncating second and higher differentials;

f(t) = fo(t) + /afpWo + / ^ W o o  + Afc^Ak .... [2.17]
\9Po/ \9Poo/ \9k

fo(t) is the calculated absorbance using seme initial estimates of the 
three parameters we wish to find. When all the data for a run are 
available, as in paper tape analysis, these estimates can be obtained as 
follows :
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Pq « first reading
k « 2/tn --- [2.18]
Poo « 1.25 Pn - 0.25 Pq

In real time analysis, the estimates must be supplied at the start of 
the run: they can be reasonably guessed fran repeat scan experiments
and/or previous kinetic runs.

These estimates form the starting point for an iterative process 
v^ch calculates APo, APoo and Ak: these are the correctors from the
initial values to better estimates. We need to solve equation [2.17]. 
For each data point we write

S = p f  ® -  p c a lc

5 =  P °b s  -  f o ( t )  -  ^ 9 fo \A P o  -  / 3 f o W o o  -  / 9 f o \ A k

diPoJ ySPooy y9k j

.*. Ô = Ei - /9fo\APo - /9fo\APoo - /9fo\Ak   [2.19]
9Po/ \9Pooy \9k7

Ei = deviation between observed absorbance and calculated value.
For minimization of \ 6̂  with respect to APq, APoo and Ak we have the

1=1
condition

0 = 9 Eôi^ = 2Zôi/9ôi\ ; so from [2.19] Z 6± /9fp\ = 0
9APo \9A P^y

Similarly Z ôi /9fo\ = 0
\9^/ .... [2.20]

Z 6i 9̂fo\ — 0 
.9ÎT

Substitution of [2.19] into [2.20] and rearrangement gives the three 
normal equations:

/  A f o / A P o  + / / a f o V a f o W o o  +  [  A f o V a f o W  = f  e ± ( U o
i=l 1=1 i=l 1,3k )\^ j i=l \3P.
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nI /3foV3fo\APo + I /3fo\ AP„ + I /3foY3fo\Ak = I Ei /3fo 
\3PoAaPoo/ \3PJ i=l \3k A3pJ \3P,

l" /3foVafo\APo + f  /3foV3fo\APa> + f  /3fo\ ̂ Ak = / e i  /3fo' 
i=l \3Poj\3k / i=l 3̂pjt,3k ) 1=1 (,3k / 1=1 (̂ 3k

  [2.21]

The partial derivatives can be written and calculated as follows:
From [2.15]

/ 3 f p \  =  / 3 f p \  =  1 - e " ’*  / 3 f p \  =  t ( P „ - P p )  e " ’^

V^7P»,k v W p p , k  v ’̂/Pp,Po<,
  [2.22]

Thus with a given set of estimates equations [2.21] can be solved 
(by matrix inversion) to yield APp, APoo and Ak. The estimates are then 
updated, e.g:

k (improved) = k (previous) + Ak -----  [2.23]

n 2and the calculation is repeated. This is continued until I converges
i=l

to its smallest value (an appropriate test carpares the value in successive 
cycles).

The final result is therefore the three required parameters Pp, Poo and
k. Standard deviations on these parameters can be estimated from the co-
variance matrix^ generated in solving the normal equations.

2.5 "ON-LINE" KINETICS WITH THE SP1800
2.5.1 Apparatus

The apparatus used for interactive kinetic studies is shown in Fig.
(2.2) . The SP1800 spectrophotometer was connected directly to the 'hone- 
built' MIKE interface (MIKE = Microprocessor Instrumentation of Kinetic
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Experiments) viiich, in turn, was linked via a hcme-built data logging 
('JESS') interface to a Hewlett-Packard 9825A minicatputer.

The corputer incorporated 24 K bytes of RAM, three advanced-progranming 
RCM modules, input/output interfaces and a real-time clock. It was also 
connected to a HP 7245A plotter. The whole system was under the control 
of the carputer.

The MIKE interface was the key communication device between carputer 
and spectrophotometer. The carputer supplied a 'cell select' binary 
number, to call one of the four possible cells, coded as follows:

cell 1 = 00 
cell 2 = 01 
cell 3 = 10 
cell 4 = 11

The MIKE interface carpared the cell requested with the cell currently 
located in the light beam of the spectrophotometer using the 'cell 
identification' and 'cell ready' lines from the SP1800. The 'cell ready' 
signal indicated that a cell was accurately positioned and that a reading 
could be taken. If the 'cell selected' and 'cell ready' signals were not 
the same, the 'cell change' line to the spectrophotometer was activated 
to move the cell block until the correct cell was positioned.

At this stage, the interface activated the digital voltmeter to record 
the absorbance of the cell in position using the 'sanple' line. To allow 
the pointer of the analogue meter in the SP1800 to come to rest after a 
cell change, a one-and-a-half second delay between the 'cell ready' and 
'sample' pulses was introduced via MIKE interface hardware. For single 
cell kinetics a delay was not necessary so the interface was switchable 
for single- or multi- cell running.

The absorbance reading of a given cell was presented at the JESS 
interface. This interface was continually interrogated by the computer.
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When a reading was available, the computer accepted it and returned a 
'data transmitted' pulse to clear the interface in readiness for more 
data.

2.5.2 Kinetic experiments
A program for interactive control of kinetic experiments was written 

(Hewlett-Packard BASIC) by Dr. M. J. Blandamer. This program is 
documented in i^pendix 1.

The program was stored on a data tape cartridge and loaded into the 
ccnputer at the start of a series of kinetic runs.

The spectrophotaneter was thermos tatted and cells prepared as described 
in section 2.3.

The program was initiated by typing 'RUN', and run identification data 
were entered. The program requested the number of cells in the run and 
the estimates of the run parameters for each cell. An initial time step 
for readings was calculated frcm the estimated rate constant. A choice 
was available for the number of readings to be taken on each cell before 
a calculation of the rate constant was attempted, and for the number of 
readings between successive calculations.

The program awaited a ccmmand to begin monitoring and reading the 
cells. The remaining reagent was added to the cells to initiate reaction, 
the analogue meter of the spectrophotaneter was allowed to settle and the 
monitoring was initiated by one keystroke at the carputer. The program 
took over complete control of the experiment. This control is summarized 
in flow-diagram form in Figure (2.3). The thermal printer output from 
the carputer recorded labelled time and absorbance data for each cell; 
the results of the iterations at the calculation stages and final rate 
constants viien cells had run for at least half-lives. The LED display 
also showed time and absorbance at the point v^en the readings were
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FIGURE (2.3)
FLOW DIAGRAM FOR MINICOMPUTER COSiTROL OF KINETIC EXPERIMENTS

RUN

INPUT PARAMETERS 
FOR EACH CELL IN 
TURN (SEE RIGHT)
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NZ(I):
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READY TO GO? NO
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HAS TS(I) ELAPSED?

YES
r

SELEC'
READ
STORE

r CELL(I) (MIKE) 
riME/O.D. (JESS) 
DATA

IS NO. OF POINTS 
ON CELL(I) > N 
FOR THAT CELL?

NO
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actually taken, and displayed a 'please do not touch' message between 
readings to indicate a run was in progress.

When all cells had run for at least 2| half-lives and satisfactory 
rate constants had been obtained, a parameter summary was presented, 
with the option of first-order plots of the form of equation [2.14] . 
Another run could be initiated in the same manner.

Typical carputer outputs are listed in Appendix 1.

2.5.3 Canments and problems
The minicaputer systan described in the last system was used for the 

routine accumulation of kinetic data for a chemical system vhich had been 
previously characterised and vhich was 'well-behaved '. Under these 
conditions, the measurement of first-order rate constants was efficient 
and largely trouble free.

Seme care was needed in supplying the initial parameter estimates.
A poor Po or Poo guess could drive the least-squares analysis away from 
minimization, usually with the result that a negative rate constant was 
obtained. The accumulation of additional data points generally did not 
rectify this, in vhich case the run was aborted. A bad initial estimate 
of the rate constant could also have undesirable results since the 
initial time step between readings was calculated frcm this number. A 
low guess meant that fast changes at the beginning of a run were missed.
A high guess caused too many readings to be taken too soon, resulting in 
a set of data vhich did not really reflect the true kinetic profile. In 
this case, a negative rate constant was usually obtained initially, but 
further data accumulation did allow minimization.

Occasionally the digital voltmeter gave a 'spurious' reading, e.g. 
1.9999, vhich usually prevented minimization and so caused run abortion. 
An attempt was made to introduce a 'check point' routine into the program.
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but this would not overcane a hardware failure.
On rare occasions in a perfectly good run, the data minimization 

could became 'stuck' in a local minimum rather than the global one, 
giving a negative rate constant.

Baffling results could occur if a multi-cell run was attempted with 
the MIKE interface set for a single cell run I

The on-line analysis was especially powerful vhen second-order plots 
were being generated, as the data points (kobs vs. nucleophile concentra­
tion) were available almost immediately the particular run was finished. 
Any dubious results could be spotted straight away vhen the rate pattern 
energed.
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CHAPTER 3
SOLVENT EFFECTS ON THE KINETICS OF REDOX 
REACTIONS IN TRANSTTIOJ METAL CHEMISTE^



3.1 INITIAL STATE AND TRANSITION STATE SOLVATION EFFECTS IN THE 
12-TUNGSTOCOBALTATE (III) OXIDATION OF IODIDE IN BINARY AQUEOUS 
MIXTURES

3.1.1 Introduction
Dissection of solvent effects on reactivity into initial state and 

transition state contributions has been capleted for a variety of 
substitution reactions, as illustrated by Table (1.1). For these 
reactions, initial state effects either dcminate or are carparable in 
magnitude to transition state effects.

Extension of this type of analysis into the area of redox chemistry 
began recently with a study of the peroxodisulphate oxidations of the 
Fe(phen) 3 cation^ and of Fe(bipy)2CN2.̂  For both these reactions the 
effect of solvent variation was much greater on the chemical potential of 
the transition state than the chemical potential of the initial state. 
Therefore, transition state effects dcminate reactivity trends, in 
contrast to the situation for substitution reactions.

A problem with peroxodisulphate oxidation reactions is the possibility 
of radical formation in binary aqueous solvent mixtures. Redox reactions 
between one-electron oxidants and one-electron reductants would be prefer­
able.

In Chapter 1 two possible mechanisms by vhich a redox reaction may 
occur were described: inner-sphere and outer-sphere. For the purposes
of determining reactivity trends an outer-sphere mechanism is preferred 
because of its sinplicity. Investigation of an inner-sphere reaction 
would be interesting because the mechanism combines a substitution step 
with a redox step and Section 3.2 reports a preliminary study of one 
exairple.

A reaction in vhich both reactants change their oxidation states by 
one and vhich is known to proceed by an outer-sphere mechanism is that
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between the hexachloroiridate(IV) ion and iodide ion. An analysis of
3solvation effects for this reaction clearly indicates that transition 

state chemical potential changes dcminate reactivity trends, as in the 
above examples.

This section reports an extension of this work for the 12-tungsto- 
cobaltate anions [CcWizO^o ] and [Cot'hzOi+o ] . These ccmplexes contain
cobalt(III) and cobalt(II) respectively. The encapsulated cobalt atcm 
is substitution inert and in the same octahedral environment in both 
species. ̂ Thus the cobalt (III) anion, [C0W 12O1+0 ]  ̂should act as an
outer-sphere oxidant, and this has been demonstrated in a recent kinetic 
study involving benzenediols. ̂ Here the outer-sphere nature of the 
process was supported by conformance to the Marcus cross-relationship.® 
Outer-sphere electron transfer has also been demonstrated for 12-tungsto-

7cobaltate oxidation of the vanadyl cation and of iodide. The kinetics 
of the oxidation of iodide in binary aqueous solvent mixtures with an 
initial state/transition state dissection on reactivity is reported here.

3.1.2 Experimental
4Ks [CctVi2 Ot̂o ] .2OH2O was prepared by Baker and McCutcheon's method.

The yellcw carpound is slcwly reduced to the dark green cobalt (II) 
analogue on exposure to light, so the carpound and its solutions were 
kept in the dark. Solutions were also frozen between periods of use.

Because the electron transfer reaction was very fast, very low concen­
trations of reactants were used to make the kinetics accessible by the 
conventional technique at 298 K. Initial concentrations of 12-tungsto- 
cobaltate(III) were in the range 3 to 9 x mol dm"^. When iodide
concentration was in the range 1.5 to 6 x 10"  ̂mol dm"^ first-order 
kinetics were observed. The iodide was present as the potassium salt 
(AnalaR) and a constant ionic strength was maintained with potassium
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chloride (AnalaR) . Organic cosolvents were purified where necessary by 
established procedures.

Absorbance data were collected using the paper-tape logging apparatus 
described in Chapter 2. Rate constants were derived frcm +d[l2]/dt 
monitored at 345 nm. Their numerical values were therefore one half of 
rate constants corresponding to - d [C0W 12 Oi+o ̂ " ] /dt, since the redox step 
produces iodine atcms.

Solubility data for K5 [CCW12O40 ] were obtained frcm the absorbances 
of diluted sanples taken frcm saturated solutions of the salt in the 
appropriate binary aqueous mixtures, c = 1150 dm^ mol'^ cm"^ at 388 nm.®

3.1.3 Results and discussion
The 12-tungstocobaltate(III) oxidation of iodide followed first order 

kinetics under large excess of iodide for at least three half-lives in 
all the conditions investigated. Observed first-order rate constants are 
reported in Table (3.1) . They are consistent with the following rate 
law:

+_d̂  [I2] = {ki + k2 [I"]} [CoWi2 0tfÔ "] — . [3.1]
dt

The k2 term of this rate law can be confidently assigned to outer-sphere
7electron transfer between the two reactants. The nature of the reaction 

pathway giving rise to the (minor) ki term is not so obvious. By analogy 
with, for example, peroxodisulphate oxidation of iron(II) phenanthroline 
ccmplexes® this term can be assigned to a rapid redox step following a 
rate-determining dissociative step involving only the 12-tungstocobaltate- 
(III) . However, it proved difficult to obtain convincing evidence to 
support this hypothesis. Several other potential redox or substitution 
reactions of 12-tungstocobaltate(III) were sought, for example reactions 
with brcmide, hexacyanoferrate (II), nickel (II) , EDTA and hydroxide. Of
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these, rates could only be measured satisfactorily for the reaction with 
hydroxide in water. Observed first-order rate constants are reported in 
Table (3.2). Solubility difficulties precluded the collection of rate 
data for binary aqueous solvent mixtures. The rate law for reaction with 
hydroxide, equation [3.2], is analogous to that for the reaction with 
iodide, equation [3.1]. The values of ki and k/ are equal within 
experimental uncertainty, indicating a common rate determining dissociative 
pathway.

-_d [CcWuO^o®'] = {ki' + kz' [OH']} [CcWiaO^o®'] --- [3.2]
dt

Although there have been many kinetic studies of heteropolytungstates and
grelated carpounds, no data for dissociation or base hydrolysis of the 

12-tungstocobaltate(III) anion could be found. However, the rate law for 
base hydrolysis of the analogous [SiWizO^o ] ** ~ anion is similar to equation 
[3.2]

The prime concern of the experiments was the kz term of equation [3.1] ,
vhich represents the electron transfer process. The first comment to make
is that these rates decrease markedly on adding organic cosolvents to the
aqueous reaction medium (Table 3.1). This pattern follows that established

11 12for e.g. peroxodisulphate oxidation of iodide ’ or of low-spin iron(II)
1 3diimine complexes, and hexachloroiridate(IV) oxidation of iodide. We

wish to apportion these rate decreases between chemical potential changes 
arising from solvation changes for each reactant and the transition state. 
In order to do this we need to estimate Gibbs free energies of transfer 
for the iodide and 12-tungstocobaltate(III) ions from water into the 
binary aqueous solvent mixtures used in the kinetic investigation.

Gibbs free energies of transfer for the iodide ion have been published 
for all the solvent mixtures studied here. Some interpolation of values
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and changes of units were needed to obtain values for on the
molar scale at the particular solvent compositions in which the kinetic 
results were obtained. Two sets of values for transfer to aqueous 
methanol are available, by W e l l s a n d  de Ligny and co-workers, both 
based on calculations of the B o m  type. Values for transfer into aqueous 
acetonitrile^® and into aqueous dimethyl sulphoxide^® are based on the 
fimŷ CAsPhif'*’) = 0mU^(BPh4~) assumption.

Gibbs free energies of transfer are not available for the 12-tungsto­
cobaltate anion, and therefore these have been estimated by solubility 
measurements on the potassium salt and the use of published values for

. Values of 6my^(K5 [C0W 12O40 ] ) were calculated directly frcm the 
measured solubilities. In splitting these values into cation and anion 
components, negligible ion pairing is assumed. Although the anion has a
charge of 5-, it is large, and estimates for K,p frcm theoretical

18equations or frcm extrapolation of known K,p values suggest that there 
will be only a few per cent of ion-pairs in any of the solvent media used 
here. This will have only a very small effect on ion transfer values, 
introducing an uncertainty vhich is negligible in corparison with other 
uncertainties in the analysis of solvent effects on reactivity. The 
estimates for ômy^(CoWi2 0itô ~) are shown in Table (3.3) , vhich includes 
the values and sources used for 6mŷ (K'*‘) .

Frcm the kinetic data [kz values frcm Table (3.1) ] values for 6mAg"̂  can 
be calculated. Although specific cation effects have been reported on the

7rate of 12-tungstocobaltate(III) oxidation of iodide in aqueous solution, 
these effects do not operate at the low concentrations used in the 
experiments described here. Frcm the ômAĜ  ̂values and 5my^(initial state) 
estimates, values of 6my* can be calculated. These calculations are shown 
in Table (3.3) vhich incorporates different sets of values for ômy^(ion)
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FIGURE (3.1)
Initial state and transition state contributions to solvent effects 
on reactivity for 12-tungstocobaltate (III) oxidation if iodide in
(a) and (b), aqueous methanol and (c), aqueous EÏ4S0 at 298 K.
Single ion assurrptions: (a) de Ligny, ref. 14, (b) Wells, ref. 13,
(c) Cox, ref. 15.
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vihere these are given. The dissection of solvent effects into initial 
state and transition state catponents set out in Table (3.3) is 
illustrated diagrammatically in Figure (3.1).

A general pattern energes, though the detailed picture depends sanewhat 
on the nature of the organic cosolvent and of the single ion assunptions 
used. In all cases, the transition state is destabilized on transfer 
fran water into mixed aqueous solvents, while the initial state is 
destabilized to a smaller extent or even slightly stabilized. This 
behaviour is similar to that found for the hexachloroiridate (IV) -iodide 
and -catechol reactions^ and peroxodisulphate oxidation of Fe (bipy) 2 (CN)ẑ  . 
However, this pattern does not apply in all redox reactions. In the 
peroxodisulphate oxidation of Fe (phen) 3 ̂ i n  aqueous methanol and in 
aqueous DI/ISO, the initial state is markedly stabilized while the transition 
state is slightly stabilized on transfer fran water.^ In the bronide- 
branate reaction, for which kinetic data are available in several aqueous 
ethanol mixtures,it seans likely that both initial and transition 
states are considerably destabilized on transfer fran water, with the 
transition state slightly less destabilized than the initial state.

Figure (3.1a) probably gives a better representation of solvation 
changes than Figure (3.1b) especially with regard to the 12-tungsto­
cobaltate (III) anion. Figure (3.1b), vhich uses Wells' single ion values, 
shows this anion as being stabilized on transfer fran water to 20% by 
volume methanol-water. This is surprising in view of the fact that 
solvent s trueture-making is at a maximum in this region of methanol-water 
solvent catposition; it is difficult to expect more favourable dissolution 
of the large cobalt (and iodide) anions into this enhanced structure than 
into water itself. Figure (3.1b) is more acceptable in this respect.

This section is concluded with a brief consideration of solvent effects
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FIGURE (3.2)
Initial state and transition state contributions to solvent effects 
on reactivity for the dissociation of the 12-tungstocobaltate(III) 
anion in (a) and (b), aqueous methanol and (c) , aqueous EMSO at 
298 K.
Single ion assumptions used are as in Figure (3.1) caption.

“61 —



oE
\
£ — A 5— AG

%  DMSO

—  62 —



on 12-tungstocobaltate(III) dissociation, the ki term of equation [3.1].
The ki values in Table (3.1) are approximate as they represent small
intercepts. Nevertheless, it is clear that ki decreases markedly as the
proportion of organic cosolvent increases. A plot of logioki against 

20solvent Y values is not a good straight line, but there is a trend
corresponding to a slope, m, of the order of unity. This is much larger

21than m values reported for other inorganic substitutions. This 
unusually large value may be due to the very hydrophilic nature of 
leaving group and non-leaving moiety, both having oxygen-atan peripheries. 
An initial state - transition state dissection of solvent effects (Table 
3.4, Figure 3.2) shews that the transition state is probably destabilised 
even more than the initial state on transfer frcm water into the mixed 
solvents. The situation for transfer to aqueous methanol is confused by 
the differences arising frcm the different single ion assumptions 
involved. However, Wells's approach leads to the conclusion that the 
reactivity trend is attributable almost entirely to initial state 
stabilisation, Wiich seams unlikely here.

3.2 A PPFT.TMLNARY STUDY OF SOLVENT EFFECTS ON AN INNER-SPHERE REDOX 
REACTION

3.2.1 Introduction
Dissection of the effect of solvent on the rate of an inner-sphere 

redox reaction is an interesting and important project in the context of 
the work described in this thesis. Because an inner-sphere mechanism 
involves both a redox and a substitution step the relative importance of 
initial state and transition state contributions will depend to a large 
extent on the relative contributions to the speed of the reaction frcm 
each step of the mechanism. The substitution step is probably the slowest 
step of the inner-sphere pathway (Wien persistent intermediates are not
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formed) so it may well be that for reactions proceeding by this mechanism 
initial state solvation trends dcminate the reactivity pattern.

An obvious example of an inner sphere process is the chrcmium(II) 
reduction of the Co(NH3) sCl̂ '*' cation^^ (see equation [1.29]). Hcwever, 
this reaction is too fast to be followed by conventional spectroscopic 
techniques, and because chromium(II) is air-sensitive the reaction must 
be carried out under an inert atmosphere using degassed solvents. 
Calculation of ômŷ (Cr̂ '*') is also difficult because of the lack of back­
ground knowledge concerning single ion transfer parameters for transition 
metal caitions. The Cr^^ ion would reduce counter-anions such as CIO 4 or 
IO3" .

The reduction of the Co(NH3) sCl̂ '*’ cation by iron(II) has been shown to
proceed via the expected inner sphere mechanism frcm an analysis of

23volumes of activation. The reaction has been studied Wiere the iron(II)
23 24is introduced as the perchlorate salt ’ and as iron (II) ammonium 

sulphate.
For iron(II) perchlorate, the reaction proceeds via a straightforward 

inner-sphere mechanism:

Co(NH3)sCl̂ '̂  + +Fê *̂  — ^ Cô "̂  + +FeCl̂ '̂

Then FeCl̂ '̂  - '  Fe^'^+Cl'   [3.3]

For iron(II) ammonium sulphate, the second-order rate constant and 
volume of activation are significantly larger. These results have been 
discussed in terms of a rapid pre-equilibrium between iron (II) and 
sulphate ions which is established before the rate-determining inner 
sphere step. This step proceeds predominantly via the iron(II) 
sulphato-ccnplex :
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Fe(H20)s + SO/" ^  (H20)5Fe{S0J + H2O

[Co(NH3)5Cl]:+ [Co(NH3)sCl]2+ slew
t

[ (H2O) sFe — Cl— Co(NH3)s ] [ (HzO)̂  (SO4)Fe — Cl— Co(NH3) 5 ]

+ H2O + H2O
I I .... [3.4]

Products Products

In this section, second-order rate constants are reported for the 
reduction of [Co(NH3) 5CI] by iron(II) perchlorate and iron(II) ammonium 
sulphate in water and in aqueous methanol. Dissection of the solvent 
effect on the reactivity is discussed for the reaction with iron (II) in 
perchlorate medium.

3.2.2 Experimental
26[Co(NH3) 5Cl]Cl2 was prepared by an established method. Kinetic data

were obtained using the miniccnputer-controlled apparatus.
Iron (II) perchlorate was prepared from iron wire and 60% perchloric

acid (B.D.H) . In the kinetic runs, the initial concentration of iron(II)
was 0.5 mol dm"^ (ionic strength = 1.5 mol dm"^) , and of [Co(NH3)5Cl]
was ça. 5 xlO'^ mol dm" ̂ . These concentrations were used in each solvent
mixture. The reaction was monitored at 535 nm.

Iron(II) ammonium sulphate (AnalaR) was used as supplied. The initial
~11concentration of iron(II) was 0.1 mol dm~^ (ionic strength = 0.9 mol dm"^) 

and of [Co(NH3)5CI] was ça. 2 x 10"̂  mol dm"^. Fresh stock solutions of 
iron(II) were made up approximately every hour. The reaction was 
monitored at 340 or 350 nm.

3.2.3 Results and discussion
Reduction of [Co(NH3)5Cl] by iron (II) perchlorate followed first-
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order kinetics for at least 2l half-lives in each solvent. The repeat 
scan spectrum showed an isosbestic point at 365 nm. The absorbance at 
535 nm for the complex decreased with time and a new band grew at 333 nm 
corresponding to FeCl^^. Derived second-order rate constants are reported 
in Table (3.$) . The value for reaction in water is in agreement with the 
literature v a l u e . T h e  rate constant increased as the proportion of 
organic cosolvent increased.

Reduction of [CoCNHajgCl]^^ by iron(II) ammonium sulphate also followed 
first-order kinetics for at least half-lives in each solvent. The 
value in water is in excellent agreement with that given in reference 25. 
Derived second-order rate constants are reported in Table (3.6). The 
rate constant increased markedly as the proportion of organic cosolvent 
increased.

As can be seen from Tables (3.5) and (3.6), the effect of added 
methanol on the second-order rate constant is greater for the iron (II) 
ammonium sulphate system than for the iron (II) perchlorate system. 
Presumably this is a result of solvent effects on the pre-equilibrium, 
viiere two charged species produce a neutral species. The ions will be 
destabilised as methanol is added to the system and the equilibrium will 
be displaced to the right. This enhances reactivity via the predominant 
pathway.

For the iron (II) perchlorate system, an initial state - transition state 
dissection of reactivity trends has been carried out. Estimates of 
6mŷ (Fê ''’) from water into methanol-water mixtures have been made using 
formation constant data for the [Fe(phen) 3 ] c a t i o n . T h e  exceptional 
stability of iron (II) complexes of this type provides a unique opportunity 
for obtaining single-ion transfer parameters for a transition metal aquo- 
cation.
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TABLE (3.S)

Second-order rate constants for the reduction of [Co(NH3)5Cl] 
by iron (II) perchlorate in water and methanol-water mixtures at
298.2 K, with a dissection of the solvent effect on reactivity 

into initial state and transition state contributions.

Solvent- Water 20
% Methanol

30 40

lO^kz/dm^ mol" ̂ s" ̂ 1.19- 1.85- 2.09-
.*. ômAc'̂ '/kJ mol" ̂ -1.09 -1.40
6my^( [Co (NH3 ) 5 Cl] CI2 ) /kJ mol"^ +4.68- +9.32-
26my^(Cl")/kJ mol" ̂ +4.8- +11.6-
.'. 6my^([Co(NH3)5Cl]^'')/kJ mol"^ -0.12 -2.28
5my^(Fe^'^)/kJ mol"^ +1.7- +2.0-
.*. ômU^(initial state)/kJ mol"^ +1.58 +1.0- -0.28
.*. 6my*AJ mol"i +0.49 -0.40

- solvent corpositions by volume before mixing;
- kz = kobs/[Fef+] . [Fê ]̂ =0.5 mol dm
- from solubility data;
- ref. 13 (Wells);
- ref. 27;f- interpolated.

All transfer quantities are on the molar scale.

2 +  1 - ,-3
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FIGURE (3.3)
Initial state and transition state contributions to solvent 
effect on reactivity for iron(II) reduction of [Co(NH3)5CI] 
in aqueous methanol at 298.2 K.
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TABLE (3.6)

Mean second-order rate constants for the reduction of
[Co (1SIH3)5C1] by iron(II) ammonium sulphate in water and
methanol^ater mixtures at 298.2 K, with solvent effect*on reactivity in terms of the transfer function ômAG .

Solvent” Water
% Methanol 
20 40

lO^kz/dm^ mol"^ s”  ̂
.*. 6mAG*/kJ mol"i

8.69- 25.2- 61.4- 
-2.63 -4.85

- solvent catpositions by volume before mixing
- k2 =kobs/[Fe^‘‘‘] . [Fê ]̂ =0.1 mol dm”"*.2 + 1 _ ,-3

The dissection of solvent effect on reactivity is shown in Table (3.5) 
and illustrated in Figure (3.3) . With reference to this Figure, the 
pattern of relative solvation changes for the initial and transition 
states is probably correct. However, it is difficult to visualise the 
negligible change in the chemical potential of the [Co(NH3) 5CI] cation 
arising frcm the values used for ômy^(Cl”) , especially on comparison with
the behaviour in ethanol-water mixtures v^ere this cation is considerably

28 ■©■ destabilised. Wells' values for ômy (Cl") must be used here for
ccmpatibility with the derivation of ôinlî (Fê '̂ ) . If values for 6my^(Cl")

29were taken from the set produced recently for methanol-v/ater by Abraham, 
then the resulting pattern would show the initial state, and therefore the 
transition state in this case, to be destabilised considerably, the latter 
to a smaller extent than the former. [Chapter 4 contains a more detailed
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CŒiparison of the results obtained vùen two different sets of éingle-ion 
values are used in conjunction with the same kinetic data.]

This situation may be catpared with that for mercury (II) -catalysed 
aquation of the [Co(NH3) 5CI] cation, vhich is a similar process with 
the Hĝ '*’ cation bonding at the chloride instead of the Fe^* cation. Here 
a very small change in rate on passing frcm water to ethanol-water 
mixtures is attributed to comparable destabilisation of both initial and 
transition states. The difference in behaviour between the iron(II) and 
mercury(II) reactions must therefore be largely assigned to seme differ­
ence in solvation characteristics of these ions.

In the inner sphere reduction by iron(II), a significant contribution 
to the volume of activation (+8 cm^ mol"^ ̂ )̂ is the release of coordinated 
and electrostricted water frcm the Fe^^ cation in the fomation of the 
bridged intermediate. This électrostriction will cause the initial state 
to be more sensitive to changes in the solvent environment than the 
transition state, where the électrostriction will have been removed. In 
these terms, the initial and transition states for the Hĝ '*’ case shew 
similar sensitivity to solvation changes (volume of activation = +2 cm^ 
mol"^ ̂ )̂ .

To summarise, these initial experiments have probably justified the 
expectation that initial state effects predaninate in an inner sphere 
redox mechanism involving ions of like charge. This is in contrast to the 
case for the outer sphere redox mechanisms discussed previously, vhere 
transition state effects predaninate. The discussion in this section has 
also illustrated how additional information such as volume of activation 
can help to rationalise solvation changes.

There are several reports of kinetic studies of inner sphere redox 
reactions in mixed aqueous solvents in the literature. Initial state -
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transition state dissections of these data are mainly hindered by lack of 
information concerning free energies of transfer of the required reductant 
cation into the required solvent mixture. Once this information is 
available, systems vhich could be analysed include :

(i) [CoCNHa)sBr] ̂■‘■/Fê '*’ in ethanol-^ater, propanol^ater and
30butanol-water ;

(ii) [Co(NH3)5X] "̂̂ /Fê + in DMSO-water (X = F, Cl, Br)
(iii) [Co(en) 3 ] and V̂'*' in ethanol-water and DMF-water.^^

The iron (II) reduction of [Co (CzOit ) 3 ] ̂ ~ has been characterised^^ and 
under pseudo first-order conditions would have rates accessible by the 
slowest stopped-flcw techniques. As the corplex is readily prepared, 
this system would seem a likely candidate for study in methanol-water 
solvent mixtures.

The reference to mercury (II)-catalysed aquation in this section 
provides a link with Chapter 4, vhere this subject is discussed more 
fully.
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CHAPTER 4
SOLVEM* EFFECTS ON THE MERCURY (II)-CATALYSED 
AQUATION OF CHLORO-TRANSITTON METAL COMPLEXES



4.1 INTRODUCTION

This chapter reports an examination of solvent effects on reactivity 
in one example of metal-ion catalysed aquation of transition metal canr- 
plexes. This account includes a brief catparison of the results of 
initial state - transition state dissections of the reactivities vhen 
single-ion transfer parameters based on differing extrathermodynamic 
assumptions are used.

Analysis of solvent effects on inorganic systems in the manner
described in this thesis is more readily carried out on bimiolecular than
on unimolecular reactions, due to technical reasons connected with the
collection of required rate and thermodynamic data. There are relatively
few examples of bimolecular substitution reactions of octahedral
complexes. A well-documented reaction of this type is the mercury (II)-

1 2catalysed aquation of chloro-ccmplexes. ’ Though dissociative as far 
as the central metal ion is concerned, these reactions are in fact 
bimolecular Se2 processes at the coordinated chloride:

M-Cl̂ "*" + Hĝ "̂  i  + HgCl"̂
  [4.1]

As discussed in Chapter 1 the dinuclear M-Cl-Hg^^^^^^ species in equation
[4.1] may be either a genuine intermediate or the transition state for a 
one-step Se 2 process. The general dependence of kobs (Hĝ""" in large 
excess) on mercury (II) concentration is shewn in Figure (4.1) . When 

is a transition state, second-order kinetic behaviour is 
observed (region A in the figure) . When this dinuclear species has much 
greater stability, being formed rapidly and completely from reactants, 
kobs is constant (region C in the figure) . In intermediate circumstances, 
plots of kobs against [Hĝ"*"] are curved (region B in the figure). All
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three types of kinetic behaviour have been reported for this type of 
reaction in aqueous solution. Initial state - transition state analyses 
on reactions of the first type involving [Co(1x1113)5Cl] and [ReClel^' have

3been reported. A partial analysis of an organic solvolysis exhibiting an
intermediate has been carried out for the mercury ( II ) - catalysed solvolysis
of the anti-inflammatory agent fenclorac ( a- 3-dichloro- 4-cyclohexyIbenzene- 

4acetic acid).
This chapter describes the results of the investigation of two rhodium 

catplexes and two chrcmium canplexes in this context.
(i) trans-[Rh(en)2CI2]^: this catplex exhibits 'type B' behaviour.

The solvent dependence of K and kz is established, and the results 
are analysed as far as possible into solvent effects on reactants, 
intermediate and transition state.

(ii) cis-[Rh(en)2CI2]^: this corplex exhibits 'type C  kinetic
behaviour. An analysis of kinetic results for reaction in water 
and aqueous methanol is given.

(iii) [Cr (NHs) 5CI] [Cr (NH3 ) 4 (H2O)Cl] : these catplexes exhibit 
'type A' behaviour. Results of initial state - transition state 
dissections of reactivity in mixed solvents are caipared with those 
for [Co(NH3)5C1]̂ '̂ .

4.2 EXPERIMENTAL

( i ) trans- [Rh (en) 2CI2] ~*~:
trans-[Rh(en)2Cl2]N03 was prepared by a published method.® Solutions 

of mercury (II) nitrate were prepared by dissolving mercury (II) oxide (May 
& Baker) in the required volume of concentrated nitric acid and made up 
to give a stock solution of 1.5 mol dm"^ Hg(N03)2 in 0.67 mol dm"^ nitric 
acid. Acidic conditions were used to prevent polymerisation or
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hydrolysis of the mercury (II) . Ionic strengths were maintained using a 
similar stock solution of magnesium nitrate.

Ihe run conditions were as follows:
(a) initial concentration of corplex: 1.8 x lO”  ̂mol dm"^
(b) [Hg"̂ ] range: 0.08 to 0.75 mol dm"^
(c) constant nitric acid concentration: 0.33 mol dm"^
(d) overall constant ionic strength : 2.58 mol dm"^.
Kinetic runs were monitored at 420 nm. Rate constants were obtained 

from absorbance data (paper-tape logged) over at least 2l half-lives. 
Solubility data were obtained for trans- [Rh (en) 2 CI2 ] ClOî . This was 
prepared by the addition of a saturated solution of the nitrate salt to 
a concentrated aqueous solution of sodium perchlorate. Concentrations of 
the rhodium corplex were c±>tained frcm spectrophotometric measuronents

7(e = 1510 at 240 nm ) of saturated solutions of the perchlorate salt in 
the required solvent mixtures.

Values of ômy^(CIO:*" ) for acetonitrile - water mixtures were obtained 
frcm solubilities of potassium perchlorate. These were measured by 
atonic absorption spectroscopy of diluted sairples frcm saturated solutions.

(ii) cis- [Rh (en) 2 CI2 ] :
The cis [Rh(en) 2Cl2]'*' cation was obtained from its chloride salt, 

prepared from rhodium trichloride via [Rh(en) 2 (C2O4) ]ClOu. iH20.®
Solutions containing mercury (II) were prepared by dissolving an appropriate 
weight of mercury(II) oxide (May & Baker) in aqueous perchloric acid (2.0 
mol dm“ )̂ . Ionic strengths were maintained at 0.36 mol dm"^ by the use 
of calcium perchlorate.

Kinetic data were obtained using the paper-tape logging apparatus.
The initial concentration of the rhodium corplex was 4.0 x 10"̂  mol dm"^. 
Repeat-scan spectra showed excellent isosbestic points at 305 and 332 nm.
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Rate constants were calculated frcm absorbance changes at 350 nm monitored 
over at least 2l half-lives.

(iii) Chrcmium ccmplexes:
[Cr(NH3)5Cl]Cl2,® cis-[Cr(NH3)̂  (OH2)Cl]Cl2  ̂and cis-[Cr(NH3)̂  (CH2)C1]

gSOi* were prepared by published methods. Mercury(II) perchlorate was 
AnalaR material used as supplied. Ionic strengths were maintained with 
magnesium perchlorate.

Kinetic data were obtained using the miniconputer controlled apparatus 
described in Chapter 2. Runs were monitored at 250 nm for [Cr (NH3) 5CI] 
and at 400 nm for [Cr (NH3) 4 (0H2)C1] For the latter, the sulphate salt 
could be used for monitoring in the visible region. The chloride salts 
of the cations could not be used to monitor the reactions in the visible 
region of the spectrum, as at the concentrations required for a reasonable 
absorbance change, anionic chloride reacts with a significant proportion 
of the added mercury (II) . Hcwever, these reactions could be monitored in 
the ultraviolet region because the much higher molar extinction coeffic­
ients for these absorptions meant that the chloride salts of [Cr (NH3) 5CI] 
and [Cr (NH3 ) 4 (OH2)Cl] could be used; the ratio of anionic chloride to
added mercury(II) concentrations was negligibly small.

Solubilities of the chloride salts were obtained by spectrophotcmetric 
measurements^®,11,12,13,14 suitably diluted saturated solutions. These 
solutions were kept in the dark and equilibration times were kept short 
enough to avoid significant aquation of the chromium (III) caiplexes.

4.3 RESULTS AND DISCUSSION

( i ) trans-[Rh(en)2Cl2]''':
Aquation of the trans-[Rh(en)2 CI2]̂  cation in the presence of a 

large excess of mercury (II) follcwed first-order kinetics (for at least
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2l half-lives) in water and in all the binary aqueous solvent mixtures.
The removal of the second chloride does not make a detectable contribution 
to the kinetics under these conditions. [In the aquation of these 
chloro-ccmplexes in the absence of mercury (II) , the reaction for removal 
of the first chloride does not go to ccmpletion, and the second chloride 
may not be removed at all. In the presence of mercury (II) , the removal 
of the first chloride goes to ccmpletion and the second chloride may be 
removed, though approximately one thousand times slower than the first.] 

Observed first-order rate constants are reported in Table (4.1) . The 
variation of kobs with mercury (II) concentration and with solvent carposi- 
tion is summarized in Figure (4.2). Clearly all the plots in this Figure 
correspond to the situation v^ere there is a persistent binuclear inter­
mediate of significant stability [Figure (4.1), region B]. Spontaneous 
aquation is very much slcwer^® than mercury (II) catalysed aquation, and 
makes no contribution to observed rates in the work described here.

Plots of 1 /k o b s  against l/[Hĝ '"'] are linear, as expected for a 
mechanism of the type shown in equation [4.1] above. The equivalent 
empirical relationship for the dependence of kobs [Hĝ "̂ ] is

kobs ~ [Hĝ  ] .... [4.2]
B+A[Hg^"^]

viiere A and B are constants. It may be shown (Appendix 2) that the 
empirical constants in equation [4.1] are related to the parameters in 
equation [4.2] as follows :

1/B = kz K ; A/B = K   [4.3]
So

kobs ~ kz K[Hg^ ] .... [4.4]
l+K[Hg^‘̂]

Equation [4.2] was fitted to each data set for kobs against [Hĝ "̂ ] using
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FIGURE (4.2)
Dependence of observed first-order rate constants for mercury(II)- 
catalysed aquation of trans-[Rh(en)2012]"̂ on mercury (II) concentration 
in water and in binary aqueous solvent mixtures at 298 K.
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the Newton-Raphson iterative non-linear least squares technique,taking 
the parameters obtained frcm the reciprocal plot as starting values. The 
solid cu2Tves in Figure (4.2) are the resulting calculated dependences.
The data fitting was achieved by the use of a computer program (FORTRAN, 
for the CDC Cyber 73 computer at Leicester University) vhich is listed and 
documented in Appendix 2. Thus values for K and ka in each solvent mixture 
were obtained frcm the kinetic data. These values are listed in Table
(4.1) and their dependence on solvent composition is illustrated in 
Figure (4.3).

In order to calculate Gibbs free energies of transfer of the binuclear 
intermediate, and of the transition state for aquation of this intermed­
iate, Gibbs free energies of transfer of the Hĝ '*’ cation and of the trans- 
[Rh(en)2Cl2]^ cation from water to the solvent mixtures used need to be 
estimated. Some data were available, but many values have had to be 
derived in this work. Solubilities and ancillary data are reported in 
Table (4.2).

Figure (4.3) shows that the variation of the equilibrium constant for 
interaction of mercury(II) with trans-[Rh(en)2Cl2]̂  (K of equation [4.1]) 
with solvent composition is not large. îfcwever, addition of increasing 
amounts of organic cosolvent does increase K significantly. Values of k2 
for dissociation of the binuclear intermediate are also hardly affected 
by medium composition; there is no clear pattern in the small changes 
found. This very low sensitivity of rate constant to solvent composition

4may be compared with that reported in the analogous fenclorac system.
Such low sensitivity of rate constant vhen HgCl"̂  is the leaving group 
contrasts dramatically with the large variations v\hen Cl” is the leaving

3group, in inorganic (e.g. chlorocobalt(III) complexes ) and even more in 
organic (e.g. t-butyl chloride or adamantyl chloride) solvolysis in mixed
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aqueous media. Relative sensitivities may be expressed in terms of
18Grunwald-Winstein m values (see ̂ pendix 6) v^ere for t-butyl chloride

m is, by definition, 1.0. For chlorocobalt (III) ccarplexes m is about
19 200.3, and for mercury(II)-catalysed aquation of fenclorac m is 0.08.

The reactivity patterns for the trans-[Rh (en) 2CI2] ̂  cation on changing 
solvation characteristics for reactants, intermediate and transition 
state are shown in Table (4.3) and Figure (4.4) . The binuclear intermed­
iate is destabilised on transfer frcm water into the aqueous mixtures. 
However, it is less destabilised than the rhodium (III) corplex and Hĝ "̂  
taken separately. It may be that the greater volume of the binuclear 
intermediate offsets its 3+ charge; the electric field intensity around 
a 3+ species of this size will be less than that round a monoatonic Hĝ "̂  
ion. It is the unfavourable transfer of this cation that dominates the 
reactants' free energy changes. The binuclear intermediate here is 
analogous to the transition state for the apparently one-step mercury (II)- 
catalysed aquation of the corresponding cobalt(III) corplex, trans- 
Co (en) 2 CI2'’’. The Gibbs free energies of transfer of the rhodium-mercury 
binuclear intermediate would be expected to be similar to those for the 
cobalt-mercury transition state: Table (4.4) shovs that this is indeed
the case.

It was remarked earlier that solvent variation has only a small effect 
on the rate of loss of the HgCl^ leaving group in the k2 stage of equation
[4.1]. This is a consequence of the transition state for this step being 
destabilised by a corparable amount to the binuclear intermediate [Figure 
(4.4) and Table (4.3)]. In the dissociation of the binuclear intermediate 
formed between cis-[Rh(en)2Cl2]* and Hĝ "̂ , discussed belcw, the binuclear 
intermediate for trans-[Rh (en) 2 CI2 ] ̂ is used as a model for the initial 
state in that reaction.
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(ii) cis- [Rh (en) 2CI2]*:
The mercury(II) catalysed aquation of the cation follows a kinetic

pattern corresponding to a stable and long-lived intermediate, thus
+ 21showing the same behaviour as the cis-[Co(en) 2Cl2] cation. The 

observed first-order rate constants with mercury(11) in large excess do 
not vary with mercury(11) concentration over the range 0.06-0.18 mol dm"^. 
The average kobs values in water and methanol-water mixtures are reported 
in Table (4.5) . These values correspond to the k2 step in equation [4.1] . 
The intermediate [Rh— Cl-Hg] species must be rapidly and carpletely 
formed.
The marked difference between the kinetic patterns for the mercury (11) 

catalysis of aquation of cis-[Rh (en) 2Cl2]'’’ and trans- [Co (en) 2CI2] ''' or 
trans-[Rh(en)2CI2]̂  (above) can be rationalised on the basis of stereo- 
chanistry. The value of K in equation [4.1] is much larger in cis- 
dichloro-caiplexes than in trans-dichloro-canplexes. This situation may 
be catpared with, for exanple, the much greater irrportance of acid
catalysis in aquation of hexafluoro- or cis-difluoro-carplexes than in

22 /\ aquation of trans-difluoro-caiplexes, or with the significant role
played by double bridging in the chrcmium(11) reduction of cis-, but not

+ 23of trans- [Co (NH3) 4 (N3 ) 2] and its tetra-ammine analogues.
Thus the reaction on virLch the initial state - transition state analysis

of solvent effects is to be carried out is:

cis-[Rh(en)2Cl(ClHg)] —  [Rh(en) 2CI (OH2) ] ̂"̂ + HgCl+
.... [4.5]

with a transition state [Cl (en) 2Rh —  ClHg] In order to achieve the
desired dissection, the transfer chemical potential of the initial state,

'O' ^ômy (Rh— Cl—Hg) and of the Gibbs free energy of activation, AG , are 
needed. The latter is directly calculable from the kinetic results. The
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former is not directly available, as it would prove difficult to measure 
solubilities of a salt of the cis- [Rh (en) 2Cl (ClHg) ] cation. However, 
this species is closely related to trans-[Rh (en) 2 Cl (ClHg) ] for which 
transfer data are available frcm the analysis described in the previous 
section. The analysis of solvent effects on reactivity is shown in 
Table (4.5) and Figure (4.5a) . The dominant feature is the relatively 
small effect of solvent, especially on the rates of aquation. The small­
ness of effects is brought out by ccnparison with solvolysis of the 
PtCli+̂ “ anion,where rate constants, initial states and transition 
states are markedly affected by solvent variation (Figure 4.5b) . One 
reason for the different behaviour is the difference in leaving group; 
leaving chloride ion is considerably more solvated and therefore 
stabilised in water-rich solvent media, vÈiereas the HgCl^ leaving group 
may well be similarly solvated in the three solvent mixtures. -Also the 
square planar Pt(II) corplex is likely to be more sensitive to solvent 
environment than the larger, octahedral, Rh(III) intermediate.

TABLE (4.5)

The dissection of solvent effects on the kinetics of 
dissociation of the cis- [Rh (en) 2 Cl (ClHg) ] intermediate

in aqueous methanol into initial state and transition state 
corponents at 298.2 K on the molar scale

% methanol (by volume) 
0 20 40

10*̂  k2/s“ ̂ 3.0 2.0 2.0
.’. ômAG^V^ mol"^ +1.0 +1.0
6my^(is)/kJ mol“  ̂- +2.7- +2.6
.*. mol~^ +3.7 +3.6

 ̂Frcm Table (4.3) ; - interpolated.

— 8 9 —



(/)

o

CM
Csj

V-l
CL

13

m
cn

CM

cr

w

o Ln

01
I,
i l
ÏJ §(U

I
-P CM

l i
CO cu

S 0, 
m 5

â

P
§1a s
to mII-H U

(1) '— ' I
5.Sto Ü

3 s4-1
fd

-90-



(iii) Chrcmium canplexes:

Aquation of the [Cr (NH3) 5CI] and cis-[Cr (NH3) (0H2)C1] cations
in the presence of a large excess of mercury(II) follows first-order
kinetics over at least 2| half-lives in water and in the binary aqueous
mixtures. The nature of the products, [Cr (NH3) 5 (OH2) ] and cis-
[Cr (NH3) It (OH2) 2] was confirmed by their visible absorption
spectra; retention of configuration in mercury(II)-catalysed aquation of
cis-[Cr (NH3) It (0H2)C1] in water has been established.^"^ Spontaneous
aquation of chloro-chromium ( III ) carplexes does not always go to 

26corpletion; mercury (II) -catalysed aquation is very much more likely to
result in carplete reaction. Observed first-order rate constants are 
reported in Table (4.6). In contrast to trans-[Rh(en)2Cl2]̂ / but in 
ccmmon with [Co(NH3) 5CI] plots of kobs against mercury (II) concentra­
tion are linear, at least over the range of concentrations used in this 
work. Values for the respective second-order rate constants are included 
in Table (4.6) . The rate constant for reaction in water, 0.053 dm^ mol"^ 
s”\  compares satisfactorily with that estimated^^ for 298.2 K, 0.087 dm^ 
mol" s" , from published kinetic data. The value in this work was 
obtained at a lower ionic strength than that used in the earlier work, 
and it is known that the k2 value for mercury (II)-catalysed aquation of 
[Co(NH3) 5CI] decreases markedly as ionic strength decreases. There 
is no intercept of the kobs against [Hĝ'*'] plots on the rate constant 
axis, because both for [Cr (NH3) 5CI] and for cis-[Cr (NH3) ̂ (OH2)Cl]
spontaneous rates of aquation are very much lower than the mercury (II)- 
catalysed rates reported here. Solubilities required for the derivation 
of transfer parameters are reported in Table (4.7) .
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TABLE (4.7)

Spectrophotcmetrically-detennined solubilities of [Cr (NH3) sCljClz 
and of cis-[Cr (NH3)it (OH2)Cl]Cl2 in water and binary aqueous 

solvent mixtures at 298.2 K

Solvent
Solubilities/mol dm"^

[Cr(NH3)5Cl]Cl2 cis-[Cr(NH3)4(OH2)Cl]CI2

Water 0.0297- 0.184-
23.3% MeOH 0.016 0.135
34.5% MeOH 0.010 0.052
46.6% MeOH 0.0064
46.6% EtOH 0.079

- i.e. 0.73g per lOOg solution: cf. ref. [14] value of 0.65g per
lOOg of water at 289 K;

- i.e. 4.6g per lOOg solution: cf. ref. [14] value of 6.3g per
lOOg of water at 288 K.

Rate constants for mercury(II)-catalysed aquation of these two chloro- 
chrcmium(III) ccmplexes show only a modest dependence on solvent composi­
tion. Values of m for these results are roughly -0.4 for [Cr (NH3)sCl] 
and only -0.1 for [Cr (NH3)4 (0H2)C1] These values may be compared with 
an ra-value of approximately -0.1 for mercury(II)-catalysed aquation of 
[Co (NH3) 5CI] , and a much larger value, 1.7, for mercury (II)-catalysed 
aquation of [ReCle ] . [The m Y plots for these bimolecular reactions are
not very good straight lines. The m-values quoted are graphical estimates 
from the kinetic data for water rich mixtures. ] The contrast between 
small values for the 2+ complexes and a large value for ReClg ̂ may be 
understood in terms of an increase in charge on fonning the transition 
state for the former complexes, but a cancellation of charge on reaction
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of the [ReCle]^^ anion with the cation, with consequent differences
in the pattern of solvation changes. It may be noted here that activation 
volumes for mercury (II)-catalysed aquation of [Cr (NH3) 5CI]
[Co(NH3) 5CI] , [Rh(NH3) 5CI] and [Co(NH3) gBr] in aqueous solution
(between -2 and +1 cm^ mol”  ̂ ) are similar to the activation volume for
lead (II)-catalysed aquation of [Co(NH3) sBr] in an aqueous polyelectrolyte 
medium (+2.5 cm^ mol"^ ^̂ ) . These small values suggest that release of 
electrostricted water fran the metal (II) cation in transition state 
formation may make a significant positive contribution to Av"̂ , roughly 
offsetting the intrinsic negative AV for an associative process.

In the analysis of solvent effects on reactivity for these complexes, 
the opportunity will be taken to compare the results obtained using two 
different single ion assumptions for 5mP^(Cl") and ômVî  (Pĥ B") in methanol- 
water mixtures. Values reported by Wells will be used as a representative 
set of parameters obtained from a Bom-type calculation. In contrast, 
values provided by Abraham are derived from the assumption that 
6inlî(PhitP''') = 6mŷ (PhitB") in methanol - water solvent mixtures.
Additionally, the analysis is restricted to methanol - water because 
published values of ômy^(Cl ) into aqueous ethanol^ ̂ use a someyiat 
different single-ion splitting assumption [see Section (1.4.3)].

The analyses for kinetic data methanol - water mixtures are shown in 
Tables (4.8) and (4.9) and Figures (4.6) and (4.7). The major differences 
between the results obtained using the two differing single-ion assumptions 
are as follows:
( i ) for the analyses based on Wells ' single ion transfer parameters, the 

chromium (III) cations are shown as being stabilised on transfer 
from water to water - methanol, in contrast to the analyses based on 
Abraham's values Wiere these cations are shown as destabilised. The
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TABLE (4.8)

Dissection of solvent effects on rates of mercury (II)- 
catalysed aquation of chlorochrcEïiium ( III ) complexes into 

initial state and transition state effects; 
kJ mol"^ (molar scale at 298.2 K)
Single ion assumption: Wells

23.3
% methanol 

34.5 46.6

ômy^{[Cr(NH3)5Cl]Cl2} +5.7 +7.9 +11.1
2 6my^(Cl") - +6.2 +10.4 +16.2
/. 6mA[Cr(WH3)5Cl] -0.5 -2.5 -5.1

(Hĝ "̂ ) - +4.4 +6.9 +8.0
.. 6my^ (initial state) +3.9 +4.4 +2.9
ômAG -0.2 -1.8 -2.5
• • <Smy +3.7 +2.6 +0.4

6my^{ [Cr (NH3 ) 4 (OH2 ) Cl] CI2 } +2.4 +6.0
.'. 6my^{[Cr(NH3)4 (0H2)C1]̂ '̂ } -3.8 -4.4
.*. ôniŷ  (initial state) +0.6 +2.5
ÔmAG -0.8 -1.3

• • (5 my -0.2 +1.2

- Scale conversion and interpolation of values from 
ref. 31.

- Interpolated from values in ref. 3.
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TABLE (4.9)

Dissection of solvent effects on rates of mercury(II)- 
catalysed aquation of chlorochranium(III) complexes into 

initial state and transition state effects; 
kJ mol"^ (molar scale at 298.2 K)
Single ion assumption: Abraham

%
23.3

methanol
34.5 46.6

0mA[Cr(NH3)Cl]Cl2} +5.7 +7.9 +11.1
2 ôniy^(Cr) - +2.0 +3.4 +5.4

6my^{[Cr(NH3)5Cl] +3.7 +4.5 +5.7
6my^ (Hĝ "̂ ) - +8.5 +13.1 -+19.5
.*. ômy^(initial state) +12.2 +17.6 +25.2

ÔmAG -0.2 -1.8 -2.5

ômy* +12.0 +15.8 +22.7

ômy^{ [Cr (NH3 ) 4 (OH2 ) Cl] CI2 } +2.4 +6.0

.'. ômy^{ [Cr (NH3) 4 (OH) 2CI] +0.4 +2.6

.. ômy^(initial state) +8.9 +15.7
ÔmAG -0.8 -1.3

(Smy +8.1 +14.4

- Interpolation of values from ref. 32.
Using ômU^[Hg 
from ref. 32.

- Using ômU^[Hg(BPh4)2] from ref. 3 and ôml-î (BPhit )
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FIGURE (4.6)
Initial state - transition state analysis of solvent effects on 
reactivity for mercury (II)-catalysed aquation of the 
[Cr (NHa) 5CI] cation in aqueous methanol at 298.2 K.
Single ion assumptions: (a) Wells, (b) Abraham.
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FIGUEE (4.7)
Initial state and transition state analysis of solvent effects 
on reactivity for mercury (II)-catalysed aquation of the 
[Cr (NH3) It (0H2)C1] cation in aqueous methanol at 298.2 K.
Single ion assumptions; (a) Wells, (b) Abraham.
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latter representation would seem more appropriate in view of the
2+ charge on these cations.

(ii) quantitatively, the values for 6my^(Hg^^) obtained using Wells'
parameters are approximately one half those obtained using
Abraham's parameters. Both are derived from the same values for

[Hg(BPhi*) 2] . Further, the values for ômy^(Hĝ '*’) appear to be
inordinately large vAien caipared with values for other 2+ cations
reported by the respective authors; in view of the instability of

33tetraphenylborates in acid solution and subsequent difficulties 
caused in solubility measurements, poor experimental data for 
Hg(BPh^)2 may be the cause of the discrepancy.

Qualitatively, the alternative analyses both produce the same pattern 
for relative solvation changes in initial state and transition state. 
However, it may be noted that this is an inevitable result of the algebra 
used in the analyses.

Turning to the trends v̂ M.ch do emerge, the reactivity patterns for 
these chlorochrcmium(III) ccrrplexes shew the expected similarity to that 
established for the [Co (NH3) sCl] cation,^ vÆiere single ion transfer 
parameters were provided by Wells or de Ligny [e.g. compare Figure (4.7b) 
with Figure (4b) of ref. 3] . With regard to initial state trends, 
smaller changes for cis-[Cr (WH3 )4 (OHzlCl]^* than for [Cr (NH3) 5CI] may 
be attributed to a slightly greater degree of hydrophilic character in the 
former, arising from the presence of the aquo-ligand. In this connection, 
it may be remarked that the solubility of cis- [Cr (NH3 ) 4 (OH2)Cl]Cl2 is 
about ten times that for [Cr(NH3)5CI]CI2 [This consideration ignores 
lattice energy contributions.] It is noteworthy that aquation of 
[Cr (NH3) 5CI] is considerably less sensitive to solvent variation than 
that of [Co(NH3)5Cl] It has been suggested that this may be attributed
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35to greater associative character in the former case, but may be due to 
initial state or transition state solvation differences in a ccmmon 
dissociative mechanism. Mere extensive solubility and thermodynamic 
investigations will be needed to establish patterns and reasons for 
these relatively small chrcmium (III) - cobalt (III) differences.

4.4 SUMMAEY

In the systans described in this chapter, solvent effects on reactivity 
have been shown to be sonewhat subtle v±ien ccmpared with, for exanple, 
the results reported in Chapter 3 for redox systans, or those for other 
substitution reactions represented in Table (1.1) . Patterns for 
mercury (II) -catalysed aquation are ultimately dcminated by the solvation 
characteristics of the mercury (II)-cation, vÈiether as a reactant or in 
HgCl"̂  as a leaving group in a transition state or inteimediate.

4.5 METAL-ION CATALYSED AQUATION OF OXAIATE COMPLEXES

An extension of the study of metal-ion catalysed aquation to cases 
where ligand and metal cation are 'hard' in character, in contrast to the 
systems described above which involve the 'soft' Hg^^ cation, has begun 
with an investigation of the possibility of catalysed aquation of oxalate 
carplexes by metal ions such as Câ "̂ , Mĝ '*’, Lâ "̂  and Cû '*’. One of the 
few exaitples of reactions of this type in the literature is the iron (III) 
catalysed aquation of the Cr(C20if)2 (OH2) 2 a n i o n . T h e  bonds to the ^  2 ^  
leaving oxalate are broken singly, forming a monodentate inteimediate.
The Fe^^ cation assists in the breaking of both these bonds:

cis- or trans- Cr (C2Üit) 2 (OH2) 2" + Fe^* ^  Cr (C20k)0C203Fe^‘‘'
Cr(C20j 0C203Fe^+ — Cr (C20̂ )(0H2) + Fe(C2Û4) +

.... [4.6]
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Initial qualitative experiments yielded two combinations of oxalate 
ccmplex and metal ion suitable for kinetic study: Cr(C2O4) 3̂ “ with Cû "̂
and Co(C20tt) 3 ”̂ with La^’’’.

Initial repeat scan spectra at 298.2 K for both reactions showed 
slow, single-stage processes vÈiich were first-order, though in the case 
of Cr00204)33" not particularly 'smooth'.

Second-order rate constants for Cr(0204)33“, obtained at 318.2 K by 
the isolation method, showed little variation vÈien the solvent was changed 
frcm water to 40% methanol. The value was roughly 4 x 10"3 dm3 mol“  ̂s“  ̂

in each mixture. Satisfactory second-order plots could not be obtained 
in EMSO - water and acetonitrile mixtures.

For 00(0204) 3 3“ with La3"̂, with the lanthanum concentration constant 
and in large excess, observed first-order rate constants at 308.2 K 
increased with increasing proportion of methanol cosolvent, and shewed 
little variation with increasing proportion of Cf^O cosolvent.

Full analyses of these preliminary results are not possible due to 
unavailability of much of the required ancillary data. However, it may 
be noted that the striking feature of the results is the insensitivity of 
the systems to solvent variation, especially in view of the high charges 
of the species involved. The fact that these charges are partially or 
fully cancelled on formation of the transition state means that the 
transition state and initial state have markedly different charge 
characteristics. Thus these systems might reasonably be expected to shew 
the same reactivity pattern as in the mercury (II)-catalysed aquation of 
ReCle , vhere rate constants increase with increasing proportion of 
organic cosolvent. However, the kinetic results for the oxalate complexes 
show that this trend in rate constant changes is not the case in these 
systems.

These systems are likely candidates for a fuller kinetic study and
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characterisation  o f in i t ia l  s ta te  properties in  mixed aqueous media. 

In vestig atio n  o f the complexes Cr (C2O4) 3 / Cr (C2O4) 2 (OH2) 2" arid

Cr (C2O4) (OH2) 4̂  would provide a lin k  w ith  th e ir  possible use in  obtaining  

s in g le -io n  tran s fe r parameters as suggested in  Section (1 . 4 .3) .
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CHAPTER 5
REACTICNS OF ANIONIC IRON (II) TRIS-DIIMINE COMPLEXES 
AND DIIMINE LIGANDS WITH HYDROXIDE AND CYANIDE IN 

AQUEOUS MEDIA; KINETICS AND EQUILIBRIA



5.1 INTRODUCTION

Most iron(II) ccnplexes are high spin, t2ge|, in configuration and 
kinetically labile. A few ligands interact sufficiently strongly with 
this metal centre to force spin pairing and produce the kinetically inert 
t2g configuration. Such ligands include cyanide ion and a series of 
arcmatic nitrogen bases containing the chelating unit (I) shewn below. 
Several ccnplexes containing ligands such as 2,2'-bipyridine (II) and 
1,10-phenanthroline (III) have been extensively studied, with kinetic 
results reported for a variety of reactions including aquation and 
reaction with hydroxide or cyanide ions.^

N ' ' N
(I)

-N N*
(II) 
bipy

3

(III)
phen

There have in recent years been many suggestions that ligand substituted 
derivatives may be intennediates in the reactions of these Icw-spin 
iron(II) ccnplexes with nucleophiles such as hydroxide, cyanide or 
methoxide.

In the rate expression for base hydrolysis of Fe(LL) 3 '̂'', Wiere LL is 
a diimine ligand, the dominant term is in [Fe(LL) 3 '̂̂ ][0H“]. Similarly, 
the rate expression for substitution of the ligand by cyanide ions con­
tains a dominant tern in [Fe(LL) 3 '̂*‘][CN”] . The possibility that there is 
a pre-equilibrium involving the conjugate base of a coordinated ligand
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may be discounted as there are no ionizable protons belcw pH 12, though 
such a mechanism was initially put forward to explain the kinetics of 
reaction between [Fe(5N02~phen) 3 ] and hydroxide ion.^ This mechanistic

3path was considered irtplausible because further examination revealed that
no hydrogen exchange occurred at the free ligand in alkaline deuterium
oxide. Thus the daninant second order term in the rate law indicates a
bimolecular mechanism.

The argument is not fully settled as to v^ether nucleophilic attack
2 4 5takes place at the central metal atcm ’ ’ or at sane position of the

3 6 7coordinated ligand. ' ' Persuasive, but not incontrovertible, evidence 
has been presented in favour of a mechanism in which initial attack at 
the ligand occurs to give a transient intermediate such as (IV)

+

(phen)2 Fe

(IV)

The clearest and most convincing evidence for the intermediacy of such 
species cates fran experiments involving the ligand 5-nitro-l, 10-phen-

ganthroline. This coiplex shews an initially reversible shift of its
visible spectrum with changes in pH, the neutral solution having Xmax =
510 nm and the alkaline solution, initially, Xmax =528 nm* The electron
withdrawing properties of the nitro-group apparently favour the formation
of such intermediates. Spectroscopic and kinetic characteristics of

8 9intermediates of type (IV) are easier to obtain for ruthenium (II) ’ than 
for iron (II) carplexes, in view of the more rapid substitution (especially 
in the presence of a nitro substituent) at the latter centre. Neverthe­
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less, a solid product has recently been obtained^^from the reaction 
of [Fe(5N02“phen) 3 ] with cyanide, viiich may well be of type (IV) above.

The sulphonato group has similar electron withdrawing properties to 
the nitro-group, which suggests that carplexes containing sulphonated
diimine ligands such as the 3- or 5- sulphonato derivatives of 1,10-

12 13phenanthroline, or 3-(2-pyridy1)5,6-bis-(4-sulphophenyl)-1,2,4-triazine
(the so-called ferrozine or ppsa ligand) , structure (V) belcw, may also
yield evidence for nucleophilic attack via intermediates of the type
discussed.

o
( G X O X g\ N N— N \--- /

(V)

Substitution at [Fe (ppsa) 3 ] ' is considerably slowerthan at 
[Fe(5N02-#ien) 3 ] ̂ , facilitating spectroscopic detection of intermediates. 
The ferrozine Carp lex has the advantage that, in view of its large 
negative charge, it is extranely unlikely to form ion-pairs or outer- 
sphere associated species with negatively charged nucleophiles such as 
OH", RO", and CN".

A kinetic and spectroscopic study of the reaction of the [Fe(ppsa) 3 ] 
anion with hydroxide ion in aqueous methanol^ ̂ provided strong support 
for a mechanism in vÈiich a relatively r^id pre-equilibrium involving 
attack by hydroxide at the coordinated ferrozine is follcwed by rate- 
determining transfer of the hydroxyl group to the iron atcm and subsequent 
rapid dissociation of the caiplex. The spectrosccpic evidence was more
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convincing for reactions in aqueous methanol than in water; the chemical 
potential of the hydroxide is higher in the former^^ and thus attack at 
the carplex is favoured.

These kinetic and spectroscopic results could most readily be 
acccmmodated by the following scheme and rate law;

^max — 562 nm

new band at 
635 nm

[Fe(ppsa) 3 ] + 0H“
fast jl̂ Ki 

[Fe (ppsa) 2 (ppsa OH) ] ̂ "
(VI)

slow (ki) 
slow (k2>

.... [5.1]

products

OH

■^[Fe(ppsa)3‘*" + (VI) ] = {ki [OH"] + k2 [OH] Ki [Fe(ppsa)3‘""] 
dt [5.2]

As with all other diimine carplexes reacting with hydroxide ion, the final 
products are free ligand and a hydroxo-iron (III) species (present in 
sufficiently low concentration not to significantly affect the visible 
spectrum^ ' ' ̂ )̂ . It is likely that (VI) has the structure shown belcw.

HO

(ppsa)2 Fe

SO3"
L  (VI)

The ki term in scheme [5.1] is assigned to intramolecular transfer of the 
hydroxyl group frcm the ligand-carbon to iron within (V). [This may be a
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proton transfer in the opposite direction involving an adjacent water
molecule.] The kz tern could be ascribed to attack of another hydroxide
anion at a second ligand, or directly at the iron atcm now that the
stability of the original carplex has been reduced on formation of (VI) .

18The behaviour for hydroxide attack in aqueous dimethyl sulphoxide
is very similar to that in aqueous methanol. The reaction of [Fe (ppsa) 3 ] *̂'

14with cyanide follows a sirrple kinetic pattern in water, but in aqueous
18dimethyl sulphoxide a ccrrplicated pattern of changes in visible spectra 

is observed, though this pattern does point to the presence of inter­
mediates with one or two cyanide ions bonded to the ligands.

This chapter reports an extension of the kinetic study of the reaction 
of [Fe(ppsa) 3 ]'*" with hydroxide and cyanide ions. The possibility that 
the presence of an intermediate might be revealed by the dependence of 
rate constant on tanperature was examined. The consequences of ion- 
pairing equilibria at high ionic strengths were investigated to complement 
previous work involving cationic iron (II) carplexes with other diimine 
ligands.

This chapter also reports an initial study of an anionic iron (II) 
carp lex containing a diimine ligand related to ferrozine, in an atterrpt 
to find another system Wiere the presence of intermediates can be 
demonstrated.

The final section of the chapter discusses equilibria between free 
diimine ligands and nucleophiles. This subject is essentially the basis 
for the viiole of the above discussion concerning carplexes. An original 
computer program for the evaluation of these equilibrium constants fran 
spectrophotcmetric data is presented.
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5.2 VARIABLE TEMPEBATUBE KINETICS OF THE REACTIONS OF TRIS-FERROZINE 
IRON (II) WITH ACID AND HYDROXIDE

5.2.1 Outline
In the spectroscopic s t u d y o f  the reaction between [Fe (ppsa) 3 ] ~ and 

hydroxide ions summarised above, evidence was presented for the existence 
of an intermediate in water. To extend the investigation of the kinetic 
consequences of the presence of this intermediate, the variation of the 
observed rate constant with tenperature was measured. Depending on the 
kinetic characteristics of the proposed underlying reaction mechanism, 
the possibility arises that the Arrhenius plot of In(kg^g) against 1/T 
is curved. This consideration is discussed more fully in the analysis 
of the terrperature dependence of the rate constant for solvolysis of 
t-butyl chloride in Chapter 7. However, the important points will be 
noted here.

Consider the mechanism
ki kzOH + A T==^ B(int) --^ R   [5.3]k_ilarge

excess

applying the steady state approximation to B, then

kob s ~ -JSl» [o h  ] .... [5.4]
(1+a)

where a = k_i/kz.
If it is assumed that for each rate constant in the scheme, In(ki) is 

a linear function of 1/T (i.e. AC^ = 0) , the result is that In (kobs) is 
not a linear function of 1/T. Curvature of the observed Arrhenius plot 
is therefore a result of the presence of an intermediate under steady- 
state conditions, i.e. [B] =0, [B] is small. AH* (apparent) is a

dt * $function of the values of AH for each ki, and possible ACp, parameters. 
But even if each AC^ is zero, as is assumed, AH* (apparent) still depends
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on terrperature.
Now consider the mechanism

OH + A B .... [5.5]
large 
excess

v^ere K represents a true equilibrium between A and B viiich is established 
much more quickly than reaction of B via the kz pathway. Then

kobs = Kkz [OH"] .... [5.6]

This has the result that in (kobs) is a linear function of 1/T, again
 ̂ 4̂ A- ^assuming each ACp, is zero, and so AH (apparent) = (AHg + AHz ).

To obtain an Arrhenius plot suitable for this level of examination, 
good kinetic data are needed over a wide terrperature range. The rate 
constants for reaction of [Fe (ppsa) 3 ]'̂ ~ with H'*’ (acid aquation) and OH" 
ions were measured over as wide a temperature range as possible with the 
existing apparatus. The aquation reaction was studied to determine the 
extent of its contribution to the overall kinetics. A large contribution 
would effectively prevent an analysis in terms of the two schemes 
described above.

5.2.2 Experimental
The ccmplex [Fe (ppsa) 3 ] “* ' was prepared in concentrated solution by the

reaction of ammonium iron (II) sulphate (AnalaR) with very slightly more
than the stoichiometric quantity of ligand (Hach Chemical Co., Ames,
Iowa) . The visible spectrum of a diluted sample of the solution was

13checked against published data.
Stock solutions of 0.1 mol dm"^ sodium hydroxide and 0.1 mol dm"^ 

hydrochloric acid were prepared using C.V.S. ampoules (B.D.H.) and kept 
firmly stoppered v^en not in use.
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Rate constants were obtained fran absorbance data paper-tape logged 
over at least 2^ half-lives. Both reactions were monitored at 562 nm 
(c = 27,900 ). The initial concentration of ccmplex was ça. 4 xio"^ mol
dm" ̂ .

To monitor the toiperature in the reaction cell accurately a thermo­
couple was used, introduced into the cell via a glass capillary tube 
through a suitable plastic stopper, as shown diagrammatically below.

to electric thermometer-

plastic 'E-mil' stopper

capillary tubethermocouple
wire silica cell

spectrophotometer beam

reagent solution

In this way the temperature in the cell was measured to ±0.1 K. [The 
digital thermaneter was calibrated against the quartz thernoneter probe 
usually used to monitor the temperature of the cell block.]

For all kinetic runs, the reaction was initiated by introducing one 
drop of concentrated coplex solution into a previously thermos tatted cell 
containing about 3 an^ of O.IM acid or alkali; thus the dilution effect 
was negligible. For the fastest reactions with alkali at the highest 
temperatures, the ccmplex was introduced without removing the cell fran
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the cell block to prevent excessive cooling. [Experiments away frcm the 
spectrophotcmeter showed that the force of introduction of the ccmplex 
frcm a syringe produced sufficient mixing.] At the higher tenperatures, 
the syringe used to introduce the ccmplex was preheated in an 
electrically thermostatted copper block.

The terperature in the reaction cell was monitored at all stages before 
and during a kinetic run. In the faster runs, the time taken for replace­
ment of the thermocouple into the cell after introduction of the ccmplex 
meant that the largest absorbance changes were not logged, but this meant 
accurate temperature measurement could still be carried out.

Rate constants obtained were selected for final analysis on the basis 
of two criteria:

( i ) the difference in temperatures at the start and the finish of 
the high-toperature runs did not exceed 0.5 K at the worst;

(ii) the standard error on the rate constant as calculated by the 
computer program did not exceed 1%.

On the basis of these criteria, the results of approximately half the 
total number of kinetic runs were discarded. Given the limitations of the 
apparatus used for this type of experiment, the procedure described in 
this section eamerged as the best ccmprcmise acccmmodating the major 
contributing factors.

5.2.3 Results
The reactions of [Fe (ppsa) 3 ] “* ' with 0.1 mol dm" ̂ hydroxide and with 

0.1 mol dm"^ hydrochloric acid follcwed first-order kinetics over at least 
2\ half-lives at all the temperatures studied. With hydroxide at the very 
lowest temperature, the absorbance at infinite time suggested incomplete­
ness of reaction, so the reaction was not studied at lower temperatures. 
Observed first-order rate constants are reported in Tables (5.1) and
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TABLE (5.1)

Terrperature dependence of observed first-order rate constant 
for the acid aquation of tris-ferrozine iron(II), with 

derived activation parameters.

T/K kobs/s ^

0.1 mol dm"^ HCl
298.2 4.189 XiQ-s
298.2 4.279 X 10-5
303.2 9.169 XlO-s
303.2 9.015X 10"S
308.2 2.077 X 10"^
308.2 2.091X10"4
308.2 2.044X 10"^
308.2 1.885 X 10"4
313.0 3.907 xio"4
312.8 3.915 X 10“*
312.9 3.973 X 10"4
327.2 3.440 X 10"3
327.3 3.556X 10-3
327.0 3.374 X iq-3
327.5 3.511X iq-3
327.6 3.548x 10":

0.075 mol dm“  ̂HCl-
313.2 3.957 X 10“*
313.2 4.381 X 10“*

0.050 mol dm"^ HC1~
313.2 4.450 X 10“*
313.2 4.227 x 10-4

ionic strength maintained with KCl

Activation energy = 123.8 ±0.9 kJ mol-1
AH298 = Ea - RT = 121.3 kJ mol-1

-115-



TABLE (5.2)

Terrperature dependence of observed first-order rate constant 
for the reaction of tris-ferrozine iron(II) with hydroxide 

ions, with activation parameters.

T/K kobs/s"1

0.1 mol dm":
289.5 3.051Xio“4
289.7 2.914x10-4
289.6 2.846X iq-4
294.2 5.141X 10-4
294.2 5.089 X10"4
294.1 4.949 X 10-4
298.2 8.925x 10-4
298.2 9.380 X 10-4
303.2 1.769X 10-:
303.2 1.769 X 10-:
303.3 1.802 X 10-:
303.2 1.759 X 10-:
302.8 1.671X 10-:
312.9 5.099 X 10-:
312.7 5.125x10-:
312.9 4.899 X 10-:
312.8 4.903 X 10-:
313.0 5.211X 10-:
313.0 5.167x10-:
326.9 3.086 X 10-2
326.9 3.029 X 10"2
326.9 2.810 X 10-2
327.0 3.163X 10-2
327.2 3.266X 10-2
326.2 2.768X10"2
328.6 3.768 x 10-2
328.4 3.614 X10"2
329.0 4.201X10"2
328.9 4.014 X10"2
329.0 4.003 X 10-2

Activation energy = 99.03 ±0.8 kJ mol 
= Ea - RT = 96.55 kJ mol"^A H 2 9 8
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FIGURE (5.1)
Temperature dependence of the observed first-order rate constant 
for reaction of the [Fe(ppsa) 3 ]'*" anion, (A) - with hydroxide;
(B) - acid-catalysed aquation.
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(5.2) . The rate constants in Table (5.1) for varying acid concentration
were measured in order to check that the ligands were in a constant
condition of deprotonation in the main experiment. The derived quantities
in Tables (5.1) and (5.2) are shown diagrammatically in Figure (5.1) .

The plots of In(kobs) against 1/T for both reaction with hydrochloric
acid and with sodium hydroxide are linear. It must be noted that any
curvature arising frcm the operation of the mechanism in scheme [5.3] will
not be marked. Indeed, the results reported in this section are probably
still not accurate enough for use in this type of analytical approach.
Moreover, the contribution of the aquation reaction is certainly
significant over much of the temperature range studied, which essentially
precludes the possibility of analysis in terms of the original hypothesis.

However, the kinetic results yield positive information in that the
activation parameters for these reactions of the tris-ferrozine iron (II)
carplex have been accurately determined. These update those originally 

14reported. It would be informative to measure the activation parameters 
for the ccmplex containing the corresponding non-sulphonated ligand, 
which is available, in the reaction with acid and hydroxide, to obtain 
an indication of the effect of the presence of the sulfhonate groups.

In spite of the above remarks, the results probably do indicate that 
any intermediate present is formed by a fast equilibrium prior to its 
subsequent slow reaction, as shown in scheme [5.6] .

5.3 TRAPPING OF THE TRIS-FERROZINE IPCN(II) ANION
5.3.1 Discussion

In this chapter and in the literature, the tris-ferrozine iron(II) 
anion is written with a 4- charge. It is assumed that the two sulphonate 
groups on each of the three ligands are all ionized in solution. In view
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of the large charge produced if this is the case, this state of complete 
ionization might not necessarily be expected. An irrportant piece of 
background information to all the work on this anion is therefore a 
knowledge of its charge.

One approach to this problem was to expect that a large 4- anion would 
be precipitated by a large 4+ cation. As the tris-ferrozine iron (II) 
anion is intense purple in colour, its removal frcm solution could be 
easily observed.

One suitable, relatively easily prepared, cation with a 4+ charge is 
the following dinuclear cobalt(III) species :

H
[(NH3)4Co^^^C^ ^Co^^^ (NH3)4]"'̂

H

Approximately O.lg of the dithionate salt of this cation was dissolved 
in as small a quantity of distilled water as possible. To the resulting 
solution were added a few drops of concentrated solution containing the 
tris-ferrozine iron(II) anion.

On standing, the purple colour was ccmpletely removed frcm the 
solution. A clear, colourless solution remained with a purple precipitate.

This observation does not necessarily prove that the ccirplex is all 
present as the 4- anion. There are probably equilibria between the 4- 
anion and anions of lower charge. Hcwever, the complete precipitation 
shows that the 4- anion is a real, stable species.

It would be useful to find a salt of the anion with sufficient 
solubility to enable its measurement and subsequent calculation of 
<5mŷ { [Fe (ppsa) 3 ] ** '} for mixed aqueous media, for analysis of seme of the 
existing kinetic data described in the introduction.

It may be possible to attoipt to trap the postulated intermediate in
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the reaction with hydroxide, which has a 5- charge, in the same manner.
A suitable cation with a 5+ charge for which a straightforward preparation 

19has been given is the following dinuclear chromium (III) species

H
[(NH3)sCr“ ^ ^

However, this cation may not be stable in the alkaline media vhich are 
needed to generate the intermediate.

5.3.2 Experimental
[ (ISIH3) i+Co(OH)2Co(NH3)4 JCSaOe] 2 was prepared frcm [Co(NH3) 4 CO3] 2SO4

20via the aquo hydroxo caiplex.

5.4 ION-PAIRING IN THE PEACTICN OF THE TRIS-PPSA IRON(II) ANION WITH 
CYANIDE IN AQUEOUS MEDIA AT HIGH lOSflC STRENGTHS

5.4.1 Background
The general rate law for the reaction of lew spin tris-diimine iron (II)

complexes with nucleophiles (Nu) such as hydroxide or cyanide over a wide
range of nucleophile concentrations at constant, and necessarily high,

4ionic strength is:

-_d [ccmplex] = {ki + k2 [Nu] + k3 [Nu] ̂ +ki+ [Nu] ̂ } [ccmplex] .... [5.7] 
dt

It was remarked in section (5.1) that the k2 term is dominant. This is 
the case at lew ionic strengths and thus at lew nucleophile concentrations, 
where the simpler rate law holds : ̂

- d [ccmplex] = {ki + k2 [Nu] } [ccmplex]   [5.8]
dt

Under conditions of intermediate nucleophile concentration, or in
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alcohol-water mixtures, an intermediate rate law containing the term in 
[Nu] ̂ but not in [Nu] ̂ provides a satisfactory fit of the experimental 
results. The ki term of each rate law corresponds to rate-determining 
iron-nitrogen bond cleavage. The k2 term corresponds to a simple 
bimolecular reaction, the possible nature of ̂ lich was discussed in 
section (5.1). The ks [Nu] ̂ and k^ [Nu] ̂ terms of equation [5.7] may 
represent pathways involving participation of two or three hydroxide or 
cyanide ions previous to and in transition state formation, or they may 
be artefacts reflecting various ion-pairing equilibria in the concentrated 
solutions concerned. Such ion-pairing effects can indeed be important in 
determining the reactivity patterns in reactions of this type in aqueous 
media at high ionic strengths.

Ion-pairing in the reaction of the [Fe(phen)3]^“̂ cation with cyanide 
21has been studied. A brief sntinary of the results obtained provides the 

necessary background for the results reported here for the [Fe(ppsa) 3]̂ " 
anion.

Observed first-order rate constants at 283.2 K, with cyanide in large 
excess, for the reaction of [Fe(phen) 3] ̂  ̂are shewn graphically in Figure
(5.2) . Their dependence on cyanide concentration over the range 0 to 
3.73 mol dm"^ when potassium nitrate is used to maintain the ionic strength 
can be represented by the simple linear expression of equation [5.8] .
VJhen potassium iodide or thiocyanate are used, this is not the case.
There are specific anion effects operating, and the simplest and most 
plausible explanation of the observations is that ion-pairing is playing 
an important role at these high ionic strengths.

Competitive ion-pairing between [Fe (phen) 3 ] ̂  ̂and CN or X can provide
21a satisfactory explanation for the patterns in rate constant trends in 

terms of the following scheme, where X" = I" or NCS";
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KcN .[Fe(phen) 3 ] ̂ + CN“ - [Fe(phen) 3] ̂ , CN"   [5.9]

Kx +X‘ ^CN

[Fe (phen) 3 ] , X Fe (phen) ̂ (CN) 2

According to this scheme, the shapes of the kobs versus cyanide concen­
tration plots will depend on the ratio of the ion-pairing constants 
Kx/Kc n * Only v^en Kx is approximately equal to Kcn will the plot be 
linear: vAen Kx is greater than K^n / then curvature of the type shown in
Figure (5.2) will be obtained.

21A plot of lAobs against 1/[CN"] is linear and the ratio Kx/Kcn can 
be evaluated frcm this plot. These ratios reveal that the relative ion- 
pairing tendencies are I' ~ NCS" > CN" ~ NO3".

This investigation was extended to cover the corplementary situation 
of cyanide attack at the [Fe (ppsa) 3 ] ** anion, v^ere cation nature and 
concentration may determine reactivity.

5.4.2 Experimental
A concentrated solution containing the [Fe(ppsa)3] "̂ ' anion was prepared 

as described in section (5.2.2). Potassium cyanide (AnalaR), potassium 
chloride (AnalaR), potassium iodide (AnalaR), lithium chloride (B.D.H.), 
tetramethylamnonium chloride (B.D.H.), potassium thiocyanate (May & Baker) 
and tetraethylammonium cyanide (Fluka) were used as supplied.

Rate constants were obtained using the miniccnputer controlled 
apparatus. The required rapidity of the absorbance readings, and the 
small overall absorbance changes were near the operational limit of the 
apparatus.

The reaction was monitored at 562 nm. The reaction was initiated by 
introducing a few drops of concentrated solution containing the carplex
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into a cell containing 3.0 an^ of reagents. The initial concentration of 
ccnplex was ça. 2.5 x 10"^ mol dm"^.

5.4.3 Results and discussion
On addition of the red-purple complex to cyanide media vÈiere the 

ionic strength was maintained with chloride salts, a blue-purple solution 
was produced. The experimentally measured rate constants described the 
absorbance change at Xmax for the original complex.

Observed first-order rate constants at 298.2 K are reported in Table
(5.3) and shown graphically in Figure (5.3). The dependence of k o b s  on 
cyanide concentration is not linear for any reaction medium. Some 
anomalous results were obtained as described belcw.

The straightforward results are those Wiere the ionic strength is 
maintained with Î4C1, M = K'*', Li'*’ or Mei+N"̂ . The cause of the curvature 
of the plots in Figure (5.3) can be attributed to ion-pairing between the 
cations and the [Fe(ppsa) 3 ] ’ anion. The similarity of the effect of the 
alkali metals lithium and potassium is in marked contrast to the effect 
of the tétraméthylammonium cation. To explain this difference, the 
concepts of solvent-structure effects of cations need to be employed. 
These concepts are discussed at the beginning of Chapter 6, but the 
important points will be briefly considered here.

The rate constants for 2.0 and 3.0 mol dm"^ potassium cyanide in the 
presence of the tetrarmethylaimmionium cation are higher in value than that 
for 4.0 mol dm" ̂ potassium cyanide. In real salt solutions, the solvent 
cospheres around the ions present overlap and interact. For overlap 
between a cation and the hydrophilic cyanide ion, the interaction for the 
tetraimethylairrmonium cation is different frcm that for the potassium 
cation. For the former, hydration characteristics for the cation and 
anion are incapatible, and this results in destabilization vÈiich raises
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TABLE (5.3)

Observed first-order rate constants for the reaction of 
[Fe(ppsa) 3 ] **" with cyanide ion at 298.2 K at constant 

ionic strength (4.0 mol dm~^) for various co-electrolytes

Added salt [KCN]/mol dm- 3 10^ kobs/s -1

KCl

LiCl

Me It NCI

KI -

KNCS -

4.0 2.67
3.0 2.47
2.0 2.06
1.0 1.33
0.533 0.741

3.0 2.38
2.0 1.91
1.0 1.13
0.533 0.636

3.0 3.27
2.0 2.88
1.0 2.30
0.533 1.92

4.0 (EtitNCN) 3.15 (average)

3.0 2.32
2.0 1.92

{ 3.0 2.31

- Absorbance changes are significantly smaller in the 
presence of these salts. See text.
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FIGURE (5.3)
Observed first-order rate constants for the reaction of [Fe(ppsa)3] ** ” with 
cyanide ion at 298.2 K at constant ionic strength, maintained with;
A  KCl, O LiCl, # Me^NCl, □ Et^NCN.
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the chemical potential of the cyanide anion. The resulting enhanced 
reactivity means a faster rate constant is measured.

This concept also explains vÆiy the rate constant for 4.0 mol dm"^ 
tetraethylammonium cyanide is higher tlian that for 4.0 mol dm"^ potassium 
cyanide.

For the study of ion-pairing in this context, the tetxamethylammonium 
cation is not altogetlier suitable because of these solvent-structure 
effects. A simple 'soft' cation would be a better choice, e.g. Tl*, or 
Cd̂ '*' (for ccmparison with Mĝ '*') . However, these soft cations have a 
strong affinity for cyanide ions v^ich precludes their use in these 
experiments.

On addition of the red-purple ccmplex to cyanide media vÆiere the ionic 
strength was maintained with iodide or thiocyanate, the immediate 
production of the blue-purple colour was not observed. The rate constants 
reported in Table (5.3) were obtained frcm small absorbance changes, 
presumably arising frcm a different process from that occurring in the 
presence of potassium chloride. At lower concentrations of potassium 
cyanide than those reported in the Table, no absorbance change occurs at 
all, at least over the time-scale of the experiments using chloride salts. 
The iodide and thiocyanate anions may be preventing reaction of the ccm­
plex with cyanide ions in seme way, or at least slowing this reaction 
markedly.

Prevention of reaction might be occurring by addition to the ligands 
vÈiere cyanide ion would normally attack. Spectroscopic studies of the 
addition of iodide or thiocyanate ion to [Fe(ppsa) 3]̂ " in the absence of 
cyanide with cosolvents such as t-butanol yielded no useful information 
Wiich could assist in understanding the observations reported. [There is 
evidence that iodide and thiocyanate ions will attack coordinated arcmatic

-127-



ligands in other, related systems.]
Further investigation of these phenomena is needed, preferably with 

extension to another suitable anionic tris-diimine iron (II) carplex.
In view of the anomalous results obtained, a mechanistic scheme 

corresponding to scheme [5.9] cannot be adequately described at this 
stage, preventing a quantitative analysis of the kinetic results.

5.5 A KINETIC AND SPECTROSCOPIC STUDY OF THE REACTION OF THE
TRIS-(2,4 BDTPS) IROSfdl) ANION WITH HYDFOXIDE IN ïiATER AND IN 
MIXED AQUEOUS MEDIA

5.5.1 Outline
In section (5.1), the kinetic and spectroscopic evidence for inter­

mediates in the reaction of the [Fe (ppsa) 3 ] ** ~ anion with nucleophiles was 
discussed. A logical extension of this work is to stucfy another anionic 
complex formed by a different ligand, with the possibility that this 
ligand has properties which might facilitate formation of, and stabilize, 
any intermediate formed.

A ligand suitable for this stucfy is one related to ferrozine;
222,4-bis (5,6 diphenyl-1,2,4-triazin-3-y 1) pyridine tetrasulphonic acid, 

t±ie anion of yiich is structure (VII) below. Hereafter this ligand is 
referred to as bdtps.

Chelating diimine unit
(VII)
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An iron (II) caiplex containing three fully ionized bdtps ligands would 
have a formal charge of -10. It is by no means certain that this is the 
case, so the iron(II) ccmplex will be written as [Fe(bdtps) 3] .

The reaction of this ccmplex with hydroxide ion in water and in mixed 
aqueous media was studied kinetically and spectroscopically. [The work 
was carried out under supervision as a third-year undergraduate project 
by Jane A. Franks and J. David Ccwell.]

5.5.2 Experimental
A concentrated aqueous solution containing [Fe(bdtps)3]° was prepared 

by the reaction of ammonium iron (II) sulphate (AnalaR) with very slightly 
more than the stoichicmetric quantity of ligand (G. F. Smith Chemical Co.). 
A few drops of methanol assisted dissolution of the ligand.

Repeat scan spectra were recorded on the SP800 spectrophotcmeter.
The reaction was initiated by the addition of a few drops of the 
concentrated ccmplex solution to the appropriate reaction medium.

Accurate rate constants were measured using the miniccmputer-controlled 
SP1800 spectrophotcmeter. The reaction was monitored routinely at 568 nm. 
This choice of wavelength was made after examination of the repeat scan

n 2 2spectra (for [Fe(bdtps) 3] ’ in water, Amax = 565 nm, e = 32,200). For 
these accurate measurements, a known volume of stock complex solution was 
used to ensure that its initial concentration was constant. Sodium 
hydroxide solutions were made up by direct weighing of AnalaR material 
and standardised by titration against standard hydrochloric acid (B.D.H., 
C.V.S. ampoule) . Ionic strength was kept constant using sodium chloride 
(AnalaR) .

Equilibrium constants were calculated from repeated continuous scan 
spectra generated by successive addition of micro litre volumes of 
concentrated sodium hydroxide solution (8 mol dm” )̂ to a solution of the
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ccmplex in the appropriate solvent. The method of calculation is given 
in the discussion section.

Organic cosolvents were purified by established procedures.

5.5.3 Results and discussion
(i) Repeat-scan spectra

Spectra were obtained at 298.2 K for the reaction of the ccmplex v/ith 
hydroxide ion (0.1, 1.0 and 4.0 mol dm~^) in water and various methanol- 
water and EMSCHvater mixtures. The spectrum of the ccmplex in water is 
shown in Figure (5.4a) . For reaction with 0.1 mol dm"^ hydroxide, the 
repeat-scan spectrum showed simple first-order disappearance of the peak 
at 565 nm.

All other repeat-scan spectra for hydroxide attack consisted of two 
major bands at 565 nm and 645 nm. The spectrum for reaction with 1.0 
mol dm"^ sodium hydroxide in 75% methanol is shewn in Figure (5.4b) . 
Ccmparison of these repeat-scan spectra with the spectrum of the ccmplex 
alone shews that the peak at 565 nm corresponds to unchanged ccmplex 
vhilst the peak at 645 nm indicates that sane other species is present. 
This second species must have been formed very quickly relative to the 
rate of subsequent reaction.

The ratio of the intensity of the peak at 565 nm to that of the peak 
at 645 nm was much greater in water than in aqueous methanol or aqueous 
CMSO mixtures. This would be expected because the chemical potential of 
OH" in these mixtures is greater than in water. This enhanced reactivity 
would cause the equilibrium to shift in favour of the intermediate.

Repeat-scan spectra for reaction with 2.0 mol dm"^ potassium cyanide 
in 50% DMSG and 50% methanol showed a more ccmplex dependence on time.
As the two peaks at 565 nm and 645 nm disappeared, a new peak rose at 
617 nm. The spectrum at infinite time in 50% Î yiSO had peaks at 602 nm
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FIGURE (5.4)
(a) UV/visible spectrum of [Fe(bdtps) 3]̂ " in water at 298.2 K.
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(b) Repeat scan spectra for reaction in 75% methanol with 1.0 
mol dm'^ NaOî at 298.2 K.
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and 470 nm. This system was not studied further.

(ii) Kinetics
Before accurate rate constants for reaction with hydroxide were 

measured routinely, it was confirmed that the rate constants describing 
the absorbance changes at 565 nm and 645 nm were equal within the limits 
of experimental uncertainty. Hence the equilibrium between the two 
species is established rapidly relative to the process monitored 
spectroscopically in the kinetic runs.

Cfcserved first-order rate constants and derived second-order rate 
constants in various solvent mixtures are shown in Table (5.4) . Plots 
of kobs against [OH"] were linear through the origin.

(iii) E q u i l ib r ia

A typical set of spectra obtained v±ien small, known volumes of concen­
trated sodium hydroxide are successively added to a solution of 
[Fe(bdtps) 3 ] “~ is shown in Figure (5.5) . This shows the peak at 565 nm 
falling as more OH" is added, whilst a peak at 645 nm rises. Isosbestic 
points are observed at 600 nm, 489 nm and 417 nm, indicating that two 
species are in equilibrium and are reacting further only slcwly carpared 
with the interval between scans. In seme cases, vÈiere proportions of 
DMSO or methanol cosolvent were large, isosbestics were not observed 
because the chemical reaction occurred fast compared with the scan-time 
of the spectrophotcmeter.

Assuming that these spectral changes are due to the formation of an 
intermediate species by addition of a hydroxide ion to the cotplex, the 
equilibrium constant may be calculated. For the equilibrium

C + OH" ^  (C-OH)" --- [5.10]

the equilibrium constant, Kc, is given by
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TABLE (5.4)

Observed first-order rate constants, kobs/ and derived 
second-order rate constants, kz, for the reaction of 

[Fe(bdtps) 3]^' with hydroxide in aqueous media at 298.2 K 
at constant ionic strength (KCl)

Solvent- [OH']/mol dm'3 lO'kobs/s-i lO'̂ kziu-ydm̂  mol'^ s'^

20% DMSO 0.981 6.92
0.785 5.35
0.589 4.10
0.491 3.27 6.91 ±0.33
0.393 2.47
0.196 1.61

50% DMSO 1.000 11.72
0.785 9.03
0.589 6.72
0.491 4.58 11.1 ± 1.2
0.393 3.32
0.196 1.94

60% ]yfeOH 0.951 7.28
0.781 5.69 7.40 ± 0.49
0.571 3.75
0.476 3.51
0.380 2.72
0.190 1.67

- solvent caipositions in volume % before mixing
- standard errors
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Kc = [(C-OH)']   [5.11]
[C] [OH"]

Values for Kc were obtained frcm the spectrcphotcmetric data by the 
use of the analysis and carputer program discussed fully in section
(5.6) . The results are reported in Table (5.5) . Seme random error is 
present, but it is clear that these values are similar to those measured 
for [Fe (ppsa) 3 ] “* “ with hydroxide [see Table (5.7)]. In the media vhere 
there is a large proportion of organic cosolvent, the subsequent reaction 
of the intermediate is significant and this affects the repeat-scan 
spectra. This is reflected in the quoted uncertainties on the values for 
Kc. The trends in the variation of Kc with increasing proportion of 
organic cosolvent are compatible with the increased chemical potential 
of the hydroxide ion in these aqueous mixtures.

The estimated extinction coefficient for the Intermediate at 645 nm is 
20 000 dm^ mol” ̂ cm" ̂ .

(iv) Final discussion
The kinetic results and equilibria may be discussed in terms of a

scheme analogous to scheme [5.1] for [Fe (ppsa) 3 ] ** ~. From the dependence
of the observed first-order rate constant on [OH”] we have:

kobs “ ^2 [OH ] .... [5.12]

Consider the reaction scheme:

Kc ki
[Fe(bdtps) 3] + OH" I  products .. [5.13]

The equilibrium is rapidly established, so:

[ccnplex] = -^[I] = ki [I] .... [5.14]
dt dt

But Kc = [I]/[complex] [OH"] --- [5.15]
So [I] = Kc [OH"] [complex]
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TABLE (5.5)

Spectrqphotanetrically detemined equilibrium constants for the 
reaction between [Fe(bdtps)3] and hydroxide in aqueous

media at 298.2 K

% cosolvent” Kc/dm^ mol ^
water MeOH DMSO

0 5 ±2
20 14 ± 1.4 8 ± 0.8
30 12 ± 3 24 ±6
40 76 ±7
50 44 ± 3 77 ± 10
60 16 ± 3
80 37± 14

- % by volume before mixing

TABLE (5.6)

Calculated values for ki in scheme [5.13] for the reaction 
between [Fe (bdtps) 3 ] and hydroxide in aqueous media

at 298.2 K

Solvent-
20% DMSO 50% DMSO 60% ffeOH

10'* kz/dm^ mol"^ s'̂ 6.85 11.1 7.40
Kc/dm^ mol"^ 8 77 16
.. lO^ki/s"! 8.56 1.44 4.62

- % by volume before mixing
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Therefore -_d [caiplex] = ki Kc [OH“][caiplex] .... [5.16]
dt

Ccmparison of [5.12] and [5.16] gives
kz = ki Kc .... [5.17]

Using values for kz and Kc in the same solvent medium, ki for this medium 
may be calculated. The results of this calculation are reported in Table
(5.6) . The variation in the values reported may not be significant 
bearing in mind the overall uncertainties in the values for Kc. The 
values for ki would be e^qjected to be constant for the simple intra­
molecular migration of the hydroxyl group frcm the ligand to the iron 
atom.

The results reported in this section provide a clear confirmation of 
those obtained for [Fe(ppsa) 3]^", the intermediate being readily detect­
able in all the aqueous media studied. It may be possible to study the 
temperature variation of Kc for the reaction between [Fe (bdtps) 3 ] and 
hydroxide, to obtain enthalpy quantities for the equilibrium in aqueous 
media.

The sulphonated diimine ligand 4,7-diphenyl-1,10-phenanthroline 
disulphonate forms an anionic ccmplex with iron(II). No spectroscopic 
evidence could be obtained for intermediates in the reaction of this 
ccmplex with hydroxide ions for concentrations of sodium hydroxide up to 
2.0 mol dm~^, and in mixed solvents up to 40% by volume of methanol or 
DMSO. This ccmplex may be suitable for further ion-pairing studies in the 
reaction with cyanide as described in the previous section. The 
[Fe (bdtps) 3 ] ° anion is not suitable for this work because of the observed 
ccmplexity of the reaction with cyanide ions.
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5.6 EQUILIBRIA BETWEEN DIIMINE LIGANDS AND HYDROXIDE IONS IN AQUEOUS 
MEDIA

5.6.1 Background
In the previous section, an example was given vhere the equilibrium

constant describing a chemical system was calculated frcm absorbance data
produced in a spectrcphotcmetric titration experiment. The analysis of
this type of data to obtain equilibrium constants was originally given

23by Benesi and Hildebrand, vho employed certain approximations to enable 
a straight-line graphical analysis.

The interaction of diimine ligands such as 5-nitro-l, 10-phenanthroline 
with nucleophiles such as hydroxide and cyanide can be conveniently 
followed spectroscopically, using the titration method of the previous 
section. A general, and rigorous, treatment of the absorbance data to 
yield the equilibrium constant seemed desirable, and appropriate in cases 
where the species produced does not undergo subsequent decomposition.

A suitable treatment has been given by Rose and Dragô "̂  (who also 
discuss the inadequacies of the Benesi-Hildebrand and related methods) . 
This treatment is used as the basis for an original computer program 
which calculates the equilibrium constant by applying the method of least 
squares to all the available data points. The principles behind this 
analysis are given here, and the program is listed and documented in 
Appendix 3.

Consider the equilibrium
L + Nu NuL .... [5.18]

where L is a diimine ligand, Nu is a nucleophile such as hydroxide and 
NuL is the addition product formed by the equilibrium. If the initial 
concentrations of ligand and nucleophile are c© and y mol dm" ̂ , and at 
equilibrium the concentration of NuL is c mol dm” ̂ , then the equilibrium
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constant in terms of concentrations, Kc, may be written as follows:
Kc = [NuL] = c .... [5.19]

[L] [NuL] (Cq-c) (y-c)

If the extinction coefficients of L and NuL at a given wavelength. A, 
are 6 l and 6nuL respectively, the absorbance A at wavelength A is given 
by

A = Gl (Cq-c) + GnuL c .... [5.20]

Substitution for c frcm [5.20] into [5.19] and rearrangement gives

Kc^ = A - Cq G l “ Cq - y + yco (€nuL ~ .... [5.21] 
(̂ NuL “Gl) (A - Co GL)

If A q  is the absorbance at wavelength A of the ligand before any nucleo­
phile is added, then frcm Beer's Law

Aq — Co t .... [5.22]

where t is the path length, 1 cm. When the concentration of nucleophile 
is very large, effectively all L has been converted to NuL, so if is 
the absorbance at very high [Nu] , then

A go = ̂ NuL Cq .... [5.23]

Substituting for Gl (but not for Gnul for reasons e^glained below) in 
[5.21] gives

Kc^ = (A-Ac) Co - Op - y + y (Cq €nuL~ Aq )   [5.24]
(Co G nuL “ -Ao ) (A-Ap)

Rearrangement gives a quadratic equation in (A-Ap) :

0 =  (A-Ap)^ Cp - (K̂  ̂+ Cp+ y)(A-Ap)+ y(CpGNuL“ Ap)
(Cp G nuL “ Ap)

.... [5.25]
vhich has the solution

(A-Ap) = [(Kĉ  + Cp + y) - {(Kĉ  + Cp + y)̂  - 4cpy}^J (Cp GnuL~ Ap)
2 Cp

.... [5.26]
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(Inspection shews that the negative root is taken) . This is an equation 
for the change in absorbance at a given wavelength as a function of the 
variable y and the constants Kc, ^nuL/ Ao and Cq . Effectively this is 
v^at is required. Hcwever, if the nucleophile is added as a (small) 
volume of concentrated solution, a dilution effect is also in operation 
v^ich will becone increasingly inportant as more nucleophile is added. A 
carpensation for this effect is built into the equation to produce the 
final form used. If the initial volume of solution is cellvolg an^, and 
at a given stage of nucleophile addition it is cellvol = (cellvolo + total 
vol. Nu added) cm^, then at this stage the corrected values of Cq and y 
are given by

Co = Co . r , y ' = y . r --- [5.27]
Wiere r = (cellvolo)/(cellvol).

Thus equation [5.26] in conjunction with [5.27] gives the observed 
absorbance change as a function of chemical effects and dilution effects. 
This change has the general form shown belcw:

dilution dominating

Aoo is a function of 
dilutionAo

[Nu]

Finer details of the program are given in Appendix 3. Equation [5.26] 
is fitted to a data set of absorbance against micro-litre volume of 
nucleophile added, by the Newton-Raphson non-linear least squares technique.

The program was tested on some fifty sets of results for spectrophoto- 
metric titrations of free and coordinated diimine ligands. In a few

-140-



LO

!
O

ilII
qM-4

i |

I

CO ^

§ 5

r
I

H

1I
«  §(Q W

S

o
§

I

(N 00

I— I r o  pH  

CM CN ro

o 00 ro 
iH o  o

in oin in ID
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cases, sane effort was required at a carputer terminal to find the least 
squares minimum, especially if the data were poor. However, all data 
tested were eventually fitted successfully. The uncertainty on the 
derived parameters depended ultimately on the quality of the data.

5.6.2 Results
Table (5.7) shews sane estimated equilibrium constants for diimine 

ligands with hydroxide. The accumulation of data is at an incomplete 
stage and there are surprising randan errors in sane of the trends 
obtained. Hence it is not possible to give a full discussion of the 
results at this stage. However, the values reported in the Table are 
compatible with changes in the chemical potential of the hydroxide ion 
in these solvent mixtures, and with the relative activation of the 
coordinated ligands tcwards nucleophiles by the metal centres Mo° and 
Fef+.

The value for 5-N02-phen with hydroxide in water was calculated using
a modified version of the program applicable to concentration data,

25using sane literature results. The value obtained agrees satisfactorily 
with that derived graphically in the reference.
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CHAPTER 6
INITIAL STATE AND TRANSITION STATE 

CONTRIBUIIONS TO SALT EFFECTS ON KINETICS 
IN INORGANIC SYSTEMS



6.1 BACKGROUND
6.1.1 Introduction

Considerable progress has been made in analysing solvent effects on 
reactivity into initial state and transition state contributions for 
organic and inorganic reactions [see Section 1.5]. Such analyses have 
been carried out both for series of single solvents and for a variety of 
binaiy aqueous mixtures. In contrast, there have been very few successful 
attempts regarding similar analyses of medium effects on reactivity for 
aqueous salt solutions, despite the fact that the concentration and nature 
of an added salt can have a marked effect on reaction rates.^

This chapter reports three initial state - transition state studies of 
salt effects on kinetics in inorganic systems. These systems carprise 
the reactions of two square-planar d® transition metal cotplexes and the 
hydrolysis of triraethylamine sulphur trioxide. The discussion contrasts 
the difficulty involved in the analysis v^en the reactants are charged 
with the more straightforward analysis Waen the reactants are neutral.
A brief description of the structure of salt solutions provides the 
necessary background for this discussion.

6.1.2 Salt solutions
(i) Ionic hvdration

The environment of an ion in aqueous solution can be discussed in 
terms of a cosphere of solvent around an ion Wiere the structure differs 
frcm that in the bulk. In one treatment^ the cosphere is divided into 
two regions, as shewn in Figure (6.1) . Zones A and B comprise the 
cosphere of the ion.

Zone A is the primary solvation shell of the ion. Water molecules 
hydrate the ion in an electrostricted layer of solvent molecules*

Zone C contains water vÆiose structure is essentially unperturbed frcm
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FIGURE (6.1) " X
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bulk water itself at the same tenperature and pressure, except that it is 
subjected to the electric field of the ion.

Zone B is a fault zone in v̂ iiich the water structure is broken down. 
This disorder arises because the ordering in Zone A is different frcm 
that in Zone C.

Zone B increases with increase in the size of the ions. The larger 
the ion, the more water structure is broken. Ions such as Cl”, Br” and 
1” are therefore called 'electrostrictive structure breakers'. For small 
ions, e.g. Li"*" and F , Zone B is absent, the hydrated ion matching into 
and enhancing water-water interaction. These ions are called ' electro­
strictive structure formers '.

This formalised model only applies to dilute solutions, v^ere the mole 
ratio water : ions is large enough to provide sufficient water molecules 
so as to surround each ion to the extent indicated. The average separa­
tions of ions in a 1:1 electrolyte solution of 10, 1 or 0.1 mol dm"^ are

o 24.4, 9.4 and 20 A respectively. Hence the model of Figure (6.1) can 
only be enplcyed legitimately at a salt concentration of Icwer than about 
0.1 mol dm”  ̂for a 1:1 electrolyte.

This model is also unsatisfactory for alkylamnonium ions, The
hydration of these ions is controlled by the apolar alkyl groups. As 
such, these ions are hydrophobic structure formers, the extent of
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structure fonning increasing with increase in the size of the alkyl group. 
More specifically, this is true Wien R is larger than ethyl; the Mê N'*’ 
ion is usually classed as a structure breaker, and the Et̂ N"̂  ion appears 
to have no marked effects on water structure.

(ii) Real salt solutions
It would be expected that the characteristics of ionic hydration would 

be reflected in the non-ideality of a given salt solution. The presence 
of sane underlying pattern to mean ionic activity coefficients, y+, not 
readily accounted for by the Debye-Hiickel treatment of ion-ion interactions, 
has been known for many years. Such patterns are apparent when values of 
Y+ for salt solutions at fixed molality and terrperature are examined as a 
function of the anion. For exarrple, y± (Pr.*N'*'F”) is larger than y+(Cs*F”) 
but y+ (Cŝ Î”) is larger than y+ (Pr\N+I”) .

For a 1:1 salt in solution, the chemical potential of the salt can be 
related to the conposition of the salt solution by

]i2 = y? + 2RT In m2 y+ 
or ]iz = ]iT + 2RT In m2 + 2RT In y+---------------- [6.1]

ideal non-ideal

where y+ ̂  1 as m2 ->■ 0.

The Debye-Hiickel limiting law (DHLL) treats y+ in terms of charge-charge 
interactions. The limiting law is:

ln(Y±i) = -Syzl (1)“̂ --- [5.2]

where I = ionic strength/tnol dm”^
Sy = a function of the solvent properties at the 

given temperature and pressure
Zi = valency of the ion.

The trends not accounted for by the DHLL can be understood in terms of
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the effect on y+ of overtyping cospheres: this concept has been
developed particularly by Desnoyers. Thus for two ions in solution, a 
general expression for y+ is as follows:

lny+ = EHLL + f(cospheres) .... [6.3]
In y+ - DHLL = f(cospheres)

where f (cospheres) describes the effect on y+ of cosphere overlap inter­
action. If f (cospheres) is less than zero, the cosphere interaction 
leads to a lowering of vi2 and therefore stabilization. If f (cospheres) 
is greater than zero, there is destabilization.

As a general rule, two ions in aqueous solution will attract each 
other if their structural influences or tendencies to orient water mole­
cules are carpatible, but they will repel each other if their influences 
are incarpatible. Attraction will lower, and repulsion will raise, the 
activity coefficients and hence the chemical potentials. For example, 
overlap between cospheres of Bui+N'*’ ions in aqueous solution (hydrcphobic 
hydration) is attractive and this is the dominant influence in Bû N'̂ 'I” 
solutions, cation-cation interactions leading to a low value of y+. In 
contrast, overlap between But̂ N̂  cospheres (hydrcphobic hydration) and F" 
cospheres (hydrophilic hydration) leads to repulsion, the cation-cation 
interaction raising y+. As a general rule, interactions between solvent 
cospheres of alkylarnimanium ions in their salt solutions are the dominant 
influence on the properties of these solutions.

The success of the DHLL is often limited to the analysis of chemical 
potentials and related quantities, e.g. the effect of ionic strength on 
solubility products. The failure of the DHLL to account for the dependence 
of enthalpy, entropy and volume properties on salt concentration is often 
striking, carpensation between H- and S- quantities minimising the changes 
in Gibbs functions.
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6.1.3 Salt effects on reaction rates
In aqueous solution, the rate of a reaction involving charged or 

neutral reactants is sensitive to the concentration and nature of added 
salts. The classical Br^nsted-Bjerrum treatiment of salt effects, 
incorporating the DHLL or a related expression, has been particularly 
successful Wiere the reactants are ionic and there is either a cancella­
tion or generation of charge. The final equation yields the dependence 
of rate constant on ionic strength. The ionic strength principle appears
to be satisfactory when the reaction involves ions of opposite charge,

3but less so Wien ions of the same charge are involved.
With reference to salt effects on reactivity of neutral organic mole­

cules, the first-order rate constant for the base-catalysed decorposition 
of diacetyl alcchol increases rapidly Wien Pr̂ N'‘'OH” is added, less rapidly 
W e n  MeitN'̂ OH" is added, and decreases on addition of KOH. The conclusion 
that the variation in the rate constant stems frcm the effect of the 
added cation is verified by the observation that, at a fixed concentration 
of KOH, the addition of Eti+N''’I" increases and KI decreases the rate.^

For the aquation of the iron (II)-diimine corplex [Fe ( SNOz -phen) 3 ] ̂ , 
addition of potassium brcmide leads to a decrease but addition of tetra-n- 
butylairmonium brcmide leads to an increase in the rate constant.^
Following the analysis of these effects it was concluded that the changes 
in rate are a result of cation-cation interactions in water which, in 
turn, depend on the hydration characteristics of these ions: Bui+N"̂  is a
hydrcphobic structure-forming ion in water, K'*' is an electrostrictive 
structure-breaking ion. These and related salt effects for various 
reaction types and solvent systems were examined. More recently a 
statistical thermodynamic analysis was used to prcbe the rôles of solute 
and ionic hydration, and of ion-size effects.̂
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Hcwever, for the most part, only trends in rate constants were 
examined. It was not possible to identi:fy in the case of, for example, 
an increase in rate constant produced by added salt Wether this trend 
arose frcm a predominant destabilization of the initial state or 
stabilization of the transition state.

Non-kinetic information is required before the analysis can be taken 
further, and this chapter describes such analyses for charged and 
uncharged reactants. The results are coipared and contrasted in the 
final section of the chapter.

6.2 SALT EFFECTS ON THE RATE OF BROMIDE SUBSTITUTION AT THE 
[Pd(EUdien)Cl]'^ CATION

6.2.1 Outline
Substitution at the [Pd(Eti+dien) Cl] ̂  cation usually follows a simple

gfirst-order rate law:
-̂ [Pd(Et,+dien)Cl'"'] = ki [PdlEtt+dien)Cl'*'] --- [6.4]
dt

The bulky ligand substituents prevent significant associative attack by 
all but the most powerful nucleophiles at relatively high concentrations. 
Brcmide substitution follows the rate law given by equation [6.4].^^ 

First-order rate constants were determined for dissociative substitu­
tion in aqueous solutions containing various concentrations of added 
brcmide salts, e.g. KBr, Etî NBr and Bu^NBr.

The solubility of the complex salt in a range of salt solutions was 
measured. These salts had to be chlorides, to prevent aquation of the 
palladium complex (equations [1.32]).

6.2.2 Experimental
The ccnplex [Pd (Eti* dien) Cl] Cl was prepared by reaction between
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palladium(II) chloride (Johnson Matthey) and the ligand (Merck).
Solutions of the alkali-metal and tetra-alkylammonium bromides and 
chlorides were prepared using materials of the best quality grade avail­
able (AnalaR; Aldrich; Eastman-Kodak; Fluka).

Rate constants were calculated from paper-tape logged absorbance data 
for the decrease at 345 nm (disappearance of ccnplex) over at least 2% 
half-lives. The initial concentration of ccnplex was 1.72 xlO"^ mol 
dm”3.

Solubilities of the ccnplex were measured in a series of solutions 
containing 1.0 mol dm” ̂ KCl, Etî NCl or Bu^NCl. The saturated solutions 
were maintained at 298 K for a period of several days and diluted 
aliquots were analysed using the Unicam SP1800 spectrophotcmeter and a 
Perkin-Elmer 360 atomic absorption spectrometer operating with a single­
element palladium lamp.

6.2.3 Results
The first-order rate constants for the substitution reaction between 

[Pd(Ett+dien) Cl] ̂  cations and brcmide ions are summarized in Table (6.1) .
In all solutions, the change of absorbance with time followed first-order 
kinetics over at least 2% half-lives. Repeat scans of the absorption 
spectra shewed a gradual change with time and two well-defined isosbestic 
points at 361 and 265 nm. There was no observable solvolysis of reactants 
or products.

The kinetic data, summarized in Figure (6.2) , show that with increase 
in concentration of added brcmide salt the rate constant decreases, the 
effect being more marked through the series of salts where the order of 
cation is Bui+N"*" > Pr̂ N"*" > Et̂ N'*’ > Mê N"̂  > Na'*’.

The solubility data obtained from atonic absorption measurements, 
sunmarized in Table (6.2) , shew that in a salt solution, concentration
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TABLE (6.1)

Rate constants at 298 K for reaction between [Pd (Eti+dien) Cl] 
cations and brcmide ions in aqueous solutions 

containing added salts

Salt
concentration of 

added salt/nol dm”^ lO^kobs/s”^

None 0 2.43
KBr 0.5 2.39
KBr 1.0 2.31
NaBr 0.5 2.41
NaBr 1.0 2.16
MeitNBr 0.5 2.06
Mei+NBr 1.0 1.80
Eti+NBr 0.5 1.71
Et^NBr 1.0 1.38
Prî NBr 0.25 1.75
Pri+NBr 0.5 1.50
Pr^NBr 1.0 1.03
Bui+NBr 0.2 1.71
Bui+NBr 0.5 0.896
Buî NBr 1.0 0.712
KI 0.5 2.00
KI 1.0 2.02

TABLE (6.2)

Solubility of [Pd(Et^dien)Cl]Cl in salt solutions,
1.0 mol dm” ,̂ at 298 K

Salt KCl Et^NCl Bu^NCl

Solubility/mol dm”^ 1.04 1.08 1.35
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1.0 mol dm" ̂ , the effect of added salt on solubility of the corplex is in 
the order Bu.̂ NCl > Et^NCl > KCl. This trend was confirmed by the absorption 
spectra of the saturated solutions in the visible region.

6.2.4 Analysis and discussion
A full quantitative analysis of the kinetic and solubility data has

12been described elsewhere. The nature and number of extra-thermodynamic 
assurrptions needed renders the conclusions sorevAat equivocal. However, 
the results of this analysis are reproduced here to coiplement the 
subsequent qualitative discussion.

The use of medium operators in the manner described in Chapter 1 
involves a slight modification in this context. The reference solution 
is a salt solution containing 1.0 mol dm" ̂ KBr. Thus

ômAG* =  AG* (1.0 mol dm" ̂ Bui+NBr) - AG* (1.0 mol dm" ̂ KBr)
 ̂   [6.5]

= 6my - 6mU (M'*' : initial state)

vhere e [Pd(Et^dien) Cl]

To relate equation [6.5] to experimentally measured quantities, two 
assumptions are needed. Firstly, since the kinetic data refer to the 
dependence of rate constant on salt effects vhere the anion, brcmide, is 
held constant and also in view of the small change in kobs ^ e n  KBr is 
replaced by KI, it is assumed that the added cation has the dominant 
effect on the rate constant. Thus the ratio of the sing le-ion activity 
coefficients for the chloride counter-ion of the palladium cation is set 
equal to unity and the ratio of the single-ion activity coefficients for 
[Pd(Et.+dien) Cl] in the chloride salt solutions is set equal to the same 
ratio for this cation in bromide salt solutions. The final expression 
relating rate constants and solubility data with the ratio of the single­
ion activity coefficients for the transition state (M̂ )*, in the two salt
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solutions is:

RT In k (1.0 mol c3m~̂  Buî NBr) 
k (1.0 mol dm’  ̂ KBr )

= - 2 RT In j s (MCI : 1.0 mol dm~^ Bu^NCl) 
s (MCI : 1.0 mol dm" ̂ KCl )

+ RT In
1.0 mol dm" ̂ Bui+NBr)

.... [6.6]

k = observed first-order rate constant 
s = solubility/mol dm"^ 
y = single-ion activity coefficient.

The experimental data were substituted into equation [6.6]. The 
results of this analysis are given in Figure (6.3) . Frcm this figure it 
is apparent that on changing frcm a solution in KBr to solutions of the 
brcmide salts of Et̂ N'*' and BuitN'*’ the initial state is stabilised, more 
markedly for tetrabutylammonium salt solutions than for tetraethylairmonium 
salt solutions. The transition state is destabilised in the order

Bu^N*^ > Eti+N"^ > K"̂  .

The effect here is more dramatic than for the initial state. The 
decrease in rate constant on transfer frcm salt solutions containing KBr 
to those containing Eti+NBr and Bu^NBr is thus not solely due to stabiliza­
tion of the initial state nor destabilization of the transition state, but 
rather a combination of both with the transition state destabilization 
being dominant.

The striking observation is the sensitivity of the rate constant to 
the concentration of added salt and the nature of the added cation 
[Figure (6.2)]. The inadequacy of a Brjzhsted-Bjerrum analysis, incorpora-
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FIGURE (6.3)
Carparison of the effects of 1.0 mol dm~^ Et^NBr and Bu^NBr 
on the chemical potentials of initial and transition states 
for the reaction of [Pd (Et4dien) Cl] relative to these 
potentials in 1.0 mol dm" ̂ KBr in aqueous solution at 298 K.

1 63
transition

state 09

AG^ = 88 07 kJ mol"’

163 /  kJ mol'^

0 19

initial
state 1 29•̂29 mol*’

KBr
(reference)

Et^NBr Bu^NBr
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ting the DHLL, is revealed by the fact that this analysis would predict 
no change in rate constant for the unimolecular dissociation of the 
cation vÈien a salt is added. A similar point was made in the analysis 
of the effects of added salts on the rate constant for the aquation of 
the [Fe(5N02“-phen) 3 ] cation.^ Extension of the analysis to include the 
full Debye-Hiickel equation, v^ch takes account of ion-size parameters, 
gave poor agreanent between theory and experiment. An assessment of the 
effect of added salt on the initial state was necessary.

In the ccnparison of initial and transition states, it is reasonable 
to assume that the transition state is larger than the initial state in 
view of the kncwn reaction mechanism. On activation there is considerable 
stretching of the Pd-Cl bond and conterrporary charge development on the 
chlorine, with associated enhancement of Cl-solvent interaction. In the 
transition state a balance is struck between neighbouring solvent-solvent 
interaction and Cl-solvent interaction. After sane initial stage of 
charge development, exothermic solvation of the developing anion increases 
until the full charge is produced on the chloride ion on the product side 
of the energy profile for the reaction. Strong solvent-Cl interaction in 
the transition state means that the transition state is more hydrophilic 
than the initial state. In view of the character of the Et^dien ligand, 
the hydration of the initial state resembles that of an alkylammonium ion.

In Figure (6.2) the curves follow the order expected if the size of
7 8the cation is the determining factor. ’ A statistical mechanical

ganalysis of salt effects showed that repulsive effects play a significant 
role which implies that the size of the cation is inportant. Hcwever, the 
solubility data shew that for the initial state, the trend of increasing 
stabilization is oppxDsite to that predicted by this line of argument.
This must be due to a second effect, namely the hydration characteristics

-156-



of the ions involved. In a solution of a salt or a mixture of salts 
vhere the concentration is as high as 1.0 mol dm" ̂ , the role of hydration 
effects can be understood in terms of overlapping cospheres as described 
at the beginning of this chapter.

In the present context it follows that in the KBr solutions, overlap 
of the K'*' cosphere with the positively charged, hydrcphobic initial state 
is a destabilizing influence, but with the hydrophilic transition state a 
stabilizing influence. Replacement of K'*’ by EtîN'*', and more significantly, 
by Bui+N"̂  leads to a relative stabilization of the initial state and a 
destabilization of the transition state.

If the two effects of ion size and hydration are considered together, 
they result in different effects cn the initial state. Repulsive effects 
increase the chemical potential of the palladium cation in the order K"*", 
EttfN'*’, But+N'*' Wiile hydration effects lower the chemical potential across 
the same series. The solubility results show that the hydration effect 
is more important. Both effects operate in the same direction on the 
transition state, producing a marked destabilization. In these terms the 
fall in rate constant as salt is added [Figure (6.2)] appears to be 
dominated by the effect of added salt on the transition state.

6.3 SALT EFFECTS ON THE KINETICS OF REACTION OF CIS-BIS(4-CYANOPYRIDINE) 
DICHLORQPLATINUM(II) WITH THIOUREA

6.3.1 Outline
The main obstacle in the analysis of salt effects on reactivities into 

initial state and transition state components, at least in respect of the 
majority of inorganic systems, is the need for single-ion thermodynamic 
transfer parameters from water into aqueous salt solutions. These are 
needed in order to establish the transfer behaviour of the initial state 
when this involves a charged complex. For the transfer of ions into
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binary aqueous solvent mixtures there is a profusion of data, as described
in Chapter 1. For the transfer of ions into aqueous salt solutions,
information is minimal and the extra-thermodynamic assumptions involved
hardly considered as yet. In the analysis of reactivity trends for the
[Pd(Eti»dien) Cl]^ cation described in the previous section, the quantitative
analysis employed extra-thermodynamic assumptions in an attempt to circumr-
vent this problem. This treatment was not altogether satisfactory.

These problems associated with transfer of ions can be avoided by
dealing with systems involving non-electrolytes, though this inevitably
restricts the possible applications to a small percentage of inorganic
reactions, with the choice further narrowed by the very limited
solubilities of most uncharged organcmetallic compounds in aqueous media.

In the field of substitution at square-planar d® complexes there are
several examples of uncharged complexes and nucleophiles. The kinetics
and products of the reaction of cis-bis ( 4-cyancpyridine) dichlorcplatinum

13(II) with thiourea in aqueous media have been characterised.
Second-order rate constants for this reaction in aqueous solution of 

potassium chloride, gadolinium trichloride and tetraethylamraonium 
chloride were measured. From these kinetic data and solubility measure­
ments on the reactants, the observed medium effect is dissected into 
contributions of medium effect on the chemical potentials of the initial 
state and transition state.

6.3.2 Experimental
Cis-bis (4-cyancpyridine) dichloroplatinum(II) , Pt(4CN-py) 2CI2 / was

prepared from platinum dichloride (Johnson Matthey) and 4-cyanopyridine
14(Koch-Light) using the method given for the preparation of cis-dichloro- 

bis (pyridine) platinum(II) . Thiourea (Fisons) was used as supplied, fresh 
stock solutions being made up at regular, short intervals.
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The reaction was monitored at 317 nm (disappearance of corplex) using 
the minicorputer-controlled apparatus. The small absorbance change 
(about 0.15 units) was near the operational limit of the SP 1800 spectro­
photometer. The initial concentration of the ccnplex was ca. 3 x lO'"* mol 
dm" ®. Second-order rate constants were obtained by the isolation method 
described in Chapter 2, thiourea concentrations being in the range 0.02 
to 0.06 mol dm”®.

Solubilities of the platinum coplex in the salt solutions were
obtained from absorbance measurements of saturated solutions, measured
at 317 nm. These absorbances were corrected for the absorbance of the
salt solutions at this wavelength. The absorbances were converted to
solubilities using the value given for water obtained by atonic absorption 

13spectroscopy.
Thiourea solubilities were obtained by evaporation to dryness of known 

volumes of the saturated solutions for each medium. The theoretical 
weight of anhydrous salt for the aliquot was subtracted from the residue. 
There was some uncertainty as to vÆiether Et^NCl and GdCls remained as 
the monohydrates after evaporation. However, in view of the large mole­
cular weights of these salts, the assumption that all water was absent did 
not greatly affect the numerical values of the solubilities.

6.3.3 Results and discussion
The dependence of observed first-order rate constants on thiourea con­

centration (thiourea in large excess) in each salt solution is reported 
in Table (6.3). For each salt solution, the rate law is second-order; 
thiourea is such a powerful nucleophile for Ft(II) centres that the 
parallel solvolysis path normally found for substitution at square planar 
centres (Chapter 1) is negligible here. Second-order rate constants are 
reported in Table (6.3) and their dependence on concentration of added

-159-



TABLE (6.3)

Mean- observed first-order rate constants (kobs) and 
derived second-order rate constants (k̂ ) for the reaction of 
cis-[Pt(4CN-py) 2CI2] with thiourea in aqueous salt solutions

at 298.2 K

10® kobs/s 1

f̂edium
0.020

[thiourea]/mol dm ® 
0.030 0.040 0.050 0.060

k2 ± 0/ 
dm® mol~^ s"^

Water 4.0 6.3 8.4 13.3 0.22 ± 0.01
l.OM KCl 4.7 7.2 10.4 14.9 0.25 ±0.01
2.CM KCl 5.6 8.1 10.6 16.0 0.26 ± 0.01
l.OM GdCls- 8.9 12.5 14.7 0.30 ± 0.03
0. 5M Et^NCl 4.0 5.6 7.1 0.14 ±0.02
l.OM Et^NCl 1.9 3.0 4.1 5.1 0.10 ± 0.003

- Of between 2 and 4 independent determinations
- Ionic strength = 6.0 mol dm- 3
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FIGURE (6.4)
Dependence of the second-order rate constant, kz, for the 
reaction between cis-[Pt(4CN-py) 2CI2] and thiourea on 
concentration of added salt at 298.2 K.
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salt depicted in Figure (6.4) . This figure shows the opposite effect of 
Etî NCl to KCl and GdClg.

The results of the solubility ineasuronents are incorporated into Table
(6.4) , depicting the analysis of the medium effect in terms of initial 
state and transition state contributions [Table (6.4)]. Both the 
platinum ccnplex and thiourea are salted in by Et^NCl, but both are 
salted out by KCl and GdClg.

Figure (6.4) shows that the effect of potassium chloride or gadolinium 
trichloride is opposite to that of tetraethylanmonium chloride. Because 
both the platinum corplex and thiourea are non-electrolytes, no extra- 
thermodynamic assurrptions need be invoked in the initial state - transition 
state dissection, v^ich is set out in Table (6.4) and shewn diagramnatic- 
ally in Figure (6.5).

Figure (6.5a) shows that the small increase in rate constant on adding 
potassium chloride represents the difference between a modest increase 
in the chenical potential of the initial state and a smaller increase in 
the chemical potential of the transition state. The increase in the 
chemical potential of the initial state is due to increases for both the 
platinum ccnplex and the thiourea. Addition of gadolinium trichloride. 
Figure (6.5b) , produces similar effects to potassium chloride, on the 
reactants and the transition state. Addition of tetraethylamnonium 
chloride. Figure (6.5c), has the opposite effect on both the corplex and 
thiourea, but it destabilizes the transition state to a similar extent to 
the metal salts. Therefore the difference in reactivity trends between 
the metal chlorides and tetramethylairmonium chloride can be attributed 
almost entirely to the initial state.

In the earlier study of this reaction in binary aqueous solvent 
13mixtures, both the initial state and the transition state were stabilized
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FIGURE (6.5)
Dissection of salt effects on reactivity into initial state and 
transition state carponents for reaction of cis-[Pt(4CN~py)2Cl2] 
with thiourea in aqueous salt solutions at 298.2 K.
(a) KCl, (b) GdCla, (c) Et^NCl.
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on transfer from water into binary aqueous mixtures, regardless of 
whether these mixtures were TA, TNAP or TNAN (Chapter 1). This contrasts 
with the effects of potassium chloride and gadolinium trichloride, 
addition of either of which leads to destabilization of both the initial 
state and the transition state. Tetraethylarnnonium chloride provides a 
further variant, in that it stabilizes the initial state but destabilizes 
the transition state. The one carmon factor in all these medium effects 
is that initial state chemical potential changes are, in all cases, 
larger than transition state changes.

By displaying the results in a slightly different manner, the relative 
effect of the added salts becanes clearer. The pattern v±iich emerges is 
compatible with results obtained for other systans, as will be discussed 
in the closing section of the chapter.

Although the prime concern of the analysis is medium effects on 
reactivity, it is interesting to consider the effect of added salts on 
solubilities of non-electrolytes in terms of Setchenow coefficients. Kg, 
Wiich are the slopes of plots (usually linear) of logio (Sq/S) against 
concentration of added s a l t . H e r e  S© is the solubility in water, S the 
solubility in the salt solution. Hence the salting-in and salting-out of 
cis-[Pt ( 4CN-py) 2 CI2 ] and thiourea can be placed in the context of other 
inorganic and organic solutes. Setchenow plots for both the platinum 
caiplex and thiourea are shewn in Figure (6.6a) . Setchenow coefficients 
estimated for lew concentrations of added salts are reported in Table
(6.5) , vdiich shews that Kg values for potassium chloride and bromide are 
quite similar for the small number of inorganic non-electrolytes for v^ch 
information is available, and that Kg values are fairly large and negative 
for Et^NX. Perhaps coincidentally. Kg values for cis-[Pt(4CN-py) 2CI2] are 
very close to those for MegNSOg. For thiourea, the Kg value for added
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FIGURE (6.6)
Setchenow plots for the reaction between cis-[Pt(4CN-py)2CI2] and 
thiourea in aqueous salt solutions at 298.2 K.
a) initial state: o = thiourea, • = Pt ccmplex.
b) transition state: K* = 6mW*/2.303 RT.
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KCl (ca. +0.15) lies between those for nitrobenzene and phenol, i.e. in 
the range of values corresponding to hydrophobic organic carpounds con­
taining a small hydrophilic centre. There is no direct catparison for the 
Kg value for thiourea in Et^NCl solutions (Kg = ca. -0.1).

Setchencw coefficients for the transition state (K^) of the cis- 
[Pt(4CNpy)2CI2] plus urea reaction are +0.05 and +0.1 for added KCl and 
EtijNCl [see Figure (6.6b)] . The value for KCl lies between the values 
for the two reactants, themselves almost equal. It seems odd that K^ 
values in KCl and in Et^NCl are almost the same. However, for t-butyl
chloride solvolysis, one of the few reactions for v^ich k J values have

20 + been estimated, the range of Kg values is much smaller than that for
Kg (initial state).

6.4 SALT EFFECTS OSf REACTIVITY FOR THE HYDROLYSIS OF TRIMETHYLAMINE 
SULPHUR TRIOXIDE

6.4.1 Outline
As described at the beginning of the previous section, the use of 

uncharged reactants allows analysis of salt effects on reactivity without 
recourse to the extrathermodynamic assunptions inescapably involved with 
ionic substrates. The availability of kinetic data for hydrolysis of the 
Lewis acid-base adduct trimethylamine sulphur trioxide, MegNSOg, in 
neutral aqueous solutions of potassium bromide and tetra-n-butylammonium 
bromide^ suggested this reaction as suitable for an initial state- 
transition state analysis of reactivity trends.

The solubilities and enthalpies of solution of MegNSOg in appropriate 
aqueous salt solutions were measured. These results penult the calcula­
tion of Gibbs free energies, enthalpies, and entropies of transfer of 
MS3NSO3 from water into aqueous salt solutions, and enable dissection of 
the overall salt effect on reactivity into initial state and transition
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State contributions.

6.4.2 Experimental
MeaNSOa (Aldrich) was used as supplied for solubility measurements and 

was dried in a desiccator over phosphorus pentoxide before use in 
calorimetric experiments.

Solubilities were determined by equilibrating an excess of the carpound 
with the respective salt solution, at the appropriate torperature (336 K) 
with frequent agitation, for periods of time as long as possible consist­
ent with negligible hydrolysis. Aliquots of the saturated solutions were 
withdrawn and treated with dilute sodium hydroxide to hydrolyse the 
adduct. Sulphate contents of the hydrolysates were estimated by 
precipitation of barium sulphate fran the acidified (HCl) solutions;
agar-agar was used to irrprove the filtration properties of the 

17precipitate.
Enthalpies of solution at 298.2 K were measured using a calorimetric

apparatus, based on an LKB 8700 calorimeter and a Kipp-Zonen BDS recorder,
18described elsewhere. Sarrples of ca. 0.03g lyteaNSOa, dissolving in ca.

35 otî  of water or salt solutions, were used. The performance of the
calorimeter was checked periodically against the enthalpy of solution of

19potassium chloride.
Potassium bromide (AnalaR) and tetra-n-butylammonium (Aldrich) were 

used as supplied.

6.4.3 Results
Solubilities of MeaNSOs at 336.2 K are reported in Table (6.6) . Each 

result represents the mean of between two and four consistent determina­
tions (duplicate sulphate analyses in several cases). The solubility 
pattern is shown in Figure (6.7a) . The uncertainties in the values are
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TABLE (6.7)

Transfer quantities for MS3NSO3 fran water 
into aqueous salt solutions

KBr Bui+Br
(2.0 mol dm"3) (1.0 mol dm" 3)

AHtr/kJ mol"^“ -4.5 +3.0
AGtr/kJ mol"^“ -0.14 -1.8
AStr/J K"^ mol"!- -13.0 +14.3

- 298.2 K; - 336.2 K, molar scale;
- 336.2 K, assuming AHtr (336.2 K) =AHtr (298.2 K)

of the order of 5%, arising fran the difficulties of working at a 
tenperature well above ambient with a catpound v^ose torperature 
coefficient of solubility is large.

The solubility of Me3NS03 in water was also measured at 298.2 K, as
23.1 g dm"^. Hence a van't Hoff estimate for the enthalpy of solution of 
the adduct is +19.6 kJ mol” ̂ (for the tenperature range 298-336 K) . Direct 
determination of the enthalpy of solution in water at 298.2 K gave a value 
of +23.0 kJ mol" ̂ . Direct calorimetric determinations of the enthalpy of 
solution of Me3NS03 in aqueous salt solutions gave values of +18.5 kJ 
mol"^ for 2.0 mol dm"^ potassium branide and +26.0 kJ mol"^ for 1.0 mol 
dm”  ̂tetra-n-butylarrmonium branide, in both cases at 298.2 K.

6.4.4 Discussion
The analysis of the variation of rate constants for Me3NS03 hydrolysis 

[Figure (6.7b)] with medium corposition is set out in Table (6.6) , with 
the results of the initial state - transition state dissection sunmarized
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in Figure (6.8). This analysis assumes a dissociative mechanism for 
hydrolysis in neutral solution.^ Both the initial states and transition 
states are destabilized on adding successive amounts of potassium brcmide 
to water (except for the initial state in 2.0 mol dm”  ̂KBr) ; the reverse 
is true for tetra-n-butylammonium brcmide. The observed reactivity 
trends thus represent the relatively small resultants of initial state 
and transition state effects operating in the same sense, with transition 
state effects scmevAat more marked than initial state effects.

The dissociative solvolysis of MesNSOa involves simply the lengthening 
of the nitrogen-sulphur bond, with no separation of charge. It is 
therefore not surprising that the transition state behaves similarly to 
the initial state.

Gibbs free energies, enthalpies and entropies of transfer of NteaNSOa 
frcm water into aqueous salt solutions are reported in Table (6.7) . No 
simple pattern is apparent. For transfer into potassium branide solution 
the small Gibbs free energy term represents the difference between 
opposite enthalpy and entropy terms, but the Gibbs free energy of 
transfer into tetra-n-butylammonium brcmide solution is not much smaller 
in magnitude than the enthalpy of transfer.

As in the previous section, the effect of added salts on the solubility 
of lyfesNSOa can be discussed in terms of Setchenow plots, which are shown 
in Figure (6.9) . Both plots are scmevAat curved, but it is possible to 
estimate that Setchenow coefficients are approximately +0.03 for KBr and 
-0.35 for BuifBr for the low concentration region. The Figure (6.9) 
pattern and these derived values are reminiscent of the behaviour^^ of 
nitrobenzene or of 5-nitro-l, 10 phenanthroline, carpounds having similar 
hydrophobic-hydrophilic peripheries to MesNSOg.
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FIGURE (6.9)
Setchencw plots for MeaNSOa (thick lines, circles) and for 
its hydrolysis transition state (thin lines, triangles); 
open symbols KBr, filled symbols Bu^NBr (all at 336.2 K) .
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Setchenow coefficients for the transition state for the hydrolysis of
MeaNSOa are calculable directly frcm ômW** "These are shown in Figure
(6.9) and are again curved, but they do indicate that values of Kg are
similar for the initial and transition states for the tetra-n-butyl-
ammonium salt, but that Kg for the transition state is, unlike Kg for
the initial state, markedly positive for potassium branide. This may be
contrasted with t-butyl chloride hydrolysis where, as remarked at the end

20of Section (6.3), Setchenow coefficients for a variety of electrolytes 
cover a smaller range in the transition state than in the initial state.

6.5 GENERAL CŒCLUSIŒ

Figure (6.10) shews the results of the three analyses described in
this chapter in a form viiich enables their direct comparison. It is not
possible to make ccmparisons of transfer from salt-free water, because
the palladium(II) cation is too susceptible to hydrolysis. The Figure
also shows data for the solvolysis of t-butyl chloride, calculated frcm

20the Setchenow coefficients for the only suitable alkali-metal/tetra- 
alkylamnonium cation pair, assuming the reaction is completely SnI in 
these strongly basic media.

Although the quantitative results for the palladium (II) cation are 
somewhat dependent on the extra-thermodynamic assumptions used, the 
qualitative pattern viiich emerges is probably correct.

Taken as a whole, the results for the four systems may be rationalized 
in terms of a discussion vÈiich is essentially that given for solvolysis 
of the palladium cation. A consideration of the hydrophilic or hydro- 
phobic nature of the initial and transition states determines the hydra­
tion characteristics of these species. Overlap of these solvent cospheres 
with those of the added salt cations produces a relative stabilization or
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FIGURE (6.10)
Caiparison of the effect of added salts on initial and transition 
states for kinetics of substitution and hydrolysis in inorganic 
and organic systems.
(a) 298.2 K, (b) 336.2 K, (c) 289 K.
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destabilization as the cation is changed frcm alkali metal to tetra- 
alky lairroonium.

Thus for the [Pd(Et^dien)Cl] ̂  cation and t-butyl chloride, the
hydration characteristics of the initial states are dominated by the
hydrophobic organic parts of the peripheries, which leads to stabilization
on transfer frcm KBr to Buî NBr solutions. For the palladium cation this
is borne out by the fact that the chloride salt is more soluble in

21methanol and methanol^ater mixtures than in water. In the formation 
of the transition states for solvolysis, the metal-chlorine and carbon- 
chlorine bonds are lengthened, causing development of negative charge on 
the chlorine and seme hydrophilic character with hydration ccmpatible 
with that of K'*’. Replacement of K'*’ by Bû N"*" will therefore destabilize 
the transition state. The small change calculated is the resultant of 
this effect and the stabilizing influence of the organic hydrophobic 
periphery, v^ch still makes an important contribution in the transition 
state because it accounts for a large portion of the periphery of these 
molecules.

With regard to transition state effects, the results for solvolysis 
of these chloro-ccmpounds contrast with those for solvolysis of MeaNSOa. 
For the latter, solvolysis does not involve the production of charge, 
and so the transition state behaves in the same fashion to the initial 
state, v^ose hydrophobic-hydrophilic periphery shows similar behaviour 
to that of the chloro- carpounds.

The results for thiourea substitution at Pt (4CN-py) 2CI2 are ccmpatible 
with this discussion if it is assumed that Cl” is the displaced species. 
Hydrophilic hydration of the lengthened Pt-Cl bond in the transition 
state is offset by the contribution of the coordinated hydrophobic 
thiourea molecule, resulting in a similar pattern to that for t-butyl 
chloride.
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In order to lend weight to this discussion, it would be desirable to
study the effect of added salts on the rate of solvolysis of a neutral
tr ans i tion-metal chloro-ccmplex. Co(NH3) 3CI3 is not particularly
suitable because it aquates very quickly and there may be ccmplexity in
the kinetics arising frcm consecutive removal of the chlorides. A
mono-chloro ccmplex would be preferable. Species such as Co(NH3) 3 (NO2) 2CI

22or Co(NH3) 3 (€204)01 might be suitable and have been vaguely alluded to, 
though their preparations of these carplexes are far frcm clear.
Ccnplexes such as Co (dmgH)pyCl are well-known, though this particular 
example has a very low solubility in water, and the change in its UV/ 
visible absorption spectrum on hydrolysis is unsuitable for kinetic 
studies.

It would also be useful to study the solvolysis of a complex v^ere 
the leaving group is a neutral species. For example, the ccmplex 
Fe(sb)2CN2 was prepared, v^ere sb is the Schiff base formed between 
pyridine-2-aldehyde and p-toluidene. However, solvolysis of this complex 
(in the presence of 2,2'-bipyridy1 as scavenger) did not appear to proceed 
to completion and the kinetics were generally unsatisfactory frcm the 
quantitative standpoint. The use of 1,10-phenanthroline as scavenger, 
vhich should have driven the reaction to completion, was ruled out by 
its much lower solubility in water.

To summarize, the results of the analysis of salt effects on reaction 
kinetics for the systens described in this chapter are consistent and 
may be rationalized in terms of solvent cosphere overlap. The inclusion 
of data for t-butyl chloride provides a convenient link with the 
following chapter, where the rate of solvolysis of this compound in 
mixed solvents is analysed using a scmev\hat different approach to that 
described in previous chapters.
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CHAPTER 7
A RE-EXAMINATION OF THE SOLVENT EFFECT 

ON THE ACnVATICN PARAMETERS FOR SOLVOLYSIS OF 
t-BUTYL CHLORIDE IN AQUEOUS SOLUTION



7.1 GENERAL INTRODUCTION

There are a number of areas where considerations of kinetics and 
thermodynamics merge, most notably in the analysis of a rate constant in 
terms of the energetics of the activation process. In most of the work 
in this thesis, this analysis is in terms of Gibbs free energy quantities,

Another aspect of this type of analysis is the torperature dependence 
of the rate constant. A cannon formulation of this dependence is the 
empirical Arrhenius relation, equation [7.1].

kr = A exp (- Ea/RT)   [7.1]

The parameter A is the pre-exponential factor and is taken as inde­
pendent of tenperature. The parameter Ea is the activation energy.

Transition state theory yields an equation which also employs two 
parameters. These are the activation enthalpy, AH* and activation 
entropy, AS*. Frcm equation [1.34] it may be shown that

kr = î^exp (AS*/R) . exp (- AH*/RT)(C^)^^”“  ̂   [7.2]
h

The numerical values of the activation parameters based on these two 
different equations are related to each other. The defining relations 
from equations [7.1] and [7.2] are

Ea = - R d In k .... [7.3]
d (1/T)

and AH* = - R d ln(k/T)
d (1/T)

= - R d In k - R d In (1/T) .... [7.4]
d (l/I) d (1/T)

Frcm equations [7.3] and [7.4]

AH* = Ea-RT --- [7.5]

Equations [7.1] and [7.2] describe a linear dependence of In (kr) or
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In (kr/T) on the reciprocal of tenperature. The validity of these 
equations has been excellently confirmed in this way for a large number 
of experimental rate constants. It must be noted that these e^qsressions 
are properly applied only to an authentic rate constant. Values of rate 
constants v^ich contain unaccounted for concentration dependences cannot 
correctly be used.

It is observed that, for solvolysis of many alkyl halides in water, a 
plot of ln[kobs3 against 1/T is not a straight line. With increase in 
tenperature, the rate constant falls below that required by a linear 
dependence based on values of kobs at lew tenperatures. This trend may 
be accounted for in three possible ways.

First, it can be assumed that the chemical reaction is elanentary, 
only one important activation barrier being involved. Therefore, the 
curvature is attributed to the conplexity in the dependence of, for 
example, the related enthalpy of activation cn temperature. This 
dependence is quantified as the heat capacity of activation by analogy 
with equilibrium thermodynamics :

ACp*" =  j ^ A H *  -------  [ 7 . 6 ]
dr

Secondly, it may be assumed that the reaction scheme is coplicated, 
the observed rate constant being a function of two or more rate constants, 
ki, describing individual steps. The latter assumption is combined with 
the assumption that in each case In (ki) is a linear function of 1/T with 
the result that In [kobsl is not a linear function of 1/T.

The third approach combines complexity in the reaction mechanism with 
complexity in the dependence of individual rate constants on temperature.

Highly precise kinetic data giving accurate values of rate constants 
and temperatures are needed to obtain values of AH* which are sufficiently
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precise to warrant treatment along the above lines. The extent of 
curvature is slight and is best revealed by calculating values of AH* 
fran successive pairs of values of (k% T ') and (k" T") ;

A H i*  =  R  I n  ( k " A ' )    [ 7 . 6 ]
1 / T '  -  1 /T "

Values of AHi* decrease smoothly with increasing temperature and so the 
curvature is considered a real effect.

7.2 SOLVOLYSIS OF T-BUTYL CHLORIDE

Two explanations have been offered for the large negative heat
capacity of activation, ACp*, for solvolysis of t-butyl chloride in

1 2water. Robertson and co-workers ’ have used the first approach
described above (model 1) to calculate ACp* by fitting the dependence of

13 *rate constant on temperature to the Valentiner equation. ’ Thus ACp 
is linked to the breakdown of enhanced water - water interactions around 
the hydrophobic initial state.Albery and Robinson^ argued that the 
solvolytic reaction is a two-stage process described by the folloving 
mechanistic scheme (model 2) ;

ki k3
RX RX(int)----- ► products   [7.7]kz

k(obs) =ki/(l+a) .... [7.8]
vAere a = kzAa •••• [7.9]

In equation [7.7], RX(int) represents an intermediate; Albery and 
Rcbinson^ indicate one possibility is an ion-pair, e.g. (CH3) 3C'‘'C1".
The curvature in the plot of ln[k(obs) ] against 1/T is a consequence of 
the different enthalpy of activation terms associated with ki and a. 

Robertson and Scott® were not persuaded to abandon model 1, vhich
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assumes that ACp is independent of tenperature, in favour of model 2.
Part of the case offered in favour of model 1 was the self-consistency
of the explanations offered for the dependence of calculated activation
parameters on mole fraction of added c o s o l v e n t . I n  all cases, the
observed rate constant for solvolysis of t-butyl chloride in water
decreases vhen an organic cosolvent is added. The derived enthalpy of
activation AH* (model 1) decreases, passes through a minimum and then
increases with increase in mole fraction Xz of cosolvent. More striking
is the dependence of the calculated heat capacity of activation ACp* on
xz. When ethanol,^ iso-propanol,® t-butanol® or THF® are added,
ACp* becanes more negative and then increases with increase in Xz.

9 *However, when acetonitrile is added, ACp gradually increases. These 
trends were discussed in terms of the effect of cosolvent on the 
water-water interactions and hence on the solvation characteristics of 
the initial state.̂ ^

The disagreement between the two mechanistic interpretations, ̂ ® 
models 1 and 2, is one of analysis, there being no disagreement over the
kinetic data. More recently it has beccme apparent that the Valentiner

3 11equation has various statistical shortconings and that the kinetic data
+ 12may be consistent with a more carplex dependence of ACp on tenperature

than was originally appreciated. If this is correct, the whole question 
of the interpretation of solvent effects on the derived activation para­
meters must be re-opened. Further, it is necessary to recoisider the

13analysis given by Amett and co-workers of the effect of added ethanol 
on the partial molar enthalpies of initial and transition states for the 
solvolysis of t-butyl chloride (using model 1) .

This re-examination is the subject of this chapter. The basis used is 
the Albery-Robinson mechanism, equation [7.7], model 2. The various
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problems vhich emerge frcm either this model or model 1 make it clear that 
adoption of the third approach described at the beginning of the chapter 
is not justified at this stage.

7.3 ANALYSIS

The measured first-order rate constant is designated k(obs). For the
solvolysis of t-butyl chloride in water averaged rate constants were

1 7-9used. For solvolysis in the aqueous mixtures individual rate constants
frcm the original laboratory notebooks were used (the only exception
concerns the data^® for an aqueous ethanol mixture vÆiere the mole
fraction of ethanol is 0.2) .

The activation parameters calculated^ ' ̂ using model 1 in conjunction 
with the Valentiner equation are labelled with the symbol V; thus the 
heat capacity of activation calculated frcm the dependence of Ink(obs) on 
1/T is called ACp* (V) .

The following analysis generates another set of activation parameters 
by differentiation of equation [7.8] with respect to terrperature. This 
leads to an expression for AH* (1) in terms of the activation enthalpies 
for the processes described by ki-kg:

AH* (1) = AHi* + AAH* . a/(l+a) --- [7.10]

AH* (1) is the overall activation enthalpy obtained by fitting the 
dependence of In [k (obs) ] on temperature according to the requirements of 
model 2. It is the activation enthalpy ̂ lich model 2 predicts would have 
been obtained had the data been described by model 1. The quantity AAH* 
is defined as follcws:

AAH* = AHs* -AHz* ___ [7.11]

A further differentiation of equation [7.10] with respect to temperature
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leads to an expression for ACp*(1);

ACp* (1) = ACp* + AACp*g - a (AAH*)^   [7.12]
(1+a) (1+a)̂  RT^

vhere * + *
AACp — ACp3 — ACp2 .... [7.13]

The quantity a is temperature dependent and this accounts for the 
ccmplexity in a comparison of models 1 and 2, and in the analysis of 
k(obs) in terms of model 2. The dependences of Inki and In a on 1/T are 
probably non-linear. Thus ACp* and AACp* would be real quantities, 
possibly with temperature derivatives. However, if these factors are 
recognised, equation [7.13] becanes hopelessly ccmplicated. At this 
stage in the analysis it was decided to examine a sinplified version of 
model 2 Wiich sets ACp* and AACp* to zero. This implies the assumption 
that In ki and In a are linear functions of 1/T. In that case, these 
dependences can be written as follows:

ki = ai exp (az/T)   [7.14]
a = as exp (â /T)   [7.15]

Hence
k(obs) = a i  exp ( a z /T )  .... [7.16]

[1.0 + as exp (â /T) ]

and AHi* = - R (az + T) .... [7.17]
AAH* = ait k .... [7.18]

where R is the gas constant.
Consistent with the above assumption is the following equation for 

ACp̂ iJlcf. equation [7.12]);

ACn* (1) = - a (AAH*)̂    [7.19]
(1+a)̂  RT

Even with this simplified version of model 2, equation [7.16] expresses 
the dependence of k(obs) on temperature in a form which cannot be analysed

-187-



using a conventional linear least-squares technique. Consequently, a 
program (FORTRAN for the CDC Cyber 73) was written which incorporated a 
procedure for, fitting the data using a Gauss-Newton technique in 
conjunction with subroutines v±iich calculated the associated Jacobian and 
Hessian matrices.The program is listed in Appendix 4.

The calculations started with seed values and hunted estimates of aj, 
az/ a.3 and ai* which minimised [k(obs) -k(calc)]^ over n data points.
It was found advantageous to rewrite equation [7.16] incorporating 
various powers of 10 as multiplying factors of each a-parameter so that 
the final estimates of these parameters were of similar order of 
magnitude. Considerable trial and error was necessary before satis­
factory minima were obtained, as judged by the ability to reproduce 
k(obs) within the estimated experimental accuracy, e.g. within ±1%.

The source of this difficulty arises frcm the form of equation [7.16] . 
If this is rewritten in terms of [k(obs)]"^ this quantity is expressed 
as the sum of two exponential terms. These equations often have more 
than one solution and Moore carments on this problem^® in the context of 
calculating fran kinetic data the rate constants for consecutive 
reactions. With regard to equation [7.16] there is not therefore one 
global minimum characterised by a unique set of a-parameters. The 
criteria employed for an acceptable set were that â  and a3 were both 
positive, az was negative and that the magnitude of az was larger than 
that for â . In addition, it was required that the plot of residuals 
A[=k(obs) -k(calc)] shewed randan scatter about zero.

The least-squares parameters were used to calculate the activation 
parameters discussed above together with values of ki and a over and 
beyond the experimental tenperature range. The calculation was extended 
in this way in order to find the tenperature at vdiich a = 1 and to
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examine the dependence of ACp (1) on torperature as predicted by equation 
[7.19].

7.4 RESULTS

The results of the analysis of 20 sets of kinetic data are sumnarized 
in Table (7.1) . The latter shows the number of data points for each 
system together with the range of temperatures over Wiich k(obs) was 
measured. This range, Tr , plays an important part in the discussion.
For t-butyl chloride in water (and water-rich solvent mixtures) Tr is 
determined by the freezing point of the solvent and the short half-life 
at high tenperatures. As cosolvent is added the lower limit of Tr was 
determined by the problem of holding the thermostats to within ±0.002K 
over extended periods. Thus as the mole fraction Xz increases the mean 
tenperature of the measured range Tr increases [Table (7.1)]. As an 
indication a value T^ is reported in the Table, vÆiich is the experimental 
tenperature closest to the arithmetic mean tenperature.

The kinetic data for all systems were fitted satisfactorily to 
equation [7.16] . A typical plot of the residuals A is shown in Figure 
(7.1) for the solvolysis of t-butyl chloride in water. The values of ki 
and a at tenperatures Tm are given in Table (7.1) together with calculated 
values of AH i* and AAH*. The calculated temperature T̂ t at which a = 1, 
together with the value of ACp* (1) at its minimum and the tenperature 
corresponding to this miniinum, are also reported together with the values 
of ACp* (1) at T and a camon temperature 290 K. The minimum value of 
ACp* (1) occurs at the tenperature where a plot of AH* (1) against 
tenperature has a point of inflection.® Table (7.1) also includes the 
value of AH* (1) , calculated frcm equation [7.11] , at T^. The dependence 
of ACp* (1) on tenperature for a number of systems is shewn in Figure (7.2),
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FIGURE (7.1)
Plot of residuals, A, against temperature for t-butyl chloride 
in water.
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FIGURE (7.2)
Dependence of ACp^ (1) on tenperature for solvolysis of t-butyl 
chloride in water (A) , and in t-butyl alcohol + water mixtures 
vÆiere mole fraction of organic co-solvent X2 = 0.02 (B), 0.05 (C), 
0.10 (D) and 0.20 (E).
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7.5 DISCUSSION

This section falls into three main divisions. Firstly, consideration
is given to how the parameters derived using the Albery-Robinson
mechanism, model 2, account for the patterns shewn by the activation
parameters calculated using model 1 and the Valentiner equation.
Secondly, the initial state - transition state dissection on reactivity
for solvolysis in aqueous ethanol is repeated using seme of the new
quantities and the results are cenpared with the previous analysis 

13 .given. Finally, the significance of seme of the parameters describing 
model 2 are considered in their own right.

The ability of equation [7.16] to fit the data is confirmed by, for 
exanple, the small residual sum of squares, 3.796x 10“ °̂, for solvolysis 
in water. According to model 2, both ki and a increase with increase in 
tenperature over the measured tenperature range. The ratio a equals 1.0 
at 316.7 K, a tenperature only slightly above that previously predicted, 
but, more inportantly, above the highest tenperature of the measured 
range. Similarly the extremum in ACp* (1) , while not at this tenperature 
Tot, is also just above the highest tenperature in Tr . Across Tr , AC^ (1) 
is decreasing rapidly. Thus ACp* (V), calculated using the Valentiner 
equation, is sane averaged value across Tr . Indeed, the previously 
reported value for ACp* (V) is close to that for ACp* (1) at the mean 
tenperature, % ,  i.e. 347 J mol'^ and 348 J mol'^ respectively.

When ethanol is added, k(obs) and k% decrease vhile AHi* increases 
[Table (7.1)]. The tenperature at vhich a=l. Ta, decreases such that 
vhen X2 = 0.25 Ta is below Tr and Tm has moved to 288 K. The same trend 
in Ta is observed for all added solvents although at the highest value of 
X2, Ta increases again but remains below T r  . At the mean tenperature Tm
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a changes frcm <1.0 to >1.0 with increase in Xz.
The dependence of a on T and X2 inpinges directly on the dependence of 

AH* (1) and ACp* (1) . The other irrportant feature is the dependence of 
A AH*, vhich becanes less negative with increase in X2, the trend when 
either t-butanol or tetrahydrofuran are added being particularly marked. 
Frcm the values of AHi* , A AH* and a at Tm/ the dependence of AH*(1) at 
Tm on X2 can be calculated. In all cases, AH*(1) decreases and then 
increases with increase in X2 as shewn in Figure (7.3). The plots in 
this figure track closely to those in Figure 1 of ref. (8) and Figure 1 
of ref. (9) . If, on the other hand, AH* (1) had been calculated at T^, a

9different pattern would have been obtained. It was surprising that the 
change in enthalpy of activation with increase in X2 does not distinguish 
between cosolvents. This feature has been noted before but the problem 
side-stepped in view of the quite striking differences in the dependence

9of heat capacities of activation on X2. However, this aspect may not
9be as clear-cut as originally suggested.

The heat capacity parameters calculated on the basis of model 2 depend 
on three iirportant features: (a) the tenperature T^, (b) the position
of Ta with respect to Tr and Tm and (c) the value of A AH*. The calculated 
maximum value of ACp* (1) shews a carplex dependence on X£ but tends to 
decrease and then increase with increase in X2. As for a, the maximum 
in ACp* (1) occurs at lower tenperatures with increase in X2 eventually 
crossing Tm and falling below the minimum value in Tr . As a result 
ACp*(l) calculated at Tm shews a marked dependence on X2. In the case of 
aqueous mixtures containing ethanol, iso-propanol, tetrahydrofuran and 
t-butanol, ACp* (1) at Tm decreases and then increases, the same pattern 
being shewn as the previously reported dependence on ACp* (V) on X2 
[Figure 3 of ref. (8) ]. The dependence of ACp* (1) at Tm on X2 for
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FIGUEE (7.3)
Dependence of AH^(l:Tm) for solvolysis of t-butyl chloride on 
mole fraction of added organic cosolvent.
■ t-BuOH, O i-ProH, □ TEÎF, # MeCN.
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mixtures containing acetonitrile is consistent with the stea(^ increase 
reported for ACp* (V) [Figure 2 of ref. (10)].

The above discussion, based on the data reported in Table (7.1) , shews
how the parameters calculated on the basis of model 2 permit another
interpretation of the previously reported parameters based on model 1.
If these data are ccmbined with initial state data, more corparisons
emerge. Here attention is concentrated on the analysis reported by 

13Amett et al. of the enthalpy data. Enthalpies of solution for t-butyl
chloride in a series of ethanol-water mixtures were combined with
enthalpies of activation for the solvolytic reaction^^ to yield^^ the
dependence on Xa of the partial molar enthalpy of the transition state,
model 1. The dependence of the enthalpy of activation on Xz could be
accounted for almost completely in terms of the initial state enthalpy
on X2. In other words, the partial molar enthalpy of the transition
state is effectively independent of Xz. This was a surprising discovery,
because almost all solutes, including salts and neutral molecules, show

13an endothermie maximum. Amett et al. were led to the conclusion that 
this was a ' fortuitous ' consequence of the size and shape of the trimethyl- 
carbonium chloride transition state. In terms of model 2, this result is 
a natural consequence of the values of AHi* , AAH* and the value of a at 
Tm. It is possible to repeat the analysis but new combining the initial 
state data and AHi* (at 298.2 K) to detain the dependence on X2 of the 
partial molar enthalpy of the transition state associated with rate 
constant ki by the use of the following relation analogous to equation 
[1.37]

6mAHi* = 6mH* - 6mHis --- [7.20]

6m - solvent operator

— 19 6 —



FIGURE (7.4)
Dependence on mole fraction of added ethyl alcohol for the partial molar 
enthalpies of (1) the initial state ( A ) ,  (2) the transition state for ki 
(model 2) (□) and (3) activation (O).
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H* - partial molar enthalpy of transition state
His “ partial molar enthalpy of initial state.

The results of this analysis are shown in Figure (7.4) [some inter­
polation of enthalpies of solution and activation was needed to produce
this figure]. The enthalpies of solution for both initial and transition
states shew endothermie maxima, consistent with the pattern for more

13conventional solutes, and can be accounted for in the manner outlined 
13by Amett et al. in terms of the relative effectiveness of solvent 

structure-making or -breaking of the solute and cosolvent.

The foregoing analysis shows that the arguments based on the effect of 
added cosolvent on water-water interactions in the context of model 1 
can, with modification, be used to explore the solvent effects as 
described by model 2. In this regard, the data for the t-butanol + water 
mixtures [Table (7.1)] are informative because for a wide range of 
phencmena the properties of this mixture and solutes in it are markedly

4dependent on solvent corposition. As discussed in Chapter 1, two 
features are often looked for in plots of such properties against X2.
At low X2 (i.e. <0.04) t-butanol enhances water-^ater interactions but 
when X 2 > 0.04 the addition of alcohol brings about a disruptive influence. 
Ultrasonic absorption properties indicate extensive fluctuations in 
carposition, these effects maximizing around X2 = 0.1. With these points 
in mind the trends in Table (7.1) , shown in Figure (7.5) , can be 
examined.

With increase in X 2 ,  remains unaltered until X 2 > 0 . 0 S .  Thus the
formation of the ion pair over this initial region is taking place within 
an essentially aqueous environment daninated by extensive and strong 
water-water interactions. Creation of the ion pair will require separation
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of charge and disruption of this water structure into a configuration 
which can solvate the developing chloride ion. When X2>0.04, AHi* 
increases because the solvating power of the local environment will be 
much less. The counterbalance between solvent structure/re-organisation 
and the solvating power of the medium plays an irrportant rôle in 
determining a and its related activation parameters. In water over the 
measured range a <0.1 (i.e. kg > k2) , A AH* being negative. When %2 > 0.04, 
the difference between AH2* and AH3* diminishes but is still negative. 
Nevertheless, a moves to values greater than unity over the measured 
range. Here the magnitude of a is clearly - controlled by the entropy of 
activation. Indeed, a feature of aqueous systems'̂  is the irrportance of 
entropy terms.

Finally, one other feature of the analysis is noted. The variation 
of the following quantities on tenperature for eaoh solvent mixture was 
calculated:

[1] In k™ (obs)
I k° (obs)

[2] In k?
k?

[3] In a“

k°, k°, a° are the rate pararreters for solvolysis in water and k , k”
and OL̂  are those for a given aqueous mixture. These quantities were 
plotted by conputer as continuous functions using the appropriate a- 
parameters in each case over a temperature range which accommodated all 
those in Table (7.1),. The nineteen traces for each quantity were plotted 
on the same graph. It was found that for quantities [1] and [3] these 
traces crossed in a highly carplex manner, but the traces for quantity 
[2], although curved, did not cross at all over the given temperature 
range. This might be expected because quantities [1] and [3] are carplex 
functions of four rate constants, but quantity [2] a function of a ratio 
of only two. However, when the order of cosolvents corresponding to each
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trace for quantity [2] was examined, it was found that these occurred
kri .—I at a given ki

tenperature. Why this quantity combines such simplicity with such
in an effectively random order for increasing In

randomness is not clear.

7.6 SUMMARY

The preceding carments identify the more obvious features of the data 
given in Table (7.1) . However, the overall problem of understanding 
solvent effects on the basis of model 2 is not straightforward. 
Nevertheless, this analysis has suggested that the explanation of the 
derived parameters based on the Albery-Robinson scheme (model 2) is 
more satisfactory than that based on model 1.

This approach answers sane problems but not all. One major criticism
is the fact that the partial molar heat capacities of solutes in water

2are not negligible. The analysis described above assumed that the real 
heat capacity of activation, AC^ is zero. The assertion that both 
In k 1 and In a are linear functions of l/T cannot be a complete 
description. Clearly these assumptions are too drastic. The next stage 
requires that the ' complex - ccmplex ' approach is adopted where there is 
both complexity in mechanism and complexity in the dependence of rate 
constants on temperature. This approach makes enormous demands on the 
kinetic data, viiich must be very precise and cover a wide tenperature 
range. Progress along these lines is extremely limited at present.

It is felt that there is a great deal of information to be extracted 
from such derived parameters as have been discussed in this Chapter. 
Unfortunately, the patterns which emerge are in general not clear-cut, 
but the significance of these parameters is certainly emphasised.
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CHAPTER 8
ANALYSIS OF THE TEMPERATURE DEPENDENCE 
OF ACID DISSOCIATIŒ CONSTANTS IN WATER



8.1 INTRODUCTION
8.1.1 Equilibria and kinetics

Probably all chemical reactions can take place in both directions, 
but in many cases the extent of the reverse reaction is so small as to 
be negligible. Such chemical reactions may thus be regarded as proceeding 
to ccrrpleticn in one direction.

When the conditions are such that forward and reverse reactions can 
both occur to a noticeable extent, the process is described as a 
reversible reaction. [Like other chemical reactions, a reversible 
reaction takes place spontaneously and so the actual process is thermo­
dynamically irreversible.] The overall reaction does not go to 
ccmpletion in either direction. After the lapse of a sufficient interval 
of time, all reversible reactions in a closed system at constant 
temperature and pressure reach a state of chemical equilibrium, i.e. a 
state in which no further change in composition with time can be detected. 
Guldberg and Waage (1863) recognized that chemical equilibrium is a 
dynamic and not a static condition. It is characterized not by cessation 
of all interaction but by the fact that the rates of forward and reverse 
reactions have became the same. These rates were formulated in terms of 
the concentrations of the species involved using the law of mass action. 
The equilibrium law stated that the equilibrium constant was given by the 
ratio of the rate constants for the forward and reverse reactions, kf/kr.

Guldberg and Waage ' s work did not constitute a general proof of the 
equilibrium law, but was important because they recognized that the 
equilibrium is influenced by two factors, a concentration effect and an 
effect which depends on the chemical natures of the reacting species, 
their temperature and pressure. The correct derivation of the equilibrium 
law is from thermodynamic principles beginning with the condition that
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AG=0 at equilibrium.
In previous chapters, the reaction kinetics for several systems were 

discussed in terms of mechanisms which included equilibria involving 
intermediate or precursor species. In this chapter, attention is 
focussed on systems which involve only equilibria.

8.1.2 Acid dissociation constants
For a weak acid dissolved in water, the dissociation equilibrium is 

usually written as follows :
HA + H2O ^  H3O+ + A"   [8.1]

If the total concentration of acid in the water is not too large, the 
activity of the water molecules is approximately equal to that in pure 
water, and this, by convention, is taken as unity. The equilibrium 
constant for the dissociation, Kq,, is given by

Ka = *H30+ . ^A"   [8.2]

where a^ is the activity of species i. Each activity term may be 
replaced by the product of the corresponding concentration and activity 
coefficient. The concentration quotient, K^, is given by

Kc = ^H3P* . ^A~ = a^c   [8.3]
^HA (1-a)

where c^ = concentration of species i/mol dm~^ 
c = total concentration of HA/tmol dm"^ 
a = degree of dissociation.

Kc beccrres equal to Ka at infinite dilution, when the activity coeffic­
ients are all unity. Values for Kc can be derived frcm conductance or 
e.m.f. measurements.

The variation of Ka for weak monobasic carboxylic acids with tenperature
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passes through a maximum. This chapter reports two approaches to the 
analysis of this dependence, in attempts to account quantitatively for 
the observed behaviour in terms of various chemical phencmena. The final 
section of the chuter contains closing comments linking this chapter 
with previous chapters.

8.2 ANALYSIS USING THE GURNEY EQUATION
8.2.1 Background

Over many years, extensive efforts have been made to formulate 
equations which describe the dependence of acid dissociation constants 
on temperature.^ For the most part, these equations express the depend­
ence of InK on temperature T, in an equation vbich contains several terms 
each being a different function of T. Moreover, these equations have 
often been written in such a way that the data can be fitted to the final 
equation using a linear least-squares technique. A rather different 
approach to the problem is to begin with a model vhich attempts to
describe those factors which determine the value of K at temperature T.

2Gumey suggested than InK for a given acid is determined by two
contributions ;

A(f = -RT InK   [8.4]
and AG — AGnon "t AG©i . .... [8.5]

The factors affecting the two contributions were taken to be quite 
separate and independent. AG^i is sensitive to the environment and, 
according to Gumey, is entirely electrostatic in origin. It is 
proportional to , where e is the dielectric constant for the solvent 
at that temperature, given by

= 60̂  exp (T/0) .... [8.6]
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0, in the Gumey tenperature, is charac±eristic of the solvent. Go is
the dielectric constant at this tenperature.

In contrast, AG^^^ i-S insensitive to both the environment and
temperature. It represents quantum-mechanical forces arising frcm the
intemal motions of electrons. These motions are so rapid that the
molecular dipoles cannot respond: the forces are therefore independent

2of environment.
The resulting equation for InK, the Gumey equation, has the following 

form:
InK = - C[a + exp (T/0) ]/T .... [8.7]

This may be rewritten as follows;
InK = ai T“  ̂+ a2 T“  ̂exp (T/0)   [8.8]

The Gumey equation is often mentioned in the literature, but as far 
as is known, no attempt has been made to fit the data to it in any 
quantitative fashion apart frcm various comments on the general dependence 
of the two terms in equation [8.8] on temperature. This emission 
probably arises frcm the fact that the analysis cannot be based on a 
conventional least-squares technique to yield estimates of ai, a2 and 0.
This section reports the results of an attempt to fit the data for several 
acids to equation [8.8].

8.2.2 Analvsis
3The basis of the analysis described here is the Gauss-Newtcn method 

vbich, starting with estimates for a^, a2 and 0 , obtains values for these 
parameters which minimiise the residual sum of squares [ InK (obs) - InK (calc) ] ̂ 
A ccmputer program (FORTRAN for the GDC Cyber 73) to perform this analysis, 
listed in Appendix 5, contained subroutines vhich calculated the Jacobi an 
and Hessian matrices. The assumption was made that the local iminiimum

3obtained frcm a range of initial estimates is also the global iminiimum.
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Frcm the best-fitted parameters the dependences on temperature of aiT"^ 
and aoT'^ exp (T/9) were calculated.

8.2.3 Results
The results of the analysis are summarized in Table (8.1) for fifteen 

carboxylic acids in water. Also included for comparison are the para­
meters calculated for the self-dissociation of water and deuterium oxide, 
which will not be discussed further because the chemical process is quite 
different. The fit, as measured by the residual sum of squares, is 
satisfactory.

The dependences on temperature of both ai T" ̂ and a2 T" ̂ exp (T/0) for 
cyanoacetic and acetic acids in water are shown in Figure (8.1) together 
with the sum of the two curves over an extended temperature range to 
include 0 where a2 T' ̂ exp (T/0) is a maximum. Thus for acetic acid, the 
non-electrostatic term shifts the maximum from 184 K to around 298 K, 
bringing it within the experimental range. For cyanoacetic acid, 0 is 
lower and hence the resulting curve [Figure (8.1b)] has its maximum near 
270 K, just below the experimental range.

8.2.4 Discussion
The most striking feature is the ability of equations [8.7] and [8.8] 

to fit the data for a range of systems having quite marked differences 
in their dependence of InK on T. Nonetheless, the residual sum of 
squares is, in all cases, larger than that obtained if the data are fitted

4using three parameters as with, for example, the Valentiner or the 
Clark-Glew^ equations. Thus for cyanoacetic acid, the residual sum of 
squares obtained from the latter two equations is 0.22x10"^. In general 
the residual sum of squares is only slightly larger than that obtained 
frcm the Valentiner equation, an equation which is less constrained than
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TABLE (8.1)

Derived parameters for the dependence on temperature of acid 
dissociation constants according to the Gumey equation

(equation [8.7])

lO^C a Q/K lO^A-

, 6Acetic 4.066 3.000 184.6 3.190
Acetic-dg^ 4.644 2.418 194.4 4.434

gFormic 1.143 12.692 130.3 10.579
• 9Prcpanoic 4.724 2.394 192.9 9.449

Isobutanoic^^ 6.349 . 1.124 211.8 10.535
Cyanoacetic ̂ ̂ 0.4923 18.74 108.3 1.052

12Isopropylcyanoacetic 2.900 0.1426 174.3 35.466
13Diiscprcpylcyanoacetic 7.481 -1.259 232.5 0.3859

12DimethyIcyanoacetic 1.493 2.879 141.2 0.4407
14Fluoroacetic 0.0818 134.36 71.0 23.247
14Chloroacetic 0.5888 17.74 108.4 1.047
14Brcmoacetic 1.317 6.098 135.5 0.037
14lodoacetic 3.052 1.604 174.2 0.052

Water 0.8996 94.47 118.4 25.94
Acetic^^ - 4.231 3.530 183.2 1.171
Acetic-dit - 4.538 3.180 188.2 0.827
Deuterium oxide - 0.8163 116.6 112.6 6.501

- Residual sum of squares on InK
- In deuterium oxide
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the Gumey equation. However, the derived parameters must be examined
2in the light of the camients made by Gumey.

A plot of -exp (T/0)/T passes through a maximum at temperature 0.
When this electrical contribution is combined with the non-electrical
contribution, the actual maximum in InK is shifted away frcm 0 [Figure
(8.1)]. For water, 0 is 219 K but the maximum in InK for acetic acid is
found at 298 K. For cyanoacetic acid, the shift is less marked and the

2maximum is below 273 K. However, the theory requires that for all acids 
in water 0 should be constant at 219 K (218 K for D2O) . This tums out 
not to be the case, and in most systems the calculated value is less than 
the theoretical value. Nonetheless, the disagreenent is certainly not 
marked with the possible exception of fluoroacetic acid. Thus of the 15 
carbocq/'lic acids, 9 have values of 0 within 50 K of the required 
temperature.

Peidiaps the most dramatic assumption in the Gumey treatment is the 
independence of temperature for the non-electrical contributions to AG^. 
Unfortunately, even with the increase in understanding of solute-solvent 
interactions it is still not clear how this equation should be modified. 
In this sense this criticism of the Gumey equation is not as harsh as 
that advanced by King,^ whose comments were based on a qualitative 
examination of the data.

In the following section, a different model is taken as the basis for 
the analysis, Wiich is taken somev^at further than that given in this 
section, with an examination of the second derivative of K with respect 
to temperature.
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8.3 ANALYSIS USING THE EIGEN MECHANISM
8.3.1 Background

18Nearly twenty years ago, Eigen noted that the association of
carboxylate anion and hydroxonium ion in water is correctly written in
a mathematical sense as a two-stage process, the first stage being the
formation of an encounter carplex. In an examination of the analysis of
the dependence on tenperature of acid dissociation constants, it was 

19noted how the Eigen mechanism can lead to an equation relating K and 
T. The final equation cannot be fitted to the data using a conventional
linear least-squares analysis. As in the previous section a non-linear

3 19 19curve-fitting technique must be used. ’ Previously the concern was
with the ability of the equation to fit the data. In this section, the
analysis is examined in greater depth with particular reference to the
interpretation of heat capacity quantities describing the dissociation of
carboxylic acids in water. There is a close relationship between this
analysis and that described in Chapter 7 in the examination of solvent
effects on activation parameters for the solvolysis of t-butyl chloride
in water.

8.3.2 Analvsis
The dissociation of a carboxylic acid in water is represented by 

equation [8.9] leading to the definition of two equilibrium constants Ki 
and Kz :

Ki Kz
HzO + PCOOH ^  PC00"|h30'^ ^  RCOO'+HaO'^ ___ [8.9]

Here PCOO'UHsO'^ represents the encounter carplex, v^ereas RCOO" and HaO'*' 
on the extreme right-hand side of equation [8.9] represent the free ions. 
It is new assumed that the measured (experimental) dissociation constant 
characterizes the proportion of solute present as free ions. Hence the
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measured dissociation constant, K, is given by:
K = K2/(K^^ + 1)   [8.10]

The dependence of K on temperature is determined by the dependence of 
Ki and Kz on temperature. Application of the van't Hoff equation to 
equation [8.10] yields an expression for the enthalpy quantity AH^:

AH^ = AHz^+AHf/d + Ki)   [8.11]

Thus at a given temperature T, AH^ is the enthalpy term characterizing 
the dependence of K and T as described by the van't Hoff equation. 
Similarly, Anf” and AH^ characterize the dependence on T of Ki and Kz 
respectively. Because Ki is dependent on temperature, AH^ is dependent 
on temperature even if AH^ and AH^ are not. At the temperature where K 
is an extremum (e.g. maximum) , AH^ is zero. Therefore at this temperature, 
Tm/ the following condition holds:

AH^ = - AHz^ (1 + Ki)   [8.12]

Because by definition Ki is positive, AH^ and AH^ have opposite signs 
at Tm-

A further differentiation of equation [8.10] with respect to tempera­
ture yields an equation for the heat capacity tern AC^ in terms of ACjfj
and AC^:

AC^ = AC^ + ACp^ - Ki . (AH^)^   [8.13]
(1+Ki) (1+Ki)̂  RT

Therefore, at tenperature T, the heat capacity characterizing the 
dependence of AH^ on temperature is not simply the sum of AC^ and AC^. 
If AC^ and AC^ are either zero or small compared with the tern on the 
far right-hand side of equation [8.13] , it follows that AC^ is negative 
irrespective of the sign of Ahf". If AC^ is zero, then AC^ has an 
extreme value at a terperature T* given by:
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T* = ^  
2R

1-K:
1+Ki

[8.14]

In order that T* is a real temperature, if at T*, Ki > 1 then AHi is 
negative but if Ki < 1 then AHf" is positive. At temperature T*, equation
[8.13] shows that AC^ is given by

AC^ (T*) = -4RKi/(1-Ki)2   [8.15]

The assumption that both AC^ and AC^ are zero carries with it the 
requirement that In(Ki) and InCKz) are linear functions of l/T. Hence 
the dependence of K on T can be expressed as

K = ai exp (-a2/T)/[l + ag exp (-a,+/T) ]   [8.16]
vÆiere AH^ = .... [8.17]
and AH^ = -azA   [8.18]

R is the gas constant. The temperature Tm is given by
Tm — aif In a3(a^-az)

az
-1 . [8.19]

3As in Chapter 7, a Gauss-Newton method was used to fit the dependence 
of K on T to equation [8.16] . A program (FORTRAN) was written viiich 
incorporated subroutines to calculate the associated Hessian and Jacobian 
matrices. Various powers of 10 were incorporated into equation [8.16] 
such that the calculated a-parameters were of the same order of magnitude. 
The analysis sought those a- parameters which minimized  ̂[K (obs) - K (calc) ] ̂ 
over n data points.

As before, additional criteria are required in fitting the data to 
equation [8.16] , there being no global minimum. Both a% and a3 must be 
positive because Ki and Kz are positive. Additional criteria follow frcm 
examination of equation [8.9]. The process characterized by K% involves 
formation of two ions frcm a neutral molecule in solution viiereas Kz 
characterizes their separation, so it is anticipated that I AH^| > | AH^|.
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The ccmputer program was written to calculate the four a- parameters 
together with values of AH^ and AC^ according to equations [8.11] and
[8.13] respectively. The program is not listed in ̂ pendix 5 because it 
is essentially that given in Appendix 4, with simple modifications in 
the calculations subsequent to the generation of the a-parameters.

8.3.3 Results
The outcane of the analysis for four typical systems is summarized in 

Table (8.2) Wiich includes the measured value of K and calculated values 
of Ki and Kz at 298.15 K together with the calculated values of AH^ and 
AC^ at this temperature. The temperature Tm at which K is a maximum was 
calculated using equation [8.19]. The residual sum of squares (r.s.s.) 
shows that equation [8.16] fits the data satisfactorily. Plots of 
residuals A expressed as a percentage of K against temperature showed 
satisfactory scatter. For acetic acid all points lie within the range 
A = ±0.24%, for formic acid within ±0.26%, for propanoic acid ±0.22% and 
for cyanoacetic acid within ±0.07%. It is emphasised that these residuals 
follow fitting the data to an equation for K. This contrasts with the 
methods of analysis based on the Valentiner,"^ Clark-Glew^ or polynanial^^ 
equations viiere the fitted quantity is InK. The importance of this 
distinction may be illustrated as follcws. Suppose, for example, that 
the experimental value of K is 1.000 x 10~^ and the calculated value is
1.002 X 10“ ,̂ a difference of 0.2%. The corresponding values for InK are 
-11.5129 and -11.5109, a difference of 0.017%. Hence a comparison based 
on K rather than InK provides a stringent test of the ability of an 
equation to fit the dependence of K on temperature.

As required by the analysis, both In(Ki) and In(Kz) are linear 
functions of l/T. The calculated dependences of AH^ (equation [8.11]) 
and AC^ (equation [8.13] with AC^ and AC^ equal to zero) on temperature
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TABLE (8.2)

Derived parameters (Eigen mechanism) for equilibrium constants 
describing acid dissociation constants in water

Acid Terrp. range/K K (298.15K) r.s.s. Ki (298 K)
. 8Formic 273.15- 333.15 1.772 X 10“** 1.12 X 10"12 1.565

TV U_. 6Acetic 273.15- 333.15 1.754X 10"5 3.22 XI0"i2 1.939
Propanoic^ 273.15- 333.15 1.336 X 10"S 2.66 XI0"is 1.084
Cyanoacetic^ ̂ 278.15- 318.15 3.3876 x 10-3 2.12 X 10-11 1.043

acid (cent.) Kz (298K) Tm/K -AH^ (298 K) 
/J mol"1

-AHi^ 
/kJ mol"i

Formic 2.902 X 10“* 297.24 164.1 23.66
Acetic 2.660 X10"5 295.57 404.2 22.76
Propanoic 2.570 xio'5 292.93 855.2 21.89
Cyanoacetic 6.640 X10"3 276.18 3740 22.12

acid (cont.) AHz"̂  
/kJ mol"1

-ACp^ (298 K) 
/J mol"^ K"i

-ACp^ (max) 
/J mol" 1 K" 1

at T*
/K

Formic 9.062 180.2 180.2 298.15
Acetic 7.339 154.0 159 305
Propanoic 9.645 161.8 167 285
Cyanoacetic 7.086 165.4 172 285
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are shown in Figure (8.2). In order to indicate the overall pattern 
required by the analysis, these values have been calculated over an 
extended temperature range.

8.3.4 Discussion
For the most part, analysis of the dependence on tenperature of acid 

dissociation constants begins with the assumption that the equilibrium 
involves two states, dissociated and undissociated acid (model A). 
Consequently, a maximum in K at sane tenperature requires that the 
enthalpy of dissociation is dependent on tenperature. Model B, described 
by equation [8.9] , provides an alternative explanation in terms of two 
equilibrium constants which are dependent on tenperature. The data can
be fitted to the resulting equation in various ways.

19Previously the dependence of K on T was fitted about a measured 
value, K(9) , at sane reference tenperature 9. Although this results in 
an equation with only 3 unknâ /ns, it is statistically less satisfactory 
because it assumes that the value K(9) is without error, i.e. the true 
value. The procedure described here is more satisfactory frcm a 
statistical point of view. The analysis assumes that neither the 
undissociated acid nor the ion pair contribute to, for example, the 
overall electrical conductivity of the solution^^ or the e.m.f. of the 
appropriate electrochemical cell.^’̂ '^ Nonetheless, the strength of the 
acid in solution is determined by Ki and Kz. Thus the overall change in 
Gibbs free energy for acid dissociation is given by

AG^ = -RT InKz + RTln (1+KÏ^)   [8.20]

20Through a series of acids the change in acid strength measured by 
6rAG^ is determined by the substituent effects on Ki and Kz. If this is 
accepted then relationships between substituent effects in related
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21phenomena described by the Hanmett equation are, in these terms, rather
ccmplex. Similarly, corplexities are introduced in consideration of
relationships between AH^ and AS^ terms under the general heading of iso-

21equilibria behaviour.
The analysis in terms of model B shows that the overall small value of

AH^ is a result of two rather marked enthalpy changes associated with the
two processes. Indeed the dependence of AH^ on tenperature generates a
sigmoidal curve where AH^ is endothermie at lew and, exothermic at high
tenperatures [Figure (8.2)]. Consequently, the heat capacity quantity is
markedly dependent on tenperature being a function of AH^, AH2̂  and Ki.
The resulting dependence shows a rniniraum at sane tenperature vÆrLch for
the acids cited in Table (8.2) is close to the mean of the experimental
tenperature range. In principle, this dependence for AC^ obtained from
model B should be matched by the dependence of AC^ obtained fron analysis
using model A in conjunction with the Clark-Glew^ or polyncmial^^
equations. However, the latter equations would need at least six terms
to identify such a trend in AC^. The only direct carpariscn is with

22calorirnetric data reported by Leung and Grunwald who shewed that for 
acetic acid, AC^ passed through a minimum near 298 K. The two sets of 
data are ccnpared in Figure (8.3) . Although the agreement is not out­
standing, the overall trend and magnitudes are sufficiently clear to lend 
weight to the analysis of the equilibrium data in terms of model B.

If the analysis reported in this section is accepted, the case is made 
for a detailed examination over an extended tenperature range of the heat 
capacities of acid dissociation, as calculated from thermochemical data.

8.4 SUMMARY

The mathematical approach of this chapter, and Chapter 7, may seem to

- 220 -



be sanev^at removed frcm the type of experiment and discussion in the 
rest of the thesis. However, most of the ohemistry described has its 
roots in the observation that the intensity of the colour of a solution 
containing reacting species changes with time, and the mathematics 
really begins when a differential equation is written down to describe 
this change in a precise way. The fundamental rôle of thermodynamics is 
to then relate such properties of a system v^ch can be experimentally 
measured, e.g. rate and equilibrium constants, solubility, terrperature, 
to the quantities we wish to evaluate, which in this thesis are 
quantities such as AH^, 6my^, AG*, ACp*. As stated in Chapter 1, the 
use of transition-state theory in the analysis of rate constants means 
that the principles of reversible thermoc^^amics can be used to derive 
activation parameters, AX*, as well as reaction parameters, AX^.

The Eigen mechanism falls within the realm of two-stage processes,
which form the underlying mechanistic basis for most of the systems
described throughout the thesis. Indeed, the Eigen mechanism is

23essentially the reverse of the Eigen-Wilkins mechanism for oortplex 
formation. This type of mechanism, involving a pre-equilibrium, was 
operative in much of the chemistry discussed in previous chapters. Finer 
differences arise simply fron \m̂ ether the equilibrium is rapidly 
established with respect to subsequent reactions, or v^ether the inter­
mediate is present under steacfy-state oonditions.

It may seme times be possible to demonstrate the presenoe of the inter­
mediate in kinetic studies, as in Chapter 4 where the rate constant for 
mercury (II)-catalysed aquation of the trans- [Rh (en) 2 CI2 ] * cation shewed 
a curved dependence on [Hĝ "̂ ] . This behaviour has been demonstrated^ 
for Ni^* reacting with trithiocarbonate, CSĝ ", in methanol, where 
association between the reactants is particularly extensive. Similar
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behaviour is also possible for imer-sphere redox reactions, v^ere the
25precursor or successor carp lex represents the binuclear intermediate.

Although an intermediate in the solvolysis of t-butyl chloride has 
not been detected, the analysis given for this system applies equally 
well to inorganic examples such as those mentioned above. Once precise 
kinetic data for such systems are obtained over a wide temperature range, 
the analysis in Chapter 7 will provide one starting point for the 
calculation of derived activation parameters.

With regard to solvent effects, detailed quantitative analysis 
presents a considerable challenge. The ultimate aim is to obtain mole­
cular models for the whole reaction sequence, initial state —  transition 
state —  final state, including changes in both solute and solvent 
structures. Analysis of the solvent effect along the lines discussed 
in this thesis contributes to this aim.
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APPENDICES



APPENDIX 1



MENICOMPUIER PROGRAM AND OUTPUT

The program is written in Hewlett-Packard BASIC. The key to the 
arrays set up in lines 5-6 is as follows:

I - control variables I[2] = n- of cells in run

Q$ - run details
P - absorbance readings (up to 150 on each cell)
T - time readings

C[I,1
C[I,2
C[I,3
C[I,4
C[I,5

N[I,1
N[I,2
N[I,3
N[I,4
N[I,5

- time of next reading on cell I
- running time for cell I
- time step for cell I
- initial reading on cell I
- final reading on cell I

- n2 of readings on cell I
- nS of calculations for rate constant for cell I
- n- of readings before first calculation
- nS of readings per half-life
- nS of readings between calculations

N[I,10] - set to 1 when cell I run complete

R[I] - rate constant for cell I
E - calculated absorbances
Y - matrix array for normal equations
X - vector containing Ak, APo and APc»
F - derivatives

G[l] - value of rate constant on entry into 'calc' 
G [2] - updated value

S - workspace 
L - error parameters
A - array for parameters to 'solve'
H - loop variable storage
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0 : d î- P “ h i - h V. =v‘ e 
0. fi i r. e d ü. “ ;
lu0. i t 700

1 : d s P “ y c= li
f r i e r‘i d f 0 r" t. 0 d o. 
“ ? h) û. i t 700

2 : ds F:' " 0 n ~ 1 i p e- 
k i M G-1- i r. î. " ; i.i il i t.
7 0 0 H' 11 5 ; w t i:
>; 5 r ? w t c- 7 ? y 4 

:3 : d s P' "pi e o. s e-
s i.i i t G h J E S S t ij 
H I " ; w a i t  1000 

4 : d G P " l'i i k e- -
i-i 0 d 7 " ; !:i a it 7 0 0 

ti : d 1 : M 1 L y 4 j
Q $ [ 4 , 1 5 ] , P [4, 
1 5 0 ] , T [4,150],
C [ 4 , 5 ] , H [4,20], 
R[4]

6: dim E [150],
Y [ 4 , 4 ] , X [4],
F [4] ,G [2] ,Z [4] , 
L [ 2 ] , H [4,4],
H [16] 

i" : f 0 r 1 = 1 t ij 4 ; 
f 0 r J =1 t 0 20 ;
0 y H [ I 5 J ] ; n E y "
J ; n E- X t. I 

:3 : f ij r' J = 1 T. o
2 4 ; 0 ^ 1  [J] ; next

opening displays

position cell 1 in beam for 
start of run

set up arrays

clear arrays

9 : e n p " r u n n i-i b
e r  = " , I I

1 0 °  E n i. " n a ij e-
O f  S ij b s t  f- ii t  E- " ,
Q $ [ l ];pr t Q $[l]

1 1 °  e n t  " y Ci ij r 
n a m e- , p 1 e- ii s e " ,
Q$[2] I

11= r t " i i fl M E " ? 
G $ [ 2 ] ; 0 ^ 1 [ 1 ] ;  
e n P " E. ij 1 E- n t  " ,
Q$ [3]

1 2; : E- n p  " t e- ij p  e- r  ii
t  u r e " ,  I  [ ]

1 4 : w r  t  9 , " R " ; 
r E' ij 9 , L-! $ L 4 J i 
d E. P " t i i‘ i E- =  " ?

Q ? [ 4 ] ; 1:1 ait 5 0 0  ; 
prt- " dat e " , Q $ [4
]

15: " m i k e l " : I [ i ]
+ 1^1 Cl]

enter run identification details

time and date frcm internal 
clock
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16: if I [ 1 ] > 4 ;
ij s S' " n o r u p “ ; 
i.;i 0. i t 10 0 0; e P ij 

17 : epp "nurnbe r
of c e l l s " , I [2]

1 0 : if I [2 1 < 1 ;
ij s p  " t- r  y 0 . 9  0 . 1  r'i "
; w ii 1 1  5 0 0 ; 9 1 ij 
" m i k e 1 "

19: if I [ 2 ] > 4 ;
d s P " t r y 0 .9 11. 1 n "
; i.‘.i 0. i t 5 0 0 ; 9 i i j 
" i'-i i k e 1 "

2 0 : f o r K = 1 t. n 
4 5 ü X R L K ] ; t'ij r 
L=1 to 2 0 ; 0 9 N [ K  
? L J ; ne t L ; n e t 
K

21: 09l[4]-!^I[l]
2 2 : d s P " f- u n

d e- t a i l  s " ; t! il. 1 1 
6 0 0 ; f  o r  J = 1 t ij 
I [ 2 3  ; P r t  " f  ij r 
L e 1 1 " 5 -J ; d E- P 
" G e 1 1 “ 5 J 

2 3  : w a i t  6 0 0  ;
d S P " a b s o r b 11 p ij e 
" ; w a i t 6 0 0 

2 4 : e n p  “ e s t  = i  n i
t- i  a 1 r  e a d i n 9  " ,
C [ J , 43 ;c [ J , 43 ±
1 e 4 y i_: L J 5 4 J

25 : en p "e s t .f in
a 1 r e a d i n 9 " ,
C [ J , 53 ;C [ J , 53 f 
l e 4 9 C  [.J, 53 

y 6 : e n p " 9 ü E' s e. e d
r' 0, t e c. o n e. t- 0. p t- " 

,R [J]; if R[J3 <1 
; 9 1 o  " l e s "

27  : d s P " t. 0  i j

f 11. s t r e a c-1 1 o n , 
r' e s Et"; w a i t 
600; l e - 2 9 R  [.J3

28 : " l e  s " : ds  p
"25 i- E- il. d i p 9 E. 
p e r  half life"; 
wa i t 7 0 0

y y : e n p " 1 ? ii h , 
t. y F' e 1 " , I L1 j 

30: if I [13=1;
2 G y ri [ ..J, 43 ; 9t ji 
" N 1 k e 3 "

::: 1 : e n p " r e- 0. ij 1 1̂9
s i n il 0.1 f 11 t E- = 
", N[_!,43

enter number of cells in run 
(error traps if >4 or <1)

clear arrays

set control parameters

enter initial run parameters 
for each cell

cell 1 ___

estimated Pc

estimated P„

estimated rate constant

if estimate >1.0 reset to 1 x 10 -2

25 readings per half-life

(option to reset)

-227-



y : " m i k s >' " : 1 n i y
j •■■■' l R L J ] 9 ri L • J ?
4] :I [J, 3]

33: if I[ÿ])i;
if C [ J , 3 ] < 1 0 ;  
1 0 9 C [ J , 3]

34: if I[ÿ]=i;
if C [ J , 3 ] <2; 
1 < ^ [ J , 3 ]

3 G : d E- P " t i m e 
E. t- E- P " ? C [ J 5 :3 ] ; 
w il it 9 0 0 

:3 6 : s n p " r e- a d i n 9
E. b E- f ij r E- f i r E. t 
ij il 1 i j . = " ? H [ J , 3 ]

3 7 : E- n p  " r e- o. d i  n 9  
E- b E-1 i-J E- E' n G il 1 g "
,N[J, 5]

38: if I [2^=1 ;
9 1 ij " l'i i k E- "

39: if J > i ; 9 t ü
"mi ke5"

40 : d E- P " il. r E-
1 n P IJ t. il 1 ij E- s 
E. il m E- f ij i ■ il 11 
ij E-1 1 E. " ? w ait 
600

4 1 : E- r i t  " i f  y  e- e. 

t- y P E- 1 " ? I [ î ] ; 
if i [ i ] # i ; 9 t o
" m i k E- G "

42 : f ij r K = 2 t o
I [2] : C [1 , 4] CK 
, 4] ; R Cl] [K] ;
N [ 1 , 4 ] C K , 4]

43: C C I , 5 ] [K,
5] ; H [1 5] 4KH [K,
G ]

44: C C I , 3 ] [K,
3] ; H [1 , 3] 4N [K,
3] ? riE'Xt K 

45 : 9 1 ij " m i k e-7 "
4 6 : " m i  k e 5 " : n e- x  t

J
47: "mi k e 7 " : 0x1 [
1 ] : if I[2]=i;
9  t. 0  " ij il 1 9  "

4 8 : d E. P " Fi' 1 E- il. E- E- ?

set M I K E  to M"; 
w il. i t 100 0; 9 t ij 
" m i  k e 6 "

49 : " ij il 1 9 " : d e- p

" P 1 e il. s e E. i.i i t ij h 
MlriE to 8"; 
i> . ia i t  1 0 0 0 ;  0 x 1  [ 1  

]

calculation of initial time step 
for readings

more than 1 cell: at least 10 sec,
1 cell: at least 1 sec.

display time step

enter number of readings prior to 
first calculation

number of readings between calcs.

if more than one cell: are
estimates the same for all cells?

if no - enter rest

if yes - rest filled in from 
values for cell 1

all cells now set

check setting on MIKE interface 
(M or S)
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5 0 : " ri 1 k E b " : I L i J
+ 1 x 1 [ 1 ]

51 : if I [1]> 6 ;
d SP " P ij Ij r' P r il. ij t 
i ij E- " ? E n d

52 : E- n t " r" s o. d y-
t ij 9 ij - i f y E- E. , 
t :■■■ P E- 1 " ? -j 

53: if J # i ; d s p
“ t r y il. 9 il. in" : 
wait. 600.; I [1] +
1 X I [ 1 ] : 9 1 ij " ij i k
E- 6  "

5 4 : i.'.i r-1 9 , " U 1 = I 1 
".;wrt 9.^"U2=I2" 
;wrt 9,"U3=I3".:
w f-1- 9 , " U 4 = 1 4  "

READY TO GO? enter 1 - GO 
enter - NO 

(6 attanpts allowed, then run ends)

ports for clocks (peripheral 9)

56: wrt 9 , " U 1 C " ;  
o.i r t 9 , ■' iJ y " I 
wrt. 9., "U3C" ; 
wrt 9 , " U 4 C " ;  
w r t 9 ? " F "

5 7 : f ij r K =1 to 
I [2] ;H[K, 1] +
1+N [K, 1] x.j; cl 1 

iK,P[K,
J] , T [ K , J ] , G [ K ,
2] j

58: C LK, 2] +C [K,
:3 ] X il; [ K ? 13 : n s y t 
K

5 9 : " r' ij n " : w r't 9 , 
"U1 V" .; red 9., 
C [ l , 2 3 ; i f  I [23 = 
1 ? .1 i j P 4

60: wrt 9 , " U 2 V " ;  
red 9 , C [2,23; 
if I [23=2;.imp 3 

61 : wrt 9., "U3'v'" : 
red 9 , C [3,23 ;
If I [23=3;.imp 2 

62: wrt 9 , " U 4 V " ;  
r" e d 9 , C: [ 4 , 2 3

6 3 : d E. S' " P 1 e ii e- e 
d ij n ij t t. Ci u ij fl "

6 4 : f ij r f( =1 to 
I [23 ; C [K, 23 ./ 
1000x1: [K, 23 

65: if N [ K , 103=1
; 9 1. ij " ij 1 k e 9 "

66: if C:[K,23<C[
f(, 13 ; 9 1. ij " ij 1 k e 9

reset clocks

first reading on each cell
call 'cell'; gets and prints 
data
calculate time for next reading

clock watching

only watch appropriate number of 
clocks for number of cells

clock watching/safety display

LOOP to see which cell to read ... 
time elapsed
cell finished - not this one

time for reading not up - not this one
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67: H[K, 1 ] + 1 + H  CK 
, 1 ] x j ; c i l  'c e l 1 
' ÎK,P[K,.J],T[K, 
J] , C [K, 2] ;i 

68: if H [ K , 1 ] < 1 5
0 ; 9 1. o " b e r t. "

6 9 : P r t " t o ü;
m V. n P o i M t- E- 0 n 

_ c e l 1 " , K
0 : prt " V. 11 e r n ij.
t E P o i n t E. d r' o p p 
e d " ;0xS

7 1 : f ij r V = 1 t ij 
N[ K , 1 ]  by 2 ; i +  
S x S ; P [ K , V ] + P [ K ,  
S]

72: T [K, V] +T [K,
S ] ; next V 

73: S x H E K , 1 ] ;8+  
2 x H [ K , 3 ] ; 5+ H[K, 
G 3 ; 9 t ij " E. ij. E. k "

7 4 : "be rt": if
N [ K , 33 > j ; 9 t û  
" m i k "

75 : " E- ij. E. k " : I x H [ 1
3 ;J x H [23 ;K x H [33 
;cll 'en le'

7t.: H [K,:33+H[K,
53 xH[K, 33 ; H [13 9 
i;H[23 9 j ; H [ 3 3  xK 

77: "mi k " :C[K,
23 + C [ K , 33 xC[K,
13

7 ci : " m i k e- 9 " : n e x t
K

79: 0x1 [1] : f o r  
K = 1 te I [23.;
1 [13 +H[K, 103 Xi [
13 ? n E- X t f(

80: if I [ 1 3 < I [ 2 3
? 9 1 ij " r u n "

8 1 : for 1 = 1 t i j 
I L y 3 ; y X s ? r t
" d ij. t ij. f ij r ij E l i "  
? I ; e n p " ij ij m p o. r  i  
E. ij n ? -  y E- E. E- n t e r- 
1 " , M 

i:i 2  : i f  M = n  p  r  t.
" E. u ij m ij. r y- "

8 8 : f ij r • J = 1 t ij 
H [ I , 13 ; e X P i: - 
R [13 xT [I J3 :! 98: 
C [I ? 53 X I: 1-B.i 9
C E I , 4 3 x B x E [ J ]

if time up, call 'cell': read
the required cell

check number of readings is less 
than 150

if >150, alternate points are 
dropped

is number of readings required for 
calculation attained yet?

if yes : call 'calc'
(store loop variables)
if no: no call

set time for next reading

END LOOP for cell watching 
count cells finished

if all finished: data summary
if not: return to line 59 "run"

data sumnary for cells 
start with cell 1

calculated absorbances

Poo(l-ê̂ )̂ + Po e = P(calc)
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84: E [ J ] - P [ I ,
•J j X H ; 9 H 9 H 9 :5 ;
i f  M #  1 ; 9  t  0  " E. U E-
0. n "

8 5 : P r f. I ,T [I ,
J ] ,P C I , J ] , E [ J ] ,
H

8 6 : " E- ij E. ii p " : ( C [ I
, 5] -CCI, 4] :I / 
i:c [ 1 ,5] -p [ I ,
J] ) 9p [J , J]

87: if p [ T , j j > 0 ;
9 t o "pip "

8  8  : " E- !,.! i  n e  " : p r t  
" P e  9  V 0. 1 Li E- E. i  P 
c- o i-i P " ; J - 1 9 N [ I ,
1 j  ; 9 t  iJ " P O k E- "

89: " p i p " : In ip[I
,J] j9p[I, J]

90: i C [ I , 5 ] - C E I ,
4] :i / (CEI, 5] - 
E [J] j 9E  [J]

91: if E E J ] > 0 ;
9 1 0  " P e P "

92: 9 1 o " E.w i  ne- "
9 :3 : " p e- p" : 1 n ( E E -J
] i 9 E [ J ] : n E- t J 

94: " S' ij k E " : d e- p
" p l o t .  i. fl E- d 0. t- ii 
" ? w ii i i. 60 0 : 0 9 1  [ 
1 ]

9 j i : E- n P "if y e e- -  
E- n t. i=- r 1 " 5 I L1]

96 : if I El]#i;
9 1. ij " s ii n d y "

97: "f red": %f
111] ;■ 3 ? 9 1 ij " E. ii. n 
d y "

9 :3 : E- P P "pi ij 1.1. e r
r  E- ii. d y  ? i  f  I  ' E- E. 

t  ■/ P e 1 " ? M 
99: if M # i ; i E l ] 9

1 9 I  [ 1 ] ; 9 t  ij " f  r E- 
d "

1 0 0 :  P E .  ij 0  ji ?
p e l r ; N [ I , 1 ] 9V; 
P E I , V ] 9 Q  

101: sol 0,TEI, 
V ] , 0 , Q 

102: T C I , V ] / I  09 I
El] ; Q./109I [51 

1 0 :3 : f X ij 0 ? N' e p #
10 4: X ii. X 0 , I [ 1 ] , 
0 , T E l ,V] , 2 : p e n #

choice of listing

calculate data for first-order plot

using observed and calculated 
absorbances, generate

In (Pqq- P q ) 
(Pco-Pt)

check for negative argument

choice of plot

no plot - jump on

plotting routine ....

set up plotter interface

scales: x; 0 to t(max)
y; 0 to kt(max)

-231-



105: f d 2 ; y a x
0 , I [ 5 ] , 0 , Q , 2;
P E- n #

106: f o r J = 1 t- 0 
HCI, 1]

107: Pli. T [ T , j ] ,  
P [I ? J]5 - y i c Pit

plot ail points

108: Ibl "9":
cplî. -.67, =25 

109: n E- X t J
1 1 0 : P e n # , p 11-
T [ T , 1 1 , E [1];
1 i n E- 6 

111: for J = 2 t. 0 
H[I, 1]

112: Pit T C I , J] , 
t L J ] , 0 ; n E- X t -J 

113: " s 0. n d y " : f 11
5 ; prt "n 0 = o f 

S'o 1 n t- s = " , r-U I , 11 
1 1 4 :  prt " r o. t  e-

0 o n E-1. il r'i t = " , R [ I ]
; p r t " z E r ij V il 1 Li 
e = " ,C C I ,4]

1 1 o : P r t- " I n f i n i
t y il 1 u E- = " , C [ I ? 
5] ;T ( 8 / (H C I , 1]- 
3:1 :i 9 3 

116: p r t “ E. t
d E- 0 n 11. b E. ! j r b 0. n 
ij E- = " , S 5 n E- X t I 

117: prt- " t h il t.
1 E. nil, f 0 1 k E. " 

118: d E. p " r u n
ij Ci i'i P 1 E t  E- " ; w r t  
9 , " A " lend 

11 9 : " G il 1 ij " : d E- p
" o e i l " , K  ? ” p 0 i n t  
E." , H CK, 1]

1 2 0 :  p r t  " o e 1 1 "?
K ; N' r t " r il n e e- " ?
C [ K , 4] ,C C K , 5] 

121 : C C K , 4 ] 9 ÿ [2]; c CK, 5] 9/ [3]
122: N C K , 2 ] 9 19H C 
K, 2] ; R CK] 9G [1] ; 
I9i'i; 09L Cl] ; le30 
9 L  [ 2 ]

123:  f o r  J= 1 t  :j 
6 ; P r t. " G y ij 1 E' ", 
J

124: f o r Q= 1 t ij 
4 ; 0 9 % [ Q ] i f o r  
V =1 t i j 4 , 0 9  ‘ï [ û i 
V ] 9 H [ Q , V ]  ; next

straight line drawn Y = locale

end plotting routine 
rate parameter summary 
number of data points

calculated rate constant 
calculated Po 
calculated P^

standard deviation on absorbance

end data sunmary

PUN COMPLETE - program terminates 
here

subroutine 'calc': least-squares
calculations on required cell

copy and store current
k, Po and P«,
set error parameters

least-squares iteration cycle

clear vectors
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1 25 : n 6->:;t- Q ? Üxÿ:
126: for Q= 1 t ij
H C K , 1 ] ; e x p i -  
G [1] xT [K, Q] :i xF [ 
31

127: 7 [3] X I: 1-
F [3] i +7 [?] ±F [3] 
x H ; p  [ K , Q ] - H 9 E  

128: T [K, G] x (ÿ [ 3
] - Z [ 2 ] ) x F [ 3 1 x F [
1]

129: 1-F [ 3 ] xF [23
l o X L X L X If ? Y [ 1 ?
43 x E x F [13 xY [1 ,
43

130: 'ï' [ 2 ? 4 3 X L 4
F [23 x Y [2,43 ;
Y [3,43 + E x F [33 9Y 
[3, 43 

131 : Y [1, 13 + F [13 
9 F [13 x Y [1, 13 

132: Y [ 2 , 2 3 + F [23 
9 F [23 9 Y [2,23;
Y [ 3 ,  33 x F  [ 3 3  x 
F [33 x Y [3,33

133: Y [1,23 9 F [13 
x F [23 9 Y [1,23;
Y C l ,33 9 F [13 9 
F [33 x Y [1,33

1 3 4 :  Y [ 2 , 3 3  9 F  [ 2 3  
x F [ 3 3  9 Y [ 2 , 3 3  ; 
n E- X t. Q 

135: Y [1,23 x Y [2, 
13 ; Y [1 , 33 XY [3,
13 ; Y [2, 33 xY [3,
23

1 3  6 :  f  0  r  V = 1 t  c;
4  ; t 0  r  1 = 1 t- Cl 4  ; 
Y[V, 13 9fi[V, 13 ; 
n E- X t  I ; n E- t  V

137: S9H [53 ; l9H[ 
113 ;J x H [123 ;
K 9 H [133 ;jxH; 
c i l  ' E. ij 1 E- '

138: H [ 1 1 3 x i ;
H [123 x j ; H [133 xK 

139: if f 1 9 4 ;
d E. P " d E-1. =  0  " ;
wait  2 0 0 ; C [ K ,
33 9T [K, J3 xC [K,
1 3 ; G f  9  4  ; r  E- 1

1 4 0 :  X [ 2 3  9 Z [ 3 3  9Z 
[ 3 3  ; X [ 3 3  9 Z  [ 2 3  9 / 
[23 ; G [13 9X [13 xG 
[ 2 3

loop through data points, 
generating normal equations

calculation of derivative sums 
and Ei sums

set up matrix and vector for 
normal equations 
[equation (2.21)]

normal equations canplete

copy Y array to A for 'solve'

store control variables 
call 'solve'

error trap (determinant = 0 in 
'solve')

calculated updated Po, Poo and k
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141: if Q [ 2 ] > 0 ;
9 1 Ij " ij i k e 1 0 "

14 2 : fit 5 ;P r t 
" n €■ 9 r 0. t s Ij ell"
? K ,G [ 2] ; ret 

143: "mi k e l 0 " : H [
51 9 3

144: n.bs i:S-L [2] j
9 L [11 ;S9L [2] ; 
i f J < 6 ; 9 1 Ij "mi k 
e 2 0 "

145: d s P " n o t
e r j Ij u 9 fj P o i n t s 
f Ij r' Il n 0.1 y s is"? 
wo.it 5 0 0 ? r- E-1 

146: " ij i k e 20 " : G [
2 ] 9 G [ 1 ] 9R [Kl i 
if L [ l ] < 1 0 ; 9 t o  
" s 1 d “

147: neyt J
143: "s i d " : Z [2]9
C [ K , 4] ;z [ 3 ] 9C [K 
, 5] ; In 1:2:1 /R [K] 9 
F [1]

149: H [K, 1] 9.j;
2 . 5 9 F [ 1 ] 9 F [2];
T [ K , J ] - T [ K , 1 ] 9F
11]

150: if F[2]:>F[1
] ? 9t Ij " ki 0. r r y " 

151: fit 5 ; if 
H [ K , 2]=1 ;9to 
" fj 11 r r y "

152: d s P "fi n o. 1
f i n 0.1 f 1 n 0.1 " ? 

f( ? w 11 i t 5 0 0 ? P r t 
" cell fini t o "? 
K , R [ K ]

153: 19H [K., 10] ;
r E-1

154: "ri o. r r y " : F [ 2
] /N[K? 4 ] 9l [24] 

155: if 29 1 [ 2 4 ] <
C [ K , 3]; I [ 2 4 ] 9 C [ 
f::: 5 3 J ? 9 1 Ij " Ij y " 

156: 29 1 [ 2 4 ] 9 C [ K
^3]

1 j i  7 : "  I j  y  " : d  E p

" p r Ij ‘y i E. i Ij n o. 1 
V 11 1 IJ e = " ? R [ k; 1 ; 
fit 5 

1 5 8 : p r t. " r o. t E
C- Ij n E-1 0. n t " ? R [ f( ] ? 
r E t-

check k is positive
(if k is negative, exit routine)

error improvement 

iteration cycle counter

no minimization: exit routine

reset rate constant 
if good fit - jump out

end iteration loop

reset Po, Poo and new half-life

calculate 21 half-lives - 
is time up?

if yet, print rate constant 

if no, jump on

set 'cell finished' flag: exit

reset time step for cell

print provisional rate constant

end subroutine 'calc'
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1 ji 9 : " c. ell": f y d
0 ; 0 9  1[22]

160: "t. :j n y " : J m r'
K

1 b 1 : w t- c y ? y ?
w t- c y ? y 4 ? w r  t  y  ?
" U i V " ; 9 1 o " b u k " 

1 b y : w t- C- y ? 1 ?
!-J t  c- 2 ? 3 :3 ; w r  t  9 ? 
" îJ 2 '=' " ? 91. 0 " b u k " 

1 b b : w X- C- y ? 4 ? 
w t. c 2 ? 3 2 ; !,i r  t  9 ? 
" U 3 V " ; 9 t  0 ” b u k " 

16 4 : w t c  2 5 3 ? 
w t. c 2 ? 3 5 ? w r  t. 9 ?
" I J 4 Y "

16 5: " b !j k " : r* e d
2,F'[K, J]: red 9, 
T [ K , J ]  ;T[K, J] /' 
1 0 0 0 9 T [ K , J ] 9 0 [K 
? 2]

1 6 6 : i f  ._! = i  : 91. !j

subroutine 'cell': reads
absorbance and time data for 
appropriate cell

select cell and clock

read absorbance and time

first reading

1 b i' : '' 1 1M : I L y y
]9191 [22]

168: if I [22]=3;
p r t  " G 0  r'i f  i  r ij E- d "
; 9 1 o " Cl k e "

169: J - 1 9 S ; P [ K ,
J ] - P [ K , S ] 9 T [21] 

170: 1009,lbs I: I [2
1] j/F'[K, 8] 9 I [21 
]

171: if I [ 2 1 ] > 3 0
? P r  t  " G ki e  G k 

30% G E 1 1 " ,K;
9 t Cl " t 0 n "

1 7 2 :  " 0 k e " : d s  p
" c e l l " , K, T[ K,
J ]  ? P [ K ? J ]

1 r ' : f  y  d  0  ? P r ' t

" C- e l l ’’ ? K. ? -J ? t y d  

1 ; P r ' t  "  t  i  m E- " ?

T [ K , J ]
1 r ' 4 : f  y d 0 : P r-1.
" r E- 0. d i n 9 " , P [ f( ? 
J] ? ret 

1 7 5 :  " s 0  1 L-'E- " : c.f 9
4 ;  0 9 1  

176: if i; I 9 19 1:1 =
f'-i ? 9 t Cl 9  1 5  

1 ' : I - 1 9 K. ? H ••+ H
178: if !:K9l9K:i>
K i ; q t. •- 9

subsequent readings

30% absorbance change 
check network (eliminate spurious 
readings). Reread cell if 
necessary.

display data 

print data

end subroutine 'cell'

subroutine 'solve'. Solves 
normal equations by matrix 
inversion.
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1,-9: if î a b s i A C K
, I ]  :i 9 T : i  > B ;  T x B ;
K xR

18 0: 91 Cl - 2
181: i f  8 = 0 : s f 9

4 ; re t  
182: I9j; i f  i=R;
9 to +2

183: A [ I , J ] x T ;
A [R, J] xA Ll , J] ;
T X A [ F; ? J ] ; .  i fi p
I: j + i x j : i  > H 9 i

184: I - H x j ; A [ T ,
I] xB

185: A[I ?J]/Bxfl[ 
I ? J] ? J fl P ( . J X 
i9j:i >N + i 

186: IxK
187: if i:K+lxK:i>
N ; 9 1 Cl -11 

1 8 8 : I 9 1 X J
189: A [ K , J ] - A  EK, 
I] A [I , J] xA [K,
• J ] ; J ij p I. 919 J j >
H9  1

1 9 0 :  9 1 Cl -  

191: if A [ H , N ] = 0
? 0  X B ; 9  t  Cl - 1 0  

192: A C H , H 9  1 ] /

A [ H , H ] 9 X [ H ] :Nxl 
193: if
1 ? r e t  

194: 0 x 8 ; H x K  

195: A [ I ,K ] X [ K ] x  
8 X 8 ; j ij P ( K - 1 X K j 
<=I

1 9 6 :  A [ I , N 9 l ]  -  

8 x X [ I ] ; 9to -3 
9 5 1 3 0
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r iJ n n i4 m b e  r  =
0 1 3  
f  e 1 3  
N A M E  
p P d
E- ! j  1 E- f-j t.
0. ‘Ë m E' Cl h
t. E- m P E- r  Ij. t  !j r  e
2 5
d Ij. I. E-
1 9 : 0 7 : 1 1 : 2 5 : 3 5  

n !j I'M b E- r  o f  c. E-1 1  E.

f  0  r  c. E-1 1
1 = 0 0 0 0 0  E- 0 0

E- E. t  = 1 r'i 1 t. 1 Ij. 1 r  E- Ij. d 
i  n 9  
0  = 2 5
E E t  = f  i  n Ij. 1 r  E Ij. d i  n
9
0  = 0 5
•5 U E- E- E- E- d r  Ij. t- E- 0  0  r'i
E. t. 0. n t.
5  = E- -  4
1 f  G K ? t- P E- 1 
1
r  E- Ij. d i  r'i 9  E. b E- f  0  r' E'
f  i  r  E-1. c- Ij. 1 c. = =
2 5
r  E- Ij. d 1 n 9 E. kl e  t  w 9 e  n 
0 Ij. 1 0

G e 1 1 1
1

t  i  m E- 0 = 0
r' e II d  I  n 9 2 2 3 0
G e 1 1

1
t  i m e 9= 5
!" E- Ij. d  i r'i 9 1 7 9 1
c- e 1 1

ï
t  1 i'M e 2 2 = 4
r' E- Ij. d  i r'i 9 1 7 8 3
G e 1 1 1

t  i ]'■'! e 55.5
r  E- Ij. d 1 r'i 9 2 1 8 7

c E 1 1 1
2 4

t i m e  1 2 7 7 , 1
r  e Ij. d i n 9  1 5 6 1
c e l  1 2

2 4
t i m e  1 2 9 6 = 3

r' E- Ij. d i r'i 9 1 2 0  3

c e l l  3
2 4

t  1 I'M e 1 3  0 9 = 8

r  e Ij. d i n 9  1 2 0 0
C E  11 1

2 5

1 1 m e 1 y y y = r
r e Ij. d i M 9  1 5 2 1
c E-1 1 1
r' Ij. r'i 9E 2 0 0 0

5 0 0
c ';=■' G 1 E- 1
G ' /  C. 1 e 2
G ';=•' C. 1 E- 3
C. ';=•' G 1 e 4
r  Ij. t  e G Cl r'i E. t  Ij. r'i t

5 . 2 7 3 9 9 e - 0 4  
G e 1 1 2

2 5
t i m e  1 y 6 y = 3
r' e Ij. d i n 9  1 1 8 1
cell 2
r' Ij. n 9  e 2 0 0 0

5 0 0
c- 'y' G 1 e 1
G y I- 1 e 2
G y c. 1 e 3
c. y G 1 e 4
r Ij. t  e C- 0  n s t  0 . n t.

6 = 1 3 9 5 0 e - 0 4  
G e 1 1 3

2 5
t  i m e  1 3 8 K  3
r' e Ij. d i r'i 9  1 1 7  5
c e l l  3
r' Ij. n 9 E- 2 0 0 0

5 0 0
G y G 1 E- 1
c y c l e  2
c y c l e  3
G y G 1 e 4
G y G 1 E- 5

Ij. t  E- G 0 n E. t  Ij. r'i t

3= 5 5 6 7 3 e - 0 4

Important aspects of miniccmputer output 
for a three-cell kinetic run
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G e 1 1
31

t. i m e 2 7 4 4 . 4
r' E- 0 . d i n -E 8 8 2
G E l  1

t. i m E- 2 9 4 0 . 6
r  E a d i  n -e y b 1
c. E- 1 1 1

31
t  i  m E- 2 9 7 5 . 1
r  e il. d 1 n -e 1 0 9 5
c e 1 1

t  1 m E 2 9 9 9 =  2
f- E- a d i  n -E 8 7 1
G e 1 1 2

t. i m e 3 2 5 3 . 9
r  e 0 . d I n e 7 9 7
GE 11 1

t  i m e 3 2 8 9 =  3
r e G d i n -e 1 0 3 1
G e 1 1

s i
t  1 m e 3 3  3 0 = 5
r  e ij. d i  n -e 7 8  7
GE-1 1
r  G n -E E- 1 8 0 3

1 8 4
G y i: 1 E- 1
G y G 1 e 2
G y c. 1 E-
G y G 1 E 4
c. y G 1 E- 5
r ij. t. E- G G n s t  G n t

4= 9 7 9 5 5 e - 0 4
GE-11

3 1
t  i m e 3 4 6 9 . y
r' e Ij. d i  n E 7 9 9
GE-l  1

3 4
t  i  m e 3 5  0 8 = 7
r  E- G d i n E 7 8 0
GE-l  1 1

t  1 m E- 3 6 0 3 . 4
r' e 0. d i  n -E 9 9  4
GE-l  1

t  i m E 3 6 2 4 = 6
r E- Ij. d i n -E y' S: 6

c e l l  2
3 5

t i m e  3 7 6 3 ^ 5
r e 0 . d i n e =•" 5 9
c. e 1 1 2
r  V. n e e  1 7 9 1

c -y- c. 1 e 1
c y C. 1 e 2
c- y c. 1 E- 3
c E 11 f i n i t  0

2 = 0 0 0 0 0 e 00  
5= 2 8 0 0 7 e - 0 4  

c- E- 1 1 3

t i m e  3 7 9 5 ^ 5
r  e V. d î n e  k y' 2
c- e 1 1 1

3 4
1 1 m E y y 1 y , 6
n e V. d i n e 9 :3 6
c e 1 1 3

3 4
t i m e  3 9 3 7 ^ 2
r E- a d 1 n e 7 5 4
c. E 1 1 3

3 5
t. i  m e 4 0 7 6 = 5
r" e 0 . d i n e 7 3  7
c e 1 1 3
r  0. n ÿ E- 1 8 1 2

5 5 3
y c 1 e 1
y c. 1 E 2

c 1 e 3
•y G 1 e- 4
E-1 1 f i n i t  0

3 : 0 0 0 0 0 e  0 0  
5 = y b y 4 y e -  y 4 

c e l l  1
3 5

t i m e  4 2 3 1 . 7
r e G d i n •? 9 :3 2
c. E-1 1 1
r  a n -E e 2 2 1 4

68 3
c- y G 1 e 1
c. y G 1 e 2
G y G 1 e 3
c- e 1 1 f i  n i t. o

1 . 0 0 0 0 0 e  00  
4 . 3 8 6 7 8 e - 0 4

d G t  0 . f  o r G e 1 1
1.00000e 00 

c. 0 m P 0. r i e . ij n ‘? - e e- 

e n t. E- r 1

i  f  y E- E. -  E- n t  e r 1
1
P 1 Cit t e r n e G d y if
y e t y p-e 1

1
n Cl = Gf N' Cl i n t E-=

5 0 0 00 e- 01
r G tE- G G n E-1 G n t

4 = - 04
z E- rG V G 1 u e =

21359e 0 3
Inf i n i t y V G 1 iJ E-=

6 =76084e 02
et de V G n G b e Clrb
G n G

1 .61820e 01
d G t G f G r c- e 1 1

00000e 00
C- G mPG r iE. G n ? - y e
e n te r 1

ïf E- e n t e r 1

n G = G f p G i n t e
3 =500 00e 01

r G te G G n E. t Ij. n t =
5 =2 8 0 0 yE -04

z e rG UG 1 u E =
1 = 03

Inf i n i t y 1..= G I u e=
b =00624e 0 2

et de V G n G b eG b
G n G

1 =50710e 01
d Ij. t G f G r G e 1 1

0 0 0 0 0 E- 00
i_. G mPG r 1 e G n '? - y e
e n t e r 1

I  f y E- e n t E r 1

n Cl = Cif p G i n t E.=
5 0 000e 01

r G t e G G n e t Ij. n t -

5 =26048e -04
G G 1 u e =

1 =81574e 0 3
Inf i n 1 t y Ij. 1 u e =

5 =95786e 02
de V Cl n G b E.i_irb

G n G
1 =29255e 01

t l î G t i E- Gl l,f G 1 k
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APPENDIX 2



MEFCUKy (II)-CATALYSED AQUATION

The general mechanism for mercury (II) -catalysed aquation of a chloro- 
catplex is as follows:

M-Cl^"^ + Hĝ "̂  5=^ M-Cl— ^ + HgCl"̂k_i
( I )

The differential equations for this mechanism are:

_d[I] = ki[M--Cl°+][Hg:+]-k_i[I]- kztl] (i)
dt

-_d [M-Cl“'̂] = ki [M-Cl“‘̂] [Hĝ +] - k-i [I] (ii)
dt

= kz[I] (ili)
dt

This set of equations is not soluble in closed form and one has recourse
to the steady-state approximation, where it is assumed that [I] is small
ccrrpared with other species, and that ^[I] =0.

dt
Rearrangement of (i) and substitution into (ii) or (iii) gives

= ki kz [Hĝ '̂ 1 ('«)
dt dt k-1 + kz

Under a large excess of mercury(II), we have

kobs = ki kz [Hĝ'*~] (v)
k-i+kz

Actually, of course, d[I]/dt is not zero. If it were, according to 
(i) , d[M— Cl^^]/dt would also be zero and no reaction would occur. It is 
a necessary and sufficient^ condition for the validity of these relations

t J. H. Espenson, 'Chemical Kinetics and Reaction Mechanisms', McGraw- 
Hill, New York, 1981, p.72.
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that [I] is much less than ( [M— Cl^^] + , under a large excess
of mercury (II) .

Three types of behaviour result, depending on the nature of I:
(a) k2»k-i: (I is a transition state) , there is no pre-equilibrium

formation of I. So kobs = ki [Hĝ '*’], and ki is the second-order rate 
constant.

(b) k-1 >  kz : pre-equilibrium conditions for the formation of the 
intermediate I. K = ki/k-i, and equation (v) reduces to kobs = kz K[Hĝ '""] 
It can be shown that this egression is really a limiting case v^en K is 
small. It describes a linear dependence for kobs on mercury(II) concen­
tration, which is not the case for the rhodium caiplex in Chapter 4, 
viiere the experimentally determined dependence has the following form:

slope = B

If we write

Then
[M]̂  = [M-Cl ] + [I]

n+,[M-Cl ] = [M]̂  - [I]
=  (M Jt - K [ M - C 1 ° '^ ]  [H g ^+]

,n+[M-Cl"'] = [M]t/(1+K[Hg^'^])

(vi)

If [I] is small, [M— Cl̂"*"] ~ [M]-t and the observed first-order rate
constant takes the form

kobs ~ kz K [Hg^ ] (vii )
1 +K[Hg ]
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If K [Hĝ  ■*■]«: 1, then equation (vii) reduces to the linear form obtained 
above. If K[Hĝ ''‘] is significant compared to 1, but [I] still small, 
then equation (vii) adequately describes the experimental results. The 
intermediate is real but transient.

(c) The third case is really an extreme of case (b). If I is a 
stable, long-lived intermediate, then K is large and equation (vii) 
reduces to kobs = kz. The first-order disappearance of I is observed.
The rate constant is independent of [Hĝ '*'].

In case (b) , equation (vii) has the following enpirical form (see 
figure):

kobs ~ [Hg^^] (viü)
B + A[Hĝ '̂ ]

This equation was fitted to the experimental data and the arpirical 
constants obtained enabled calculation of K and kz.

The data-fitting enployed the Newton-Raphson iterative non-linear 
least squares procedure. In principle, this is the same as the procedure 
described in Chapter 2 for obtaining rate constants from absorbance data. 
Thus, applying the condition that

nI
1=1

, obs , calc k± -ki minimum.

the two normal equations are obtained:
n , , _ _n

1— 1 y9A y 1— 1 y9A^9B

1=1 \9Ay\3B/ 1=1 V9B

where n = no. of data points
Ei =

f  El|fsjs'
1 = 1 '

_n / V
I Ei 9k'

1=1

( ix )

The partial derivatives are calculable directly. From equation (viii)

— 2 4 2 —



SkN = - [Hĝ +] M b + A [Hĝ +] ) 

- [Hĝ +] (B +A [Hĝ +])'̂
SB

Initial estimates for A and B are obtained from the plot of 1/kobs 
against l/[Hg^*].

The FORTRAN program written to carry out this procedure is listed 
here, with a typical output. Initially the main program reads in the 
data and calculates the slope and intercept of the reciprocal plot.
These provide the initial estimates of B and A respectively on entering 
subroutine NLLS. This subroutine calculates the partial derivatives and 
the set of kcaic values. Equations (ix) are solved by matrix inversion 
(by calculating the determinant) to yield AA and AB. The values of A and 
B are then updated and the process is repeated. The results of each 
iteration are printed so minimisation could be checked 'visually'.
Usually six iterations were sufficient, though in one or two cases up 
to ten were needed.

Subroutine NLLS returns the least-squares values of A and B with their 
standard errors to the main program, vhere the final set of kcaic values 
are generated, and kobs kcaic are listed and plotted. Values of kz 
and K are calculated frcm A and B, with their appropriate standard 
errors, and printed.
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SOLVENT EFFECTS ON FH-CL HS-CAT ALYSEO ÛO'JATION NON-LINEAR LEAST SQUARES ANALYSIS o.OUCE 11.80
10%-MEOH ---------
NO. OF DATA POINTS=
[HGl K-03S

l.DOOOE-01 2.8C34E-04
1.50 OOE-01 3. 3293E-0 4
2.500CE-01 6.ÛC75E-C4
3.5000E-Ü1 7.4990E-04
4.OOOOE-01 8.C923E-04
5.OOQOE-01 9.5783E-04
F.OOOOE-01 1.0169E-03
7 .5000E-01 1.1779E-03

INITIAL 
A=INTERC CYCLE... CYCLE... CYCLE . .. CYCLE . .. CYCLE . .. CYCLE . . . % ERROR

ESTIMATES^A = U .3ue2E+Q2 B = 3. E°T,B=SLO^E OF ‘RECIPROCAL PLOT1 A= 4.3A3HQQE+02 3 =2 A= A . ̂ 43 f.82E + 02 3 =3 A= Ü.3A3 8«2E + 02 3 =4 A= 4.3A? .'+«2 2+02 P =5 A= 4.?L3 8S2E +02 3 =6 A= 4.3U3382E+Q2 3 =A= 3.705 712E+G0 % ERROR 3=

1 637E+-02
3.155780E+02 7.155798E+02 3.155793E+02 3 .1 55798E +02 3 .15 5 798E + 02 ^.l55798E+02 2.540211E+00

IHGI K-03S K-CALC DIFFERENCE % 01 FF
1.COOOE-01 2 . 80 3AE-0 4 2. 7834E-0 4 1 .8Q29E-06 6.4311E-01
1.5000E-01 3.8293E-04 3.9397E-04 -1.1042E-05 -2.8335E+0C
2.5000E-C1 6.0C75E-04 5.3933E-04 1.1373E-05 1. 8932E+-00
3.5000E-01 7.4990E-04 7.4848E-04 1.4220E-05 1.89S3E-G1
4.C900E-C1 8.Ü923E-34 8.1744E-0 4 -8.2Q58E-C6 -1 . 014ÜE+-00
5.OOOOE-01 9. 57 39E-04 9. 38U 8E-04 1.9395E-05 2.0246E+00
6.000 0E-01 1.Q169E-03 1.0L13E-]3 -2.4352E-05 -2 . 3977E+-00
7.5000E-01 1.1779E-03 1.1&94E-03 8.5299E-05 7.2416E-01

RESIDUAL SUM OF SQUARES: 1.367311E-09
K-OBS-LIMITING= ?.J021E-03 <-FQ=A/B= 1.37S5E+00 % ERROR=
ANALYSIS COMPLETE PLOT COMPLETE

3. 53A38
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K  V S .  [ H G ]  * = O B S , + = C A L C 1 0 % - M E O H

0,0012

0.0010

0.0008
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0.0000
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r -----------
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I / K  V S  1 / [ H G ]  * = O B S , + = C A L C  1 0 % - M E O H
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P R O G R A M  MERCURY (I NP.l’T,OUT PUT, DA I A , T â PEI = D A T A , T A RE E =0 U I PU T ) 
C O M M O N / E I N S /  X ( Z G ) , Y ( Z 0 ) , YC ( E û ) , Y C AL C (E 3 ) , M , A , 3 , 71 , P E A , ?£ B
c o m m o n / z w e i / r x  (z g ), f k o (ZO), r y c (z o ),t i t l e
C O M M O N / M A I N /  O I F F ( Z G ), P D I F F ( Z O ) ,P (5)R E A L  KLIM

C + THIS PROGRAM FITS DATA FOR KINETIC MECHANISMC ♦ WITH A FRE-EQUILIBPIUM FOLLOWED BY A KZ
C ♦ D I S SOCIATIVE S T E P . .,
C ♦ 1/K-OBS VS 1/X IS A STRAIGHT L I NE,THEREFORE
C ♦ I F  1/K=(3/X)+A, THEN K=X/(3+XA)C ♦ K-LIM=1/A K-EC=A/3
C ♦ THE CURVE IS FITTED USING NON-LINz AR L E A S T - S Q U A P ES
C ♦ (F I R S T - O R D E R ) .A RECIPROCAL PLOT IS ALSO GzNERATEO.
C ♦ WRITTEN BY P.P.DUCE N O V .1960

W R I T E ( Z , 10)
10 F O R M A T (1H I , 2 X,♦SOLVENT EFFECTS ON RH-CL H G - C ATALYSED A G U A T I C N » ) 

WRITE (2,11)
11 F O R M A T ( I H  ,ZX,♦NCN-L INEAR LEAST SQUARES ANALYSIS P.DUCE 11.6 L ♦) 

REA0(1,Z5) NP
R E A D ( 1 , 3 0 ) T I T L E  
RE A D ( 1 , 2 0 )N2 G F O R M A T (13)30 F O R M A T  (A1 0)

25 F O R M A T (13)N1=N 
Z 1 =0.0 
DO 2 K=1,N1 
Z1 = Z14-1. 0
RE A O d ,  50 ) X(K) , Y (<)50 F O R M A T ( F I  G . Ü ,I P E l 0.A )RKO C O  =1 . 0/Y ( O  
R X {K ) = 1 . 0 / X (<)

2 C O NTINUEW R I T E (2,60) TITLE 60 F O R M A T ( l H G , i a x , A l G , 7 5 ( 1 H - ))
W R I T E (2,65) N 

65 F O R M A T ( 1 H Q , 1 0 X , ♦ N O .  OF DATA POINTS = * ,13)WRITE (2,70)
7 0 F O R M A T ( 1 H G , 1 0 X , ^ [ H G ) ^ , 1 0 X , ^ K - 08S^)

DO 90 J=l,ruWRITE ( 2 , 8 0  X ( J) ,Y ( J)
6 0 F O R M A T ( 1 H C , 7 X , 1 P E 1 0 . 4 , 5 X , 1 P E 1 0 . 4 )90 c o n t i n u e

C ♦ i n i t i a l  g u e s s e s  OF PARAMETERS FROMC ♦ STRAIGHT LINE R ECIPROCAL PLOT
□0 14 M=l,5 
P (M ) =0.014 C O NTINUE DO 3 K=1,N1 
X1 = RX (K)
Y1=RK0(K) ..... . . .  - .... . , . .
P ( l ) = P ( 1 ) + X 1 
P ( 2 ) = P (2)+Y1 P(3)=P(3) 4-Xl^Yip (4)=P(4)+X1^X1

3 CONTINUE 
EE = 1 . 0 / ( Z 1 ^ P ( 4 ) - P (1)♦P(l) )
S L 0 P E = ( Z 1 ^ P ( 3 ) - P ( 1 ) + P ( Z ) )♦££
C E P T = ( P ( 4 ) ^ P ( 2 ) - P ( 1 ) ^ P ( 3 ) ) ^ E E  A=CEPT 

3 =SL0PE
W R I T E ( 2,100)A , 3 

10 0 F O R M A T ( l H G , i O X , ♦ I N I T I A L  EST IMAT E S î A = ♦,1 PE 1 0 . 4 , 5 X ,♦3=♦,S I P E I O .4)WRITE(2,101)
101 FOR M A T ( I H  , 1 0 X,♦A= INTERCEPT,B=SLOPE OF RECIPROCAL PLOT^)

C A L L  NLLS
C ♦ CALCULATE VALUES USING FINAL A,B

S U M D I F F = 0 .0 
00 15 J=1,N1 YCALC(J ) = X ( J ) / ( B + A ^ X ( J ) )
RYC (J)= 1 . 0/YCALC(J)DIFF( J) =Y (J > -YCALC (J )PDIF F ( J ) = D I F F ( J ) ^ 1 0 G . G / Y ( J )
S U M D I F F = S U M O I F F + P O I F F (J)

15 C O N TINUE  
WRITE(2,150)

15 0 F O R M A T ( I H Q , 1 0 X,♦CHG ) ♦,10X,^K-OBS^,1GX,^K-CAL $^OIFF£RENCE^,10X, ♦•/, OIFF^)
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DC 29 M=1,N1
WRITE (2,160) X(M) , Y(M) ,YCALC(M) ,0IFF(M) , POIFF (M)

16Û FORMAT (IHD, 7X, IPEl Ü . A , 5X , iP E 1 0 • 4, 5X , lP£ 1 G . 4, 6X ,
5 1 P E 1 2 . 4 , 7 X , I P E I Z . 4)2 9 CONTINUE
WRITE (2,165) SUMO I FF 

165 F O R M A T ( l H u , 1 0 X , ^ C H E C < - S L M  OF % 0 I F F E P E N C E ,F i : .5 )
K LIM=1.G/A 
EQ=A/B
PEEQ=SQRT(PEA*2fPE3»2)+ * OH^CK E 1*1 I!
WRITE (2,167) <LIM, EC,'"p Ê Ê Q ...............

167 F O R M A T (1HÙ,1ÜX,^K-05S-LIMIT I N G = » , 1 P £ 12. 4 , 2X,^K-EG = A / 3 = ̂ , 
S I P E 1 2 .4 , 2 X , ♦% ERROR=*.jPFiO.5)
WRITE(2,170)

170 F O R M A T ( I H 0 , 1 0 X,♦ANALYSIS COMPLETE^)CALL PLOT 
W R I T E (2,180)
W R I T E (2,181)160 FORMAT(IH ,1QX,+PL0T COMPLETE^)161 format (IHO, 1 0 X, 85 (1 H-) )
S T O P
ENDS UBROUTINE NLLS
CO M M ON/EINS/ X(20 ) ,Y (20) , YC (2Û) ,YCALC(2 0 ) ,N,A,3, Zl,PEA,t^EB DIMENSION S U M ( 6 ) ,S l ( 4 ) , Z ( 2 ) , C (4)
♦ Y=X/(B+AX) SINCE 1/Y=B/X +A♦ THIS SUBROUTINE FITS THE CURVE
ICONT=0 

200 CONTINUE
00 210 11=1,6 SUM (II)=0.0 

210 CONTINUEIC0NT=IC0NT+1 
DO oUG 1 =1,N
OYBYOA=-X (I)♦ ♦£/(B ♦ A ^ X ( I ) )♦♦£
0 Y 0 Y D B = - X ( I ) / ( B + A ^ X ( I ) ) ^ ^ 2  S U M (1)= S U M (1) +OYBYDA **2 
SU M ( 2 ) = S U M ( 2 ) f O Y B Y O A ^ O Y B Y D B  
S U M ( 3 ) = S U M ( 5 ) + O Y 3 Y D B + ^ 2  Y C ( I ) = X (I ) / (3+A^X (I))
E = Y (I)-YC(I)S U M ( 4 ) = S U M ( ^ ) f E ^ O Y 3 Y O A  
S U M (5)= S U M ( 5 ) +E^DY3YD3 
S U M (6)= S U M ( 6 ) +£♦£300 CONTINUE
♦♦♦♦ SET UP SUM MATRICES ♦♦♦
S I (1)= S U M (1)
SI (2) =SUM (2 )
S I (5)= S U M (2)S I (4)=SUM (3) . . .  , .
Z(1)=SUM(4-).....................
Z (2)= S U M (5)♦♦♦ INVERT SI M A T R I X (4X4) ♦♦
0£TS1=S1 ( 1) ♦ S K A )  -SI (3) ♦SI (2)
C ( 1 ) =S1(4)/DETSl 
C (2)= - S l (2)/OETSl 
C (3)= - S l (5)/OETSl C (4) =S1 ( D / D E T S l
♦♦♦ CALCULATE DELTA-A,DEL TA-B ♦♦♦
OELTAA = C (l)^Z (1) 4-C (2 ) ♦/ (2 )D E L T A B = C (3)♦Z (1)+ C (4)♦ Z ( 2 )A=A+DELTAA 
B= B + DELTAB
W R I T E (2,310) ICONT,A,3 

310 FORMAT (IH ,10X,♦CYCLE. . . ♦ , I 2 , 5X ,♦ A = ̂ , IP E 1 5. 6 , 2 X ,♦ B = ̂ , 1 PE 1 5. 6) I F ( I C O N ! .E Q . 6) GOTO 400 
G O T O  200 

40 0 CONTINUE
SEA=SQ.RT (0(1 ) ♦SUM (6) /Zl-2 .0)S E B = S Q R T ( 0( 4 ) ♦ S U M (6)/ Z l - 2 .0)
PE A = S £ A ^ 1 C 0 . 0 / A  
P£B=S E 3 ^ 1 0 0 . 0 / a  
W R I T E (2,320) ^EA,PEB 32 0 FORMAT (IH , 10X,^% ERROR A =♦ , 1 PE 1 5 . 6 , 2 X, ♦ 7. ERROR 3 = ̂ ,l°El5.6) 
END
S UBROUTINE PLOT
COMMON/E I N S / X (20) ,Y ( 2 G ) , Y C ( 2 0 ) , Y C A L C ( 20) , N , A , 3 , Zl,PEA, PE 3 C O M M O N / Z W E I / R X (20),R K O ( 2 0 ),RYC(20),TITLE 
CALL PAPER(l)
N2 = N 
XMIN=0.CXMAX=G.8 -248-



Y M I N = û . 0
Y M A X = Y ( N 2 ) + Y ( N 2 ) / 1 0 . 0
CALL MAP(XMIN,XMAX,YMIN,YMAX)
CALL CTRMAGÏ15)N0CHAR=45 0 0 1 1=1♦N2
CALL P L O T N C (X (I ) ,Y ( I ),45)1 CONTINUE CALL REOPEN 
NO CHAR=43
00 11 JJ=1,N2
CALL PLOTNC ( X ( JJ) , YC ALCC J J1 ,43)11 CONTINUE
CALL BLKPEN 
CALL C T R M A G (20)
CALL B R O K E N (4,4,4,4)CALL GRAT'IC 
CALL FULL 
CALL PLACE(1,1)CALL T Y P E C S ("K VS. [HG] ♦=OBS, + =CALC ", 28) 
CALL TYPECS(TITLE,1C)CALL BORDER 
CALL SCALES 
CALL FRAME X M A X = R X (1)+1.0 
YMAX=RKO ( 1) + RK0(1 ) /I Û. 0♦♦♦♦♦♦♦ SMALLEST K LARGEST R E C I P R O C A L  ***CALL M A P (XMIN.XMAX,YMIN,YMAX)
CALL C T R M A G (15)
NO CHAR=45 GO 2 1=1, N2CALL P L O T N C ( R X ( I ) , R K O ( I ) ,45)

2 CONTINUE 
CALL REOPEN *•
NO CHAR = 43no 21 KK=1,N2
CALL PLOTNC(RX (KK) , R Y C ( K K ) ,43)

21 CONTINUE
CALL P O S I T N ( 0 . 0 ,A)
GO 22 1 = 1 , N2
C ALL J O I N ( R X ( I ) , R Y C ( I ) )

2 2 CONTINUE 
CALL BLKPEN 
CALL C T R M A G (20)CALL B R O K E N (4,4,4,4)
CALL GRATIC 
CALL FULL 
CALL PLACE(1,1)
CALL TYPECS("1/K VS 1/CHGI ♦ = 0 8 S , +=CALC ",2 8) 
CALL TYPECS(TITLE,1C)
CALL BORDER 
CALL SCALES CALL FRAME 
CALL GRENO 
RETURN END
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APPENDIX 3



SPECrPOPHOrOMETREC TITRATION 

We have
A =  [(Kc^+ Co + y) - {(Kc^+ C o  + y)̂  - 4coy}*^] ( c q G n u L  -Ap) + A q  (i)

2 Co
If the molarity of the stock nucleophile solution is m and n micro litres
have been added to the cell, then

y = (n . 10"® . m)/cellvoljj mol dm"^
c<? = Co . cellvolo/cellvoln mol dm"^

vtiere cellvoln = (10"® . cellvolo + 10"® n) dm®

Equation (i) contains two unknowns, Kc and G nul • These may be obtained 
using an iterative procedure analogous to that described in Appendix 2. 
The two normal equations are

f  /gAV AK + f  Ei /3A'
i=l \^KJ i=l \3eA3K/ 1=1 V3K

l” /3AV3A\AK + /3Ay AE = l” Ei/3A'
i=l \dK}\de/ i=l \9e/ i=l \8e

where E^ — Aobs“ Acalc/ K — Kp and € — G nut.» 

The derivatives are calculated using (i) ;

(ii)

3A\ = - 1 (CoGnuL “ Ao )
9K/ Kĉ  2 C(

1 - (y + Co+KSM
{(y + Co + Kp^)^ - 4coy}^

= H(y + Co + KpM - {(y + Co + Kpi)2 - 4coy}^]
dej

Initial estimates for the values of Kp and G nuL are obtained by:

(a) estimating A^ (ignoring the dilution effect) frcm a plot of 1/A 
against volume added for the last few data points.

(b) using the value of G nuL calculated from Â o and Cp, with a data 
point approximately mid-way in the set, to calculate a value for Kp.
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In sane cases, these estimates were poor and drove the analysis away 
frcm minimization, often with disastrous results. In this event, guessed 
estimates could be overwritten into the program before ccrrpilation.

The main program reads in the data, generates the initial estimates 
and produces a table and a plot of the final results.

Subroutine Kcalc calculates a value for Kp given a guessed G nuL- 
Subroutine nt.ts generates and solves the normal equations. The assign­
ment of variables is best seen in the data-reading sequence. The program 
is listed with a typical output.

A modified version of the program was written to analyse data for 
absorbance against initial nucleophile concentration. In this case, the 
cell volume and associated dilution factors were removed, these usually 
being inherent in the data themselves.
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XWMWMWMWXWMWM W i  h'X VJX WX W X KM W' î i i  X W"" X X  V,X W X XX W X WX W X WX X M X X  W X WXW M WX V, X VIX vir V. XWX n X  WX V, MWX W X W «  W X wx  w x  wx

1
?
456 7 p. 
91C

SPECT99PH0TCMETHC TI TR&T l O X -----CALCULA T IG\ OF F 9UILI B4 lÛ ' CONSTANT NON-L INEAR LEAST SOUAkES. ..
SYSTEM:

P.DUCE (2) 

HYOFOXIOE 2C% XEOH

1. 350C CCE-C5

5N’02-PPEN 
VOL USEÜ IN CELL= 3.2C CC 
STARTING MOLARITY OF SU3STRATE=
MOLARITY OF STOCK NUCLEOPHILE= 11.2 COC 
INITIAL 0D-UNPEACTE9 SU3STRATE-= .3950
NO. OF AOOITIONS= 10

NUCL. ADDED IN-CELL X CLARITY INITIAL ligand CONC ABSORBANCE10.0032 3.4B9C 97E-C2 1.345794E-C5 . 43202 3.0 002 e.956522E-22 1.3Ü1Ô15E-05 .467033.0332 1.04L24«E-C1 1. 5 37uSlE-C5 . 493040.0000 1, 58271ÔE-01 1.333333E-G5 . 520f50.0000 1. 723C 77E-C1 1.329231E-C5 . 543063 . 0 000 2.06135:5-21 1.3251535-25 .568073.0^0C 2. 597554E-.1 1.3211315-25 . 585063.0 332 2.7317-72-21 1.3172 7:5-05 .608093.Û30C 5. 36583^5-01 1.313C70E-C5 . 62001 DO.0000 3. 293959E-G1 1.3092915-05 . 6380

ESTIMATE OO-INFINITY FROM 00 VS 1/VOL USE LAST 4 DATA PO IN T S t E X TR A p QL A TE TO ZERO
EXTRAPOLATED INFINITY = . 756C
ESTIMATED EXTINCTION COEFF. OF PRODUCT= 5.774843E+04
ESTIMAT ED ECUILX. CONSTANT= QOQO CCE+ 00CYCLE.. . 1 K — 1 . 955 30-E+0 3 E-NUL= 8. 3532375+04CYCLE.. . 2 K = 1 .4551685+02 E-NUL= 8 .474568E+C4
c y c l e .. . ? K = 1 .‘+0642YE+0D E-NUL= 8. 7385945+24CYCLE . .. 4 K = 1 . 42 753 3E+01 E-NUL= 9.7431815+04CYCLE.. . 5 K = 1 .42 7536E +32 E-NLL= 8 .7431635+04CYCLE... 6 K = 1.4375:85+00 E-NUL= 8 .743163E+04CYCLE .. . 7 K = 1.4^75395+00 E-NUL= 6. 7431635+04CYCLE .. . 8 K = 1.4275365+02 E-NUL= 6 .743163E+C4CYCLE . .. 9 K = 1 .4C753 6E +CC E-NUL= 8. 7431635+24CYCLE.. .10 K = 1 .4075365 + 02- E- riUL = 8. 7431635+04CYCLE.. .11 K = 1.40753«£+C2 E-NUL= 8 .743 163E +04CYCLE.. .12 K = 1 . 4275:85 +02 E-N'JL = P. 743163^+24% ERROR K = 3 .6727295+00 % ERROR 5= 1. 891 2425 + 00
e q u il i br i um CONSTANT = 1.4:7538E+C0
EXTINCTION COEFFT. OF PROCUCT= 
E-NU:L/E-L= 2.9882
VOL NLCL AOOEO 10.3300 2 0.0000 3 0.000040.30005 0 .Ob 00 60.00 00 7 0.00036 0 . 0 u 0 090.3000 10 0.3000
ST.ERROR ON GQS =
PLOT begins
PLOT COMPLETE !
THAT IS ALL,FOLKS

03S-00 .4323 .4670 .4930 . 52 0 0 .5430 .5680 .5 «5 0 .6 08 0 .62 0 0 .6380
1.684527E-C3

8.7U7163E+04 (AT THIS WAVcLENGTH)

CALC-00.4:16.4644. 4y?9.5EC6.5447. 5t,67
. 5 « 6 3.6:51.6219.65 73
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5N02-PHEN + HYDROXIDE 207, HEÜH 
Ü.D. VS VOL ADDED (MICRO-LITRES) 
K= 0. U lEO!

0, 66

0 .64

0 .62

0 .60

0 .58

0 .56

0 .54

0 .52

0 .50

0 .44

0 .42

0 20 40 60 80 00
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P R O G R A M  S P O C K (I N P U T ,O U T P U T , d a t a ,T A P E i=O A T A , TAPEZ=ÜUTPUT)
C O MMON/C N E / N , CELL V O L ,C L , G N U , VOL N U (1L G ),C 0 N C N U (1QC ) ,00 (lÜO) , 

î O D I N F , T I T L E ( 5 ) , £ K , C C N S T , Z l , O n C , O O C { i a : ) , C L C ( l Ü G ) ,Î E N U L ,P E K , P E E ,Mi 
e x t e r n a l  COCALC
C O M M O N / T  W'C/COR (6 ) , = (5) , P. VOL (6)

C ^ S P E C T - O F H O T O M E T P I C  TITRATION P . DUCE 3.8:.
C ^ INSTRUCTIONS POP L S ' . .. .
C  ̂ CREATE [ATA FILE A 5 ^OLLOWS :
C ^ - S U C C E S S I V E  LINE S-
C + 1 . SYSTEM TITLE/OESCFIPT ION (L'PTO 5 0 CHARACTERS)
C ^ 2 . VOLUME IN CELL/C.C. (USUALLY 3.0)
C  ̂ 3 . INITIAL SU3STPATE CONC IN CELL (MOL PER LITRE)
C ^ FORMAT IPEIO.A E.G. 3 1. 2 3 A5 E - 5 , 3 1 .2 0 0 0 £ - A (R = BLAN'<)
C » A .NUCLEOPHILE STOCK MOLARITYC ^ E. O.D.-O ; INITIAL 00 (NO NUCLEOPHILE ADDITION)
C * 6. NO. OF ADDITIONS OF NUCLEOPHILE :FORMAT 13 E.G. 307,315
C ^ 7. VOL 1 {M.ICROL ITRES) 001 (FIELDS 1: SPACES EACH
C * 8 . VOL 2 002C ^ 9 . VOL 3 0D2
C * 1 0 . E T C.........
C + SEE PPDSP05 FOR EXAMPLE
C *C * PROCEDURE FILE IS PPDJ3
C ♦ CHECK - G E T ,DATA=FI LENA ME.
C *
C * N.3 IN A FEW O A S E S , T^E " A U TOMATIC" G U E S S E S  FORC ♦ ENTRY INTO THE LEAST SGUAR ES ITERATION WILL
C ♦ DRIVE THE ANALYSIS AWAY FROM MINIMIZATION :
C ^ IN THIS CASE,A GUESS CAN BE SET " MANUALLY"
C ♦ BY INSERTING A L I N E - E K = . . AFTER THE LINE
C ♦ £<=CONST TO OVERRIDE THE AUTOMATIC GUESS
C ♦
C ♦ ^..THIS COPY COMPILES UNDER FTN5 AND ETNA

W R I T E  (Z, 1 0)
W R I T E (2,11)
W R I T E (2,12)

10 F O R M A T  (1 H I , 1 0 X, "SPEC TROPHOTOMETPIC T I T R A TION ", 1 X , U 9 ( i H - ) )11 F O R M A T  (1 H ,10 X, "CALCUL AT I ON OF EQUILI3RIUM CONSTAfJT P. DUCE (2)"
12 F O R M A T ( I H  ,10 X,"NON-LINEAR LEAST SCUARES...")

R E A 0 ( 1 , Z 2 ) ( T I T L c ( J ) ,J=l,5)20 F O R M A T (8A l O )
W R I T E ( 2 , 2 1 ) ( T I T L E ( J J ) , J J =1,5)

21 F O R M A T ( 1 H G , i OX,"SYSTEM:",ZX,8A1G)
R E A D (1,22) CELL VOLC + c ELLVOL IN C . C.. 22 F O R M A T ( F 5 .0) •
W R I T E  (2,23) CELLVOL ■" ~ '

23 F O R M A T  (IHO,IQX,"VOL USED IN C EL L = ", F 5 .2 , 1 X , " CC" )
RE AD (1,25) CL25 F O R M A T (1PE 1 0 .A)
W R I T E (2,2E) CL

26 F O R M A T ( I H O , 1 0 X,"STAR TING MOLARITY OF SUBSTRATE = " ,IPE15.6)RE A D (1,27) CNÜ27 FORMAT(FIQ.Q)
W R I T E (2,2 8) CNU

28 F O R M A T  (-1H0 ,10 X,"MOLARITY OF STOCK NU CUE 0 PHI L E = " , F 1 G . A )
R E A D (1,30) ODD3 0 FOR M A T ( F I  0.0)
W R I T E (2,52)ODD

3 2 F 0 R M A T ( 1 H Q , 1 Q X , " I N I T I A L  OD-UNREACTED SUB S T R A T E - = " , F l 0 . A )
R E A D ( 1 , 3 5 ) N  Z1=FL0AT { N)

35 F 0 RMAT(I3)00 LQ 1 = 1 , N
RE A O ( 1 , A 5 ) VOLNU(I) ,00(1)A 5 F O R M A T ( 2 F 1 3 .0)

C ♦ 1 . CALCULATE ACTUAL IN-CELL CONCN. OF NUCL. (BEFORE REACTION)
C ^ 2 .CORRECT INITIAL LIGAND CONC.FOR OIL N EFFECT OF ADDED VOL

C O N C N U ( I ) = 1 . 0 E - 6 ^ V C L N U ( I ) ^ C N U / ( 1 . 0 E - 3 ^ C E L L V O L + 1 . 0 E - 6 ^ V O L N L ( I ) )  
C L C ( I ) = C L ^ C E L L V O L / ( C E L L V O L + 1 . O E - 3♦V O L N U ( I ))

LO CON T I N U EW R I T E (2,50)N 
50 F 0 R M A T ( 1 H G , 1 Q X , " N 0 .  OF A D 01TI ONS = " , I 3)

W F I T E  (2,52)
52 F O R M A T ( I H G , 1 0 X ,"VOL NUCL. A D D E D " , 5 X , " I N - C E L L  MOL A R I T Y " ,5X , 

S"INITIAL LIGAND C 0 N C " , 5 X ,"ABSORBANCE")
00 55 1 1 = 1 , N
W R I T E  (2,60) I I , VOLNL. ( II) , CONCNU ( 11) , CLC (II) ,OD(II)60 F O R M A T ( I H  , 5 X , I 3 , A X , F 1 Q . A , 2 ( 3 X , 1 P E 1 5 . 6 ) , 8 X , G P F I C . A)5 5 CONTINUE 255



. ■ W R I T E (2,64) .
WRITE (2, 65)
W R I T E (2,66)6 4 F O K r û T ( l H G , i O V , 7 5 ( 1 H - ) )65 f o r m a t (1 H 0 ,10X,"ESTIMATE O O - I N F I N ITY FROM 00 VS 1 /VOL")

C + USE LAST 4 DATA POKiTS. ..GENERATE NEW ARRAYSC ♦ CONTAINING 00 AND CORRESPONDING 1 / V C L . . .T H E N
C * DO LEAST SQUARES STRAIGHT L I N E : INTERCEPT IS
C ♦ THE EXTRAPOLATED OD-Ihr INIT Y VALUE

66 FORMAT(IH , 1 OX,"USE LAST 4 DATA P O I N T S:EXTRAPOLA TE TO Z£ 
00 14 1=1,5
P ( I ) = 0 . G 14 CONTINUE 
IRPLOT=0 Nl=N-3 
ZZ=4.Q
00 83 I I = M , N
IPPLOT = IRPLGT +1R V O L ( I R P L C T ) = 1 . 0 / V O L N U ( I I )
OCR (IRPLOT) = 0 0 ( I I )
X = R V O L ( I R P L O T )Y = O D R ( I R P L O T )
P (1)=P (1 ) +X P ( 2)=P(2 ) +Y 
P (3)= P (3)+X*Y P (4) = P (4)+X*X 

80 CONTINUEEE = l.Q/(ZZ*P(4)-P(i)^P(l) )
00INF = (P(4)-^P(2)-P(1)^P(3))^EE S L 0 P E = ( Z Z ^ P ( 3 ) - P ( 1 ) ^ P ( 2 ) ) *EE 
ENUL=CniNF/CLC(N)
W R I T E (2,8 5) QGINF 

8 5 FORMAT (1MQ, i o x ," EXTRAPOLATED IN FI NI T Y =" , F 1C . 4)WRITE (2, 8 7)ENUL 
87 F C R M A T ( 1 H Q , 1 0 V , "ESTIMATED E X T I N C T I O N  COEFF. OF PROOL'CT=" 

Î1PE15.6)Ml=N-2 
CALL KCALC 
EK=CONST 
E K = 1 .0

C SET GUESSED < HERE IF AUTOMATIC GUESS DOESN'T WORKW R I T E (2,90) EK90 F O R M A T ( I H O , 1 0 X,"ESTIMATED EQUILM. C G N S T A N T = " ,I P E 15.6) 
CALL NLLS 
EL=ODO/CL 
PPD=ENUL/EL W R I T E (2,160) °PD 

160 F O R M A T ( 1 H O , 1 Ü X , " E - N U : L / E - L = " , F I G . A )
WR?TE(2,290)290 F O R M A T ( I H 0,lOX,"VOL NUCL A D D E C " , 7 X,"03S- 0 0 " , 1 3 X , $"CALC-00")
S U M D E V = 0 .0 
00 300 K=1,N C 1 = V 0 L N U (K)
Y Y = 0 D C A L C ( C l )
OOC (K)=YY
W R I T E (2,310) VOLNU(K),00(K),ODC(K)310 FORMAT (1 H , 1 0 X , Fi 0 .4 , pX , F 10 , 4 , 6 X , Fi 0 . 4)-- 
QIFFOû=OD(K)-CDC(K)SUMCEV = SUMD£V-^DIFF00 + ̂ 2 

300 CONTINUE
S T E 0 3 S = S Q R T ( S U M D E V / ( Z l - 2 .û ))WRITE(2,330) STE08S 

330 F O R M A T ( 1 H O , 1 0 X , " S T . E R R O R  ON 0 E S = " ,1 P E 1 5 .6)
W R I T E (2,350)

350 F O R M A T ( I H 0,l O X ,"PLOT BEGINS")
C ^ PLOT : oo-cas WITH CALCULATED
C ♦ CURVE BASED ON BEST FIT K AND
C ^ INFINITY v a l u e s
C * SMALLER FRAME/ALL BLACK PLOT

CALL PAPER(l)
XMIN=O.GX M A X = V O L N U ( N ) + V C L N U ( N ) / 1 0 . 0
YMIN=000
Y M A X = 0 0 (N )+ Û D (N)/20.0
c a l l  PSPA C E (0.25,0.70,0.15,0. 3)CALL MAP(XMIN,XMAX,YMIN,YMAX)
CALL C T R M A G (10)
CALL G R A P H E ( O O C A L C )CALL C T R S E T (4)
00 365 LL=1,N
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C ALL PL0TNC(V0LNU(LL),ÛD(LL),5i)3 65 CONTINUE
C A L L  C T R S E T (1)
CALL B R O K E N (4,A ,4,4)C ALL GRATIC 
C A L L  FULL 
CALL BORDER 
C A L L  SCALES 
C A L L  I T A L I C (1)
C ALL PLACE(3Q,i:)
c a l l  TYPECSC'O.G. VS VOL ADDED (MICRO-LIT RES) ",3l )
C A L L  P L A C E (30,12)
C A L L  T Y P E C S ( " K = " , 3)
CA L L  TYPENE(£K,3)
C A L L  P l a c e (3 0 , lO)DO 370 J=l,5
C A L L  T Y P E C S ( T I T L E (J ) ,10)

370 CON T I N U E
CALL BLKPEN 
CALL I T A L I C (0)C ALL GREND 
C A L L  FRAME 
WRITE (2,400)

400 F O R M A T ( 1 H Û , 1 0 X ,"PLOT COMPLETE!")
W R I T E (2,260)

260 F O R M A T ( 1 H O , 1 0 X , " T H A T  IS ALL,FOLKS")
S T O P
ENDS U B R O U T I N E  NLLS
C O M M O N / O N E / N , C E L L V O L ,C L , C N U , V C L N U (10 0),C O N C N U ( 1 G Ü ) , 0 0 (ICO), 

SOD INF,TITLE(5) , E K , C O N S T , Z l , O O C , O O C ( 1 3 0  ,C L C (100) ,S E N U L , P E K , P E E , M l  D I M E N S I O N  SUM (6) ,S1(4) ,Z(2) , C (4)
ICONT=C 

600 CONTINUE
DO 610 11=1,6 SUM!(II) = 0.0 

610 CONTINUE
ICONT = ICONT +1 
00 640 1 = 1 , N R K = 1 . 0 / E K  
V = C O N C N L (I)
C L 1 = C L C ( I )
3 = ( VHCLl+RK)3 1 = S Q R T ( 9 * 3 - 4 . 0*CL1»V)
O D I N F  = CLC (I) *ENUL 
A = ( O D I N F - C O O ) / ( 2 . G*CL1)
D Y B Y D K = - 1 . 0 * R K * R K * A * ( 1 . u - ( 3 / B D )DYBY0 E = ( B - 3 1 ) / 2 . G
SUM (1)= S U M ( 1 ) +GY3Y0K**2 *
S U M (2)= S U ^ ( 2 ) +0Y3Y0K*DY3YDE 
S U M  (3) =SUM( 3 ) -»-o y b y d E**2 VV = VOLNU (I)
E = O D ( I ) - O O C A L C (VV)
S U M (4)= S U M (4)^E*DY3Y0K 
S U M ( 5 ) = S U M ( 5 ) + E * D Y 3 Y Q E  
SUM (6) =SUM.(6) +E*E 

640 CONTINUE
**** SET UP SUM MATRICES ***
SI (1) =SUM (1)
S I (2)=SUM (2)
S I (3)= S U M (2)
S I (4)= S U M (3)
Z (1)= S U M (4)Z (2)= S U M (5)
*** INVERT SI M A T R I X (2X2) **
D E T S i = S i ( l ) * S 1 (4)-Si(:)*S1(2)
C (1)=S1(4)/DETSl C (2)= - S l (2)/OETSl 
C ( 3 ) = - S 1 (3)/OETSl 
C ( 4 ) = S 1 ( 1 ) / 0 E T S 1*** CALCULATE D E L T A - <,Ü4LTA-E ***0 E L T A K = C ( 1 ) * Z ( 1 ) + C ( 2 ) * Z ( 2 )
0 E L T A E = C ( 3 ) * Z ( l ) * C ( 4 ) ^ Z ( 2 )
E K = £ K + O E L T A K  
E N U L = E N U L + D E L T A E  W R I T E (2, 650) ICONT ,EK,ENUL 

650 FOR M A T ( I H  ,10 X,"C Y C L E ...",12,5 X ,"K = " ,IPE1 5 . 6 , 2 X ,"E-NUL=", 1 = 21 
IF(IC0NT.EQ.12) GOTO ^00 
GOTO 6Û0 70 0 CONTINUESEK = SQRT(ABS(SUM(6)/SUr*(l)*(Z 1 - 2 . 0 ) )
S E E = S Q R T (A B S ( S U M (6)/SUM(3 ) * ( Z l - 2 .0)))
° E K = S E K * 1 Q 0 .0/EK P E E = S E E * 1 0 Q . 0 / E N U L  - 2 5 7 -



WRITE (2 , 670) c£<,p££
67 0 FORM A T  (IH , 1 E^ROR K = ' M  ̂ E15 . 6 , 2 X, " 7. ERROR E = ‘M ^ E 1 5 . 6 )

W R I T E (2,675) E<675 FORMAT (1HQ,10 Y, "E OUI LlRklL'M CONSTANT 1PE15.6)
W P I T E (2,680) ENUL 

680 F O R M A T ( I H D , 1 0 X,"EXTINCTION C O E F F T . OF O D Ü C T = " , i P E l 5.6,
32 X , " ( AT THIS WAVELE N G T H ) ")
R E T U R N
END
S U B F O U T I N E  KCALC
C C M M O N / C N E / N , C E L L  V O L , C L , C N U ,VCLNU (1Ù J ),C 0 N C N U (iCC ) ,00(100), 

ÎÜ0INP,TITLE(5) , E K , C O N S T , Z l , O O C , o n e (100) ,CLC (IOC) ,Î E N U L , PEK,FEE,Ml 
****** CALCULATES K FOR A GIVEN DATA POINT,GIVEN O O I N F (OR E-NUL 
O O I N F  = CLC (Ml)*ENULR K = ( C O N C N L ( M l ) * ( O O i N F - 0 0 ( M l ) ) / ( 0 0 ( M l ) - O O C ) ) -  

Î ( C L C ( M 1 ) * ( O O I N F - 0 0 ( M l ))/(ODINF-COC) )
C 0 N S T = 1 . 0 /RK
RE TURN
ENDF U N C T I O N  OOCALC(VOL)
CO M M O N / O N E / N ,  CELL VOL , CL, CNU, VCLNU (1C 3 ) , C O N C N U  (10 u ) ,00 (1 0 G ) , 
Î O D I N F , T I T L E ( 5 ) , E K ,C O N S T , Z 1,00 0 , 0 D C ( 1 ÜG),C L C (10 0),S E N U L , P E K , P E E ,Mi 
*** CALCUL A T E S  0.0. FOR A GIVEN VCL ADDED GIVEN K AND E-NUL 
R K = 1 . 0 / E K
C L 2 = C L * C E L L V 0 L / ( C E L L V C L + 1 . O E - 3 * V O L )
O D I N F = E N U L * C L ?V = 1 .O E - 6 * V O L * C N U / {1 . QE-3* CELL VOL + 1 .3E - 6 * V O L )
B = - l . 3*(V+CL2+RK)
C = ( O D I N F - C O O ) * V  
A=CL2/(ODINF-COO)B 2 M 4 A C = B * B - h .G*A*C 
O O C A L C = - 3 - S O R T (82M4AC)
O O C A L C =00 C A L C / (2.0 * A )
o o c a l c = o d c a l c + c o oR E T U R N
END
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APPENDIX 4



ALBERY-POBINSaSf ANALYSIS PROGRAM

The least squares calculation is performed by the NAG library routine 
E04HFF. The program calculates the quantities required by this routine.

Subroutine DATA reads in rate constant vs. tarperature data, with 
appropriate headings and reference.

Subroutines XYPLCT, YLIM and XTiTM are general purpose plotting 
routines.

Subroutine CALG is the main subroutine. Initial estimates of the 
a-parameters are supplied, and routine E04HFF is entered. On successful 
exit frcm this routine, the data has been fitted satisfactorily and the 
least-squares a-parameters are used to generate calculated rate constants, 
and derived enthalpy and heat capacity quantities. The tarperature 
dependence of these quantities is displayed by the plotting routines.

Subroutines LSFUN2 and LSHES2 generate arrays required by E04HFF.
LSFUN2 evaluates a vector containing values of the residuals and the 
Jacobian matrix of their first derivatives. IGHES2 evaluates an array 
which incorporates the second derivatives.
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PROGRAM, MJ3CG2 (OUTPUT, TAP E5 , T A P E 6 -OU TPUT )Q > ( ■ ¥ * * * *

ic * THE AL3ERY M O D E L .
COMMON/M IKE/RK (6C ) ,T’< (Ho ) ,TC ( 80 ) , N

IC * DATA INPUT FROM DATA FILE :-
C *MJ9XXX WHER XXX IS A THREE DIGIT NUMBER.

C O M M O N / S I n / X D U M (1C G ) ,Z A L P H A (1O G )
CALL PAPEP(l)CALL G P S T O P (13) 
c a l l  HEAD 
CALL DATA 
CALL CALG 
CALL GRENC 
W R I T E (6,13)

10 FORMAT(IHO, 13X,*THAT IS ALL FOLK'S*)
ENDSUBROUTINE HEAD 
WRITE (6,1 C)

10 F O R M A T (1H I,20X,*ANALYSIS OF KINETIC DATA*)
WRITE(6,20)

20 FORMAT (IHG, 10X,*M, ICHAEL J . 3L AND A MER* )WRITE (6,2 0)
30 F O R M A T ( I H O , 3 0 X,*UNI VERS I T Y OF L E I C E S T E R ,E N G L A N D * )

RETURN 
END
SUBROUTINE DATA 

COMMON/M I K E / R K (80) ,TK(8u) , T C (80 ) , N
C * READS DATA TAPE=MJ3XXX
C *FORMATS ARE : -
C * I3=DATA SET
C * SA(5)=NAME OF SOLUTEC * SB(5)=NAME OF INVESTIGATOR
C * SC(5)= REFERENCE
C * I M = 0 ; REACTION IN WATER

,C * IM=1 : REACTION IN 020C * =2 ; MIXED SOLVENT SYSTEM.
C * 5 0 ( 5 ) =NAME OF CO-SOLVENT
C *XO=MOLE FRACTION OF C O - S O L V E N T : F 6 . 3
C *N = NUM8ER OF DATA POINTS : 13
C *RK( )=RAT£ CONSTANTC * AT TEMPERATUPE=TC /CELSIUS

DIMENSION S A (10)
RE A D (5,10) ISET 10 F O R M A T (14)
W R I T E (6,2 0) ISET 20 FORMAT (IH ., 1 OX,*DATA SET NUMBERS* , 14 )
READ(5,30) (SA( I ) ,1=1,5)30 F O R M A T (5A l O )
W R I T E (6,40) ( S A (I),1=1,5)40 F O R M A T d H Q ,  10X,*SUBSTRATE :*,5X,5 ( AID ) )
R E A D (5,50) ( S A (I),1=1,5)50 F O R M A T (5 A 1 0 )
WRITE (6,60) ( S A (I) ,1=1,5)

60 F O R M A T ( 1 H G , 1 0 X , * A U T H C R ; * , 5 X , 5 ( A I Q ))READ(5,70) (SA(I) , 1 = 1,5)
70 F O R M A T ( 5 A 1 0 ) -

W R I T E (6,30) ( S A (I),1=1,5)
80 FORMAT(IH ,l O X , * R E F E R E N C E : * , 5 (AlO))

REAO(5,90) IM90 F O R M A T ( I I )
IF ( IM.EQ. 0) GOTO 1 QG 
I F (IM. E Q . 1) W R I T E (6,91)91 FORMAT(IH ,1QX,*S0LV£NT ----  DEUTERIUM OXIDE*)
I F (IM.EQ.1) GOTO 140
CONTINUE
RE A D (5,110) ( S A (I) ,1=1,5)

110 F O R M A T ( 5 A 1 3 )W R I T E (6,123) (SA(I ),1=1,5)
12C FORMAT(IH , 1 0 X , * S O L V E N T ----W A T E R * * ,5(AlG ) )

R E A 0 ( 5 , 130) XD 
130 F O R M A T ( F 6 .0)WRITE(6,135) XD
135 FORMAT(IH ,10 X,*MOL& FRACTION OF CO-SOL V E N T = * , 3 X ,1 PE 15.6 

GOTO 140 
100 CONTINUEW R I T E (6,150)
150 FORMAT(IH , 1 0 X ,* S 0 LVENT -----  WATER*)
140 CONTINUEREA0(5,161) ICON I 161 FORMAT <I I )
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R-E AO (5,160) N .
IF(N.EQ.O) W R I T E (6 ,1 6 4 )
IF(N.EQ.O) goto 201 I F (N.EQ.1) GOTO 2 0 1 I F (ICO N T .EO. 1 ) W R I T E (6,162)

162 FOR M A T ( I H  ,iOX,*A VERAGEO RATE CONSTANTS*)
I F ( ICONT. E l . 0) W R I T E (6,163)163 FORMAT(IH ,10 X ,*IN01VIOUAL PATE CONSTANTS*)

160 F O R M A T (13)
164 FORMAT (IH , 5 X , ♦ fj Q RATE C O N S TANTS AVAILABLE* )

W R I T E (6,170) N
170 F G R M A T d H * ,  4 0X,*NUMAER OF DATA POINTS=*, 13)W R I T E (6,160)
180 FORMAT(IH ,5X,*INPUT TEM P E R A T U R E S  IN CELSIUS : C O N V E R T E D  TO* 

5* KELVIN w h e r e  TK = TC*273 . 15 *)
WPITE(6,193)190 FORMAT (IH , 2 6 X , * T E MPE.R AT U RE * , 13 X , *R A T E CONSTANT* )
W R I T E (6,195)

195 F O R M A T d H  , 1 8 X , *C E LS lUS* , IG X , *KE L VIN * , 1 2 X , *S -1* )
DO 200 1 = 1 , N 
R£AO(5,2lO) TC(I)

210 F O R M A T ( F 7 . 0)
T K ( I ) = T C ( I ) *275.15 
REAO(5,22C) RK (I)220 F O R M A T ( F 8 .0)
WRI T E (6,230) I , T C (I) , T K ( I ),RK(I)

230 FORMAT (IH , 1 0 X , 13 , 2 X , 1 PE 1 4. 5 , 2X , 1 PE 1 3 . 5, 3 X , 1 PE 1 3 . 4 )200 CONTINUE201 CONTINUE 
RETURN 
END
S UBROUTINE XY°LOT(N,XX,YY,ICONT,Z)D I M ENSION 2(100)
DIM E N S I O N  X X (210) , YY (21G)
K = N X M A X = X X (1)X MIN=XMAX 
YMA X = Y Y (1)
YMIN=YMA X 
DO 40 1 = 1 , KIF (XMAX .LT . XX (I) ) XMAX = XX(I)
I F ( Y M A X . L T .Y Y (I )) Y M A X = Y Y ( I )
I F (YMIN.GT. YY ( I) ) YMIM = YY(I)
I F (XMIN.GT. XX ( I ) ) XMIN = XX(I)

40 CONTINUECALL YLIM(XMAX)
CALL Y L I M ( Y M A X )
C ALL XLIM (XMIN)
C ALL XLIM(YMIN)

■ I F (I C O N T .E Q . Ô ) YMIN=0.0 . . .
I F d C O N T . E Q . 6 ) '  YMAX = 1.25*YMAX C ALL WINDOW(XMIN,XMAX,YMIN,YMAX)
CALL PSPA C E (0.1,0 .95,0.1, 3.95)C ALL MAP ( XMIN, XMAX, Y MIN, YMAX)
CALL BORDER 
c a l l  SCALES 00 50 M=1,K 
CALL POI NT (XX (M) , YY (M) )

50 CONTINUE
I F (ICONT , NE.1) GOTO 100 ■ -DO 60 1=1 , K Y1=YY(I)+Z(I)
Y2 =YY(I)- Z (I )
C ALL P O I N T (X X (I),Yl)
CALL JOIN ( X X {I ) , Y 2 )

60 CONTINUE 
10 0 CONTINUERE TURN END

S UBROUTINE Y L I M ( X )
IF(X.LE.O.O) GOTO 1C 
X = X * (X/2 0.0)G O T O  20 

10 X=A3S(X)
X=X- (X/2 0.0)X=-X 

20 CONTINUE 
R ETURN 
ENDS UB R O U T I N E  XLIM(X)
I F ( X . L E . 0.3) GOTO IC 
X = X-(X/20 .0)
G OTO 20 

10 X= ABS (X)X = X * ( X / 2 0 .0) -
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X = -X '
2 0 CONTINUE

i RETURN
j e n d! SUBROUTINE CALG
! COMMON/SIC/X0UM(1GQ) ,Z A L P H A (1 G O )
! C O M M O N / M I K E / R K (8 G ) ,T X < 90) , T C (83) ,N

DIM-NSION X X { 4 ) (T O C O , I W W ( 4 )DIMENSION RKC(iOG),R<l(lÜj) ,ALP^A (ICO)
C * NON-LINEAR LEAST SO.

NX=N
ICOUNT=G 

IFAIL=1 W R I T E (6,5)5 F O R M A T ( I H O , 2 5 X,*NO N - L I N E A R  LEAST SO.*)
00 21 1=1,4 
XX (I)=l.0

21 CONTINUEM =4
WRITE (5,50)

30 FORMAT(IH , 1 0 X ,* INITIAL ESTIMATES*)
XX ( 2) =1.40 
XX (3) =3.252 
XX (4)=3.476 
I=N/2 
R K M = R K ( I )TKM = T:< (I )
X 1 = 1 , G * ( 1 . 0 E 5 * X X ( 3 ) * E X P ( - 1 . 0 E 3 * X X ( 4 ) / T K M ) )  
X 2 = F K M / ( 1 , 0 E 1 8 * E X P ( - 1 . G E 4 * X X ( 2 ) / T K M ) )
X X (1)=X1*X2 DO 40 1=1,4 
W R I T E (6,50) I,XX(I)

50 FORMAT (IH , 1 0 X , *NU M9 E R * , I 3 , 2 X , * E S T IM A TE = * , 1 P El 5 . 6 )
! 40 CONTINUEI 333 CONTINUE
I GOTO 33 4
I CALL E 0 4 G C F ( N X , M , X X , F S U M S G , I W W , 4 , W , 3 J G C , IFAIL)

GOTO 61334 CONTINUE 
IFA IL=1CALL E G 4 H F F ( N X , M , X X , F S U M S C , I W W ,4 ,W, 3 00 3 , IFA XL)
1 C0UNT = ICC’JNT + 1 

I 61 CONTINUE
W R I T E (6,60) IFAIL 

! 60 FORMAT(IH , 5X,*ERR0R TEST =*,14)
I CONTINUEI WRITE (6,70)
‘ 70 FORMATHIH ,2 O X ,*ANALYSIS COMPLETE*)
• W R I T E (6,737) FSUMSQ
' 737 FORMAT(IH ,5X,*SUM OF S Q U A R E S =*,1 PEI 5.6)

CONTINUE
00 80 1 = 1 ,4
W R I T E (6,90) I ,X X ( I )90 FORMAT(IH , 1 Q X ,* P A R A M E T E R * , I 3 , 2 X ,*=*,i P E 15.6)

80 CONTINUE
IF ( ICG U N T . E Q . 15) GOTO 335 
IF ( I F A I L . NE.0) GOTO 333

335 CONTINUER G = 8 . 31434 
i E A l = l . 0E4*RG*XX (2 )
; E A 2 = - 1 . 0 E 3 * R G * X X (4)S U M = Q .0 

00 100 1 = 1 , N
R K 1 ( I ) = 1 . C E 1 8 * X X ( 1 ) * E X P ( - 1 . 0 E 4 * X X ( 2 ) / T K ( I ) ) 
A L P H A ( I ) = X X ( 3 ) * 1 . Q E 5 * E X P ( - 1 . 0 E * 3 * X X ( 4 ) / T K ( I ) )

R K O ( I ) = R K 1 ( I ) / ( 1 . 0 + A L P H A ( I ) )Z A L P M A (I ) = R K (I )- R K C (I)
S U M = S U M * (Z A L P H A ( I )**2)

IOC CONTINUE
WRITE (6,140)140 FORMAT(IH , 2 5 X ,* C 0 MPARISON OF INPUT AND O U T P U T * ) 
W R I T E (6,210) EAl

210 FORMAT(IH , 5 X , * ACT IV ATION ENERGY FOR K l =* , 1 p El 5.6) W R I T E (6,202) EA2202 FORMAT(IH , 5X,*ACTIVATION ENERGY FOR ALPHA = * , lPE 15.6 
IF (XX (3) .LT.0.0) GOTO 211 
AP=1 . 0 E 3 * X X ( 4 ) / A L O G ( 1 . G E 5 * X X ( 3 ) )
W R I T E (6, 2 09) AP 209 F O R M A T d H  , 5 X , * AL PH A =1. G AT T=* ,1 PE15 .6 )

211 CONTINUE 
WRITE (6,150)

150 FORMAT(IH , 1 9 X ,* T E M P E p ATURE * , 5 X ,*RATE CONSTANT*,6X,' S * C A L C U L A T E D * ,5 X ,*DIF F E R E N C E * , 6 X ,* % OIFF.*)
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DO 160 I W = 1 ,N X P = 1 0 0 .0* Z A L P H A (I W )/ R < (I W )
WRITE (6,170) iWtTK(IW) ,RK (IW) ,R<C ( I W ) ,Z A L p h A ( I W ) ,

SXP170 FORMAT(IH , 1 0 X , 1 3 , 5 ( 2 X ,1P E 15.6) )
16C CONTINUES U M = S Q R T (S U M / ( N - 1 ))

WPITE(5,iaO) SUM 
I P ( X X (3).LT.O.O) GOTO 999 18C FORMAT(IH ,l O X , * S T A N O A R 0 DEVIATION ON RATE CONST = *,1 PE 1 v .6 
W R I T E (6,2 00)200 FORMAT(IH , 2 0 X ,*C0NTRI TUTING P A R A M E T E R S * 1 
W R I T E (6,25 0)230 FORMAT(IH ,I S X , * T E M P E R A T U R E * ,6X,*RA TE CONST A N T * ,

5 1 CX, * < 1 * , l O X , * A L P H A * , I Q X , * A P P ,  OOP*)
00 220 IY=1,N X P = - ( E A 2 * * 2 ) * A L P H A ( I Y ) /

^((1.0* A L P H A ( I Y ) ) * * 2 * R G * T K ( I Y ) * * 2 )WRITE(6,23 3) I Y , T K ( I Y ) , R K ( I Y ) , R K 1 ( I Y ) , A L P H A ( I Y ) , X °
233 F O R M A T d H  , 1 0 X , 13 , 5 ( 2 X , 1 p El 5 . 6) )

R K (lY)=ALOG10 (RK(I Y ) )
RKl (lY)=AL0G1Q (FKl (lY) )AL P HA(IY)=AL0G1C(ALPHA(IY))

220 CONTINUECALL X Y P L O T (N ,TK,RK,0,E)
CALL P L A C E (1,1)CALL T Y P E C S ( " A L O G l J (K - 0 3 S ) AGAINST T EMPERATURE",c  
CALL FRAME
CALL X Y P L O T (N,TK,RKl,u,E)
CALL P L A C E f 1,1)CALL T Y P E C S (" A L O G I 0(Kl) AGAINST T E M P - FA T U R l " ,3Û )
CALL FRAMECALL XYPLCT(N,TK,AL^HA,G,E) 
c a l l  PLACE (1 , 1 )CALL T Y P E C S ( " A L O G 1 0 (ALPHA) AGAINST T E M P E R A T U R E " ,o o )
CALL FRAMECALL X Y P L C T ( N , T K , Z A L P H A , 0 ,E)
CALL P L A C E (1,1)CALL T Y P E C S ( " R E S I d u a l s  AGAINST T E M P E R A T U R E " , 3 G )
T X = 1 0 Ü . C WRITE(6,7Gi)701 FORMAT (IH , i 6X,*TEM.FEk ATURE* , 9X ,* ALPHA*, 13X,
3*APPARENT DELTA CP*)
00 700 1=1,100 T X = T X * 5 . 0 ZALPHA (I ) =TXA L P H A (I) =XX (3 ) * 1 . C E E * E X P (-1. 0E3* X X (4) / T X )
TKM=ALPHA (I)/ ( (1. G * A L ° H A ( I) )**2)
R K (I)= - ( E A 2 * * 2 ) * T K M / ( R G * T X * * 2 )
W R I T E (6,710) I , t X ,A L P H A (I ),RK(I)
A L P H A ( I ) = A L O G 1 0 ( A L P H A ( D )

710 FORMAT(IH , 3X , 13,3 (2X ,l P E l 5 .6))
700 CONTINUE

CALL FRAME
CALL X Y P L C T (100,ZALPHA,ALPHA,0,E) 
c a l l  P L A C E d ,  1)CALL TYPECSC'LOGlC (ALPHA) AGAINST TE MPE R A TU p E" , 4 0 )
CALL FRAME
CALL X Y P L C T d O O  ,ZALPHA,RK ,0 ,E)
CALL TYPECS("APP.DELTA CP AGAINST T E M P E R A T U F E ",4 G )

999 CONTINUE
RETURN 
ENDSUBROUTINE L S F U N 2 (M , N , X C , F V E C C ,F J A C C ,L J C )DIMENSION XC (N) ,FVECC(M) ,F J A C C (L J C ,N )
C C M M O N / S I D / X D U M (103),Z A L P H A (100)
C O M M O N / M I K E / R K ( 8 0 ) , T K ( 8 0 ) , T C (80 ) , NX 
00 10 1 = 1,MA2=EXP(-1.0E4*XC(2)/TK(I))  

A 3 = 1 . 3 + ( X C ( 3 ) * 1 . G E 5 * E X P ( - 1 . C E 3 * X C ( 4 ) / T K ( I ) ) )  
A 4 = E X P ( - 1 . 0 £ 3 * X C ( 4 ) / T K ( D )
A23=A2/A3 

A43=A4/A3FVECC(I) = (1.0E18* XC d ) * A 2  5 ) - R K ( I )
F J A C C ( 1 , 1 )=1.0E18* A 2 3 F J ACC (1,2 )=-i.0E22*XC(l) *A2-3/TK(I)
F J A C C (1, 3 ) = - ! . 0E2 3*XC(1)* A2 3*A43 
FJACC(I,4)= + 1 . 0 E 2 6 * X C d ) * X C ( 3 ) * A 2  3*A4 3/TK(I)

10 CONTINUE RETURN 
ENDSUBROUTINE L S H E S 2 (M ,N ,F V E C C ,X C , 3 , L B )DIMENSION F V ECC(M),XC(N),d(L3)C O M M O N / S I D / X D U M d  0 0) , ZALPHA (100 )
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CCMMON/M K E / R K  (80 ) ,T<(8L) ,TC ( 8C ) , NX 
00 10 1 = 1,L8 
3 (I)=0.0 

10 CONTINUE00 20 1 = 1 ,MA 2 = E X P ( - l . 0 E 4 + X C ( 2 ) / T K ( I ) ) 
A 3 = 1 . G + ( X C ( 3 ) * 1 . G 5 5 * E X P ( - 1 . 0 E 3 * X C ( 4 ) / T < ( I ) ) )  

A 4 = E X P ( - 1 . 0 E 3 * X C ( 4 ) / T < ( I ) )
A23=A2/A3A 4 5 = A 4 / A3
3 ( 2 ) = B ( 2 ) - ( F V E C C ( I ) * A 2 3 * 1 . 0 E 2 2 / T K ( I ) )8 ( 3 ) = 3 ( 3 ) + ( F V E C C ( I ) + X C ( l ) * A 2 3 * l . 0 E 2 6 / ( T < ( I ) * * : ) )
3 ( 4 ) = 3 ( 4 ) - ( 1 . 0 E 2 3 * A 2 3 * A 4 3 * F V E C C ( I ) )3 ( 5 ) = B ( 5 ) + ( F V E C C ( I ) » X C ( l ) * A 2 3 * A 4 3 * 1 . 0 E 2 7 / T K ( D )
S ( 6 ) = B ( 6 ) + ( F V E C C ( I ) * 2 . 0 * X C ( l ) * A 2 3 * A 4  3*A43*1.0E2e)
3(7)=3(7) + ( F V E CC(i)*XC(3)*A23*A43*1.0E 26/TK(I))3 ( 8 ) = 3 ( e ) - ( F V E C C ( I ) * X C ( l ) * X C ( 3 ) * A 2 3 + A 4 3 * 1 . 0 E 3 0 / (

ST< (I)+ + 2))
3 ( 9 ) = 3 ( 9 ) + ( F V E C C ( I ) * X C ( l ) * A 2 3 * A 4 3 * 1 . 0 E Z 6 * ( l . G - ( X C ( 3 )

.0E5 + A 4 ) )/ (A3*TK(I))) 8 ( 1 D ) = B ( 1 0 ) - ( F V E C C ( I ) * X C ( 1 ) * X C ( 3 ) * A 2 3 * A L 3 + 1 . G E 2 9 * ( 1 . 0  
$-(XC(3)*1.0E5*A 4 ) ) / ( A 3 * ( T K ( I ) * * 2 ) ) )

20 CONTINUE RETURN 
END
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GUBNEY EQUATIOSf PROGRAM

As with the Albery-Robinson analysis, the least squares calculation 
is performed by NAG library routine E04HFF.

The data is supplied from subroutines vÆiich convert terrperatures to 
degrees Kelvin where necessary.

Subroutine GURN supplies initial estimates for the three parameters, 
and E04HFF is entered. On successful data-fitting, various contributing 
parameters are calculated.

Subroutines XYPLOT, XLIM and YLIM are plotting routines. Subroutines 
LSFUN2 and LSHES2 generate arrays incorporating the residuals with their 
first and second derivatives, as required by B04HFF.
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I PROGRAM M J 1 E Q 2 ( O U T P U T , T A P E 6 = 0 U T P U T , T A P E 7 )
' C ♦ ANALYSIS OF E0UILI2RIUM DATA.

C O M M O N / M I K E / R < ( 3 C ) , T < ( 3 0 ) , T C ( 3 0 ) , N  
C O M M O N / S I G / O U M (3Û) ,ZALPHA <30)
CALL PAP£R(1) 
c a l l  HEAD 
CALL GPSTCP(3QQ)
ICATA=3 

c a l l  DATA(IOATA)
CALL GURN(IDATA)
W R I T E (6,ID)

10 F O R M A T ( 1 H 0 , 5 X , * T H A T  IS ALL FOLK'S*)
CALL GRENG ENG
SUBROUTINE XYPLOT(N,XX,YY,TMO,Z)
DIMENSION Z(5G)
DIMENSION X X (30),Y Y (30)K = N XMAX=XX(l)
XMIN=XMAXYMAX=YY(1)

! YMI N=YMAX
I 00 40 1=1,KI F ( X M A X . L T , X X ( I ) ) XMAX=XX(I)

I F (YMAX.LT.YY { I) ) YMAX = YY(I)IF(YMIN.GT.YY(I)) YMIN=YY(I)
I F <XMIN.GT.XX (I)) XMIN = XX(I)

40 CONTINUE
CALL YLIM(XMAX)CALL YLIM(YMAX)
CALL XLIM(XMIN)
CALL XLIM(YMIN)
CALL WINDOW(XMIN,XMAX,YMIN,YMAX)
CALL P S P A C E ( 0.1,0.95,0.1,0.95)CALL M A P (XMIN,XMAX,YMIN,YMAX)
CALL BORDER 
CALL SCALES 
00 50 M=1,K CALL P O I N T (XX (M) ,YY (M))

50 CONTINUE 
RETURN 
END
SUBROUTINE YLIM(X)
IF(X.L E . 0.0) GOTO ID 
X = X + ( X / 2 0.0)GOTO 20 

10 X = A3S(X)
! X=X-(X/20.0)
! x = - x
; 20 CONTINUERETURN 

END
SUBROUTINE XLIM(X)I F M X . L E . 0:0) GOTO 10 
X=X-(X/2 0.0)
GOTO 20 

10 X^ABS(X)
! X=X+(X/20.0)x=-x

20 CONTINUE
RETURN 
ENDSUBROUTINE GURN(IOATA)
C O M M O N / M I K E / R K (30),TK(30),TC(30),NI Q  * * * * * * * * * * * * * * * * * * * * * *  + * * * * *  + * * * *  * * * * * *  * * * * *  * * * * * * * *  **,

C * GURNEY EQUATION,
DIMENSION X X ( 3 ) , W (3000),IWW(3),ZALPHA(50)
DIMENSION ALPHA(50) ,YC(5Q )
DIMENSION WX(50)
W R I T E (6,15)

15 F O R M A T ( I H 0,20X,^ANALYSIS USING GURNEY EQUATION*)
NX=N 
ICOUNT=0 IFAIL=1 
R G = a . 31434 
XX (1) =1.0 X X (2)=1.0 

X X (3)=1.0 
M = 3

I 00 2 5 1=1,N
RK ( I) =ALOG(RK( I) )

25 CONTINUE -268-



338 CONTINUE
IFAIL=1
CALL E 0 4 H F F ( N X , M , X X , F S U M S Q , I W W , 3 , W , 3  00C,IFAIL) I C 0 U NT=IC0UNT+1 
WRITE (6,2 0) IFAIL 

20 FORMAT(IH ,20X,*IFAIL TEST=*,I4)
DO 30 1=1,3W R I T E (6,4 0) I,XX(I)

40 FORMAT(IH ,5 X , « P A R A M E T E R * , 1 3 , * = * , 1 P E 1 5 . 6)
30 CONTINUE

IF (ICOUNT .EQ.10) GOTO 337 
I F ( I F A I L . N E . 0) GOTO 338 337 CONTINUE
WRITE (6, 50)

50 FORMAT(IH ,25X,«ANALYSIS COMPLETE*)
W R I T E (6,739) FSUMSQ 739 F O R M AT(IH ,3X,*SUM OF S Q U A R E S = * , 1 FEl5.6) 
THETA=1.QE3/XX(3)
WRITE (6, 6 0) THETA 60 FORMAT(IH , 1 0 X,«GURNEY T H E T A = « , 1 P E 1 5 .6)
WRITE (6,61)

61 FORMAT(IH ,10X,«COMPARE GURNEY'S THETA,219 K«)
G C = 1 . 0 E 3 « X X (2)
WRITE (6,7 0) GC 70 FORMAT(IH ,10X,«GURNEY C - V A L U E = « ,1 P E 1 5 .6)
G A = X X (1)/ X X (2)
WRITE (6,8 0) GA 80 F O R H A T d H  ,10X,«GURNEY A-VALUE= « , 1 PE 15. 6 )
W R I T E (6,200)

200 F O R M AT(IH , 1 0 X,«CONTRIBUTING PARAMETERS*)
W R I T E (6,210)210 FORMAT(IH , 1 1 X,«TEMPERATURE*,5X,*LN(K«,Î* O B S * , l Q X , * L N ( K - C A L C ) * , i O X , « D I F F « , l 3 X , * % C I F F « )
S=0.G
00 220 IY=i,NYC(IY)=(-XX(1)*1. QE3/TK(IY) )-((XX(2)«1.0E3/T 
4K(IY))*EXP(TK(IY)«1.0E-3*XX( 3)))

A L P HA(IY)=RK (lY)-YC(lY)W X ( I Y ) = 1 Q G . G * A L P H A ( l Y ) / R K ( l Y )
S = S + (A L P H A ( l Y )**2)WPI TE (6,230) IY,TK(IY),RK(IY) ,YC(IY) ,ALPHA(IY),WX (lY 

230 FORMAT(IH , 5 X ,13,5 ( 2 X ,I P E 15 . 6))
220 CONTINUES = S Q R T ( S / ( N - 1 ) )

W R I T E (6,8013) S 
8013 FOR M A T ( I H  , 1 0 X , *ST . 0 E V .ON LN ( K )=* , 1 P E l 5 .6)

CALL XYPLCT(N,TK,RK,0,E)CALL PLAC£(1,1)CALL TYPECS("LN(K-08S) AGAINST T E M P E R A T U R E " , 30)
CALL FRAME
CALL XYPLCT (N,T’<, YC,Q,E)CALL PLACE(i,l)
CALL T Y P E C S ("LN(K-CALC) AGAINST TE M P E R A T U R E " , 30)
CALL FRAME
CALL XYPLOT (N,TK, ALPHA,Q,E)CALL PLAC£(1,1)CALL T Y P E C S ("RESIDUALS AGAINST T E M P E R A T U R E " , 30)

CALL FRAME 
c a l l  XYPLCT ( N, TK, WX, 0,E)CALL PLACE(1,1)
CALL T Y P E C S ("7 RESIDUALS AGAINST T E M P E R A T U R E ", 4 O  
CALL FRAME 
WRITE (6, 5 005 )5005 F O R M A T ( 1 H 0 , 1 0 X , «1ST T E R M * , l O X , «2ND TERM*,10X,

S« TOTAL *)
00 5003 1 = 1 , N 
A L P H A ( I ) = - ( E X P ( T K ( I ) * l . 0 E - 3 * X X  (3))) /TK(I)ALPHA (I) = ALPHA ( I) « XX (2 ) * 1 , 0 E3 
Z A L P H A ( I ) = - l . 0 E 3 « X X (1)/TK(I) 

TC(I)=ZALFHA(I)+ALPHA(I)
W R I T E (6,5 007) I , Z A L P H A ( I ) ,ALPHA(I),TC(I)

5007 FORMAT(IH , 3 X , 1 3 , 3 ( 2 X ,1P E l 5 . 6))
5003 CONTINUE

CALL X Y P L O T (N , T K , A L P H A , 0 ,E)
CALL P L A C E (1,1)ALL TYPECS 
CALL FRAME
CALL XYPLOT(N,TK,ZALPHA,G,E)CALL PLACE(1,1)CALL TYPECS(^1ST TERM ON T E M P " , 20)

CALL FRAME 
CALL XYPLOT(N,TK,TC,0,E)
CALL PLACE(1,1)
CALL T Y P E C S (*TOTAL ON T E M P " , 30)
CALL FRAME -269-



WRITE (6,610)610 F C R M A T d H  ,14X,«GIB3S' FUNCTION CONTRIBS.*)
W R I T E (6,620)62 0 FORMAT(IF , 1 0 X ,*T E N P *,1 G X,* N O N - E L E C T .«, 1 0 X , « E L E C T *) 

00 630 1 = 1 , N 
XN=RG«GA«G C 

X E = P G « G C « E X P ( T K ( I ) / T H E T û )
WRITE (6,640) TK(I) ,XN,XE 

' 64 0 F O R M A T ( I H  , 3(2X , 1 PEl 5.6) )
' 63 0 CONTINUE

r e t u r nENO
SU B R OUTINE LSFUN2 (M,N,XC,FVECC,FJACC,LJC) 
C O M M O N / M I K E / R K (30) ,TK(3C) ,TC(30) , NX 
C O M N O N / S I C / Û Ü M ( 3 C ) , Z A L P H A (30)DIM E N S I O N  XC(N),FVECC(M),FJACC(LJC,N)00 10 1 = 1,M
Xl=l.0E3/TK(I)
X 2 = E X P ( X C ( 3 ) « 1 , 0 E - 3 « T K ( I ) )
F J A C C d  , 1) =-Xl 
P J A C C d ,  2) =-Xl«X2 
FJACC d ,3)= - X C (2)«X2F V E C C ( I ) = ( - X C ( 1 ) « X 1 ) - ( X C ( 2 ) « X 1 * X 2 ) - R K ( I )
D U M d ) = F V E C C ( I )10 CONTINUE 

ENOSUB R O U T I N E  LSHES2 ( M , N ,F V E C C ,X C , 8 , L 3 )DIM E N S I O N  FVECC(M) ,XC(N) , e(LB)
C O M M O N / M I K E / R K ( 3 0 ) , T K ( 3 0 ) , T C ( 3 0 ) , N X  
C O M M O N / S I G / O U M ( 3 0 ) , Z A L ° H A (30)
3(1)=0.0 3(2)=0.0 3(3)=0.0 
3(4)=0.0 
S U M l = ü . 0 

S U M 2 = 0 . G DO 10 1 = 1 , M
X1= F V £ C C ( I ) « E X P ( X C ( 3 ) « 1 . 0 E - 3 « T K ( I ) )
SUM1=SUM1-X1S U M 2 = S U M 2 - ( X 1 « 1 . 0 E - 3 « X C ( 2 > « T K ( I ) )

10 CONTINUE 
3(5)=SUM1 8 ( 6 ) =SUM2 RETURN 
END

10

20
30

10

SUBROUTINE HEAQ
« GENERAL HEADING. ** *

*********

P.P.OUCE «)

W R I T E (6,10)F O R M A T ( I H l , 2 Q X , «ANALYSIS OF DEPENDENCE ON TEMPERATURE*,
$« OF EQUILIBRIUM CONSTANTS*)
WRITE (6,2 0) .
FO R M AT(IH ,lOX,«MICHAEL J . B L A N G A M c R  
WRITE (6,3 0)F O R M A T d H  ,15 X,«UNIVERSITY OF LEICESTER*)
RETURN 
ENDS UBROUTINE OATA(IOATA)C O N M O N / M I K E / R K ( 3 0 ) , T K ( 3 0 ) , T C ( 3 0 ) , N
* ASSEMBLES DATA FOR ANALYSIS.«DATA INPUT ACCORDING TO CODE NUMBER FROM ROUTINE:

«NOW SEND INPUT INFORMATION TO C O RRECT PART OF THIS SUBROUTIN
* * *
WRITE (6,10)FORMAT d H G ,
I F {lOATA.EQ.
I F (I D A T A .EQ.
I F (I D A T A .EQ.I F (IDATA.EQ.
I F (IDATA.EQ.
I F (IDATA.EQ.
I F d D A T A . E Q .I F (IDATA.EQ.
I F {I D A T A .EQ.
I F (IDATA.EQ.
I F (IDATA.EQ.
I F (IDATA.EQ.
I F (IDATA.EQ,
IF ( IDATA.EQ.
IF ( I D A T A . EQ.
I F (IDATA.EQ.IF ( IDATA.EQ.

20X,*OATA«)
1) CALL C0VH2 0
2) CALL MJBFIVE
3) CALL MAC4) CALL HAD4
5) CALL 020
6) CALL FORM
7) CALL DISOP8) CALL HAD3
9) CALL TRIS
10) CALL TRISB
11) CALL FLHAC12) CALL BRHA
13) CALL IHAC
14) CALL CLHAC
15) CALL PROP16) CALL BUTY17) CALL DMECY
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I F <I D A T A .E Q , 1 «) CALL ISOPCY 
I F (I D A T A . E Q . 19) CALL HA020Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

C «NOW RETURNED WITH INFORMATION IN ARRAYS EK,TC AND T < .
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

W R I T E (6,9 0)
W R I T E (7,805)805 FORMAT(IH ,«SR5A0S«)

80 F O R M A T (1H 0 , 1 6 X ,« TEMP£RATURE « )
WRITE (6, 85)

85 FORMAT(IH , 8 X ,« C E L S I U S « ,1 O X ,« K E L V I N « ,11X ,
Î«FQUILIBRIUM C O N S T A N T » , 5X,«PK«)00 60 1=1,N 
W R I T E (7,801) TK(I)

801 FORMAT(IH ,F10.4)
W R I T E (7,803) R<(I)

803 FORMAT(IH ,Fi2.9)
CONTINUEZK=-ALOG10(R<(I))W R I T E (6,70) I , T C ( I ) , T K ( I ) , R K ( I ) , Z K  

70 FORMAT(IH , I 3 , 2 X , 1 PE 1 5 . 6 , 2 X ,1 PEI 5 . 6 , 2X,1PE15.6,8 X,IPEl 5.6)
60 CONTINUE

W R I T E (7,809)809 FORMAT(IH ,« S R E T U R N Î« )
r e t u r n
END
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GRUNWZVLD-WINSTEIN ANALYSIS

This method of relating changes in rate constant of a substitution 
reaction to changes in solvent ccnposition makes use of the known rate 
constants for solvolysis of t-butyl chloride in a wide range of pure and 
mixed solvents.

A given solvent or solvent mixture is characterized by a Y-value, 
defined as follows:

Y = log /k (i)

^qBuCI _ constant for solvolysis at 25°C in
80% ethanol : 20% water.

k = rate constant for solvolysis at 25°C in 
the given solvent.

A plot of the logarithmic values of rate constants of the reaction 
being studied against the appropriate Y-values give a straight line of 
the form

log k = mY + log k© (ii)

vhere m and log kg are parameters. Deviations fran linearity occur if 
k represents more than one mechanistic pathway. The correlation is best 
when the reaction under stucfy is a simple dissociation, especially when
chloride is the leaving group as in the reference reaction.

The value of m for the reference reaction is 1.00 by definition. The 
m-values for inorganic substitution reactions are invariably less than 
1.00 shewing them to be less sensitive to solvent variation than reaction 
at the carbon centre.
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KINETICS AND EQUILIBRIA IN AQUEOUS MEDIA 
Philip P. Duce

Rate and equilibrium constants for chemical systons involving two- 
stage processes in aqueous media have been measured and analysed. The 
major part of this thesis discusses the effect of added organic 
cosolvents or salts on the reaction kinetics of transition metal 
complexes in solution. The thesis also includes an analysis of 
published rate and equilibrium data in order to derive thermodynamic 
activation and reaction parameters.

The oxidation of iodide by the 12-tungstocobaltate (111) anion by an 
outer-sphere process, of iron (11) by the chloropentairmine cobalt (111) 
cation by an inner-sphere process, and the mercuJlZ(H)-catalysed 
aquation of seme rhodium (111) and chrcmium(lll) chloro-carplexes have 
been studied in binary aqueous mixtures.

The aquation of the N,N,N",N" tetraethyldiethylenetriamine-chloro 
palladium (11) cation and the reaction of cis-bis- ( 4-cyanqpyridine) 
dichloro platinum (11) with thiourea have been studied in aqueous salt 
solutions.

For the above reactions, it has been possible to dissect the effects 
of solvent variation or added salt on the rate constants into their 
initial state and transition state contributions. This has been done 
by estimating the change in the chemical potential of the initial 
state frcm appropriate solubility measurements. The results obtained 
are discussed in terms of the solvation characteristics of the species 
involved.

Ihe reactions of two anionic iron (11) tris-diimine ccarplexes with 
hydroxide and cyanide in aqueous media have been studied. Kinetic and 
spectroscopic evidence for intermediates is reported.

With regard to computer-based studies, the temperature dependence 
of the rate constant for solvolysis of t-butyl chloride in binary 
aqueous mixtures has been analysed in terms of the two-stage Albery- 
Robinson mechanism. The derived enthalpies and heat capacities of 
activation are examined.

The temperature dependence of acid dissociation constants has been 
analysed using the Gurney equation and the two-stage Eigen mechanism.


