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GLOSSARY OF SYMBOLS

A ll vecto rs  are underlined; m atrices are denoted by c a p ita l Roman

le t t e r s ;  a su p erscr ip t o f  t in d ic a te s  transpose.

An underlined symbol w ithout a su p erscr ip t o f  t i s  a column vector

e .g .  X i s  a column vecto r  and i s  a row v ecto r .

The i  th  component o f  x i s  denoted x  ̂ ; the component o f  A

in  the i  th row and j th column i s  denoted A .. .
1]

Superscripted parentheses are used to  denote values at an ite r a t io n

e .g .  x. °̂  ̂ i s  the i n i t i a l  value assign ed  to  x and 21̂ ^̂  i s  the

value o f  X a fte r  the p th i t e r a t io n .

Superscripted  square brackets ( e .g .  are used to  denote

eva lu ation  w ith in  a main it e r a t io n .

A su p erscr ip t o f  * means a so lu tio n  value  
*

e .g .  x  ̂ means the value o f  3C at the f i r s t  so lu tio n ; t h is  i s  denoted
*

X i f  there i s  only one so lu t io n .

Two norms are used:

I
II x |L  = max Ix^l and || x |L  = <( I |x  | X  

j j i j n  4 = 1  >

where n i s  the number o f  components o f  21 •

The fo llo w in g  commonly-used v a r ia b les  have the meanings given below.

B an approximation to  the H essian m atrix;

d i n i t i a l  displacem ent for  the tr a n s is to r  model problem;

f  the problem o b jec tiv e  fu n ction ;

£  the n X 1 gradient vecto r  o f  f  : 3 f 9 f 9 f
3Xi 3x^ •••  3x„.

3^£
H the n x n  H essian m atrix o f  f  defined  by H. . =i j  3x^3Xj '



IV

I the n x n  u n it m atrix;

i , j , k , r  general in teg er  v a r ia b le s ;

3s.
J the m xn Jacobi an m atrix o f  s defin ed  by J . . = ;

-  1]

m the number o f  sim ultaneous equations or component fu n ctio n s in

a sum o f  squares problem;

n the number o f  unknown v a r ia b le s ;

p the i te r a t io n  number except fo r  Chapter V where i t  i s  the complex
frequency v a r ia b le ;

q norm ally an eva lu a tion  number w ith in  an ite r a t io n ;

S an approximation to  the in verse  Hessian m atrix;

^  the m X 1 vecto r  o f  component fu n ction s in  a sum o f  squares

problem;

X the n X 1 vecto r  o f  o p tim isa tio n  v a r ia b les;

an n X 1 vector  displacem ent o f  x ;

0 the o b jec tiv e  fu nction  o f  the sub-problem in  the second d er iv a tiv e

sum o f  squares algorithm s;

X,y sca la r  search parameters;

£  the m X 1 vector  o f  component fu n ction s in  the sum o f  squares

sub-problem o f  the second d e r iv a tiv e  algorithm s;

0 the zero v ecto r  (p ith er  m x 1 or n x 1) .
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CHAPTER I 

INTRODUCTION

One o f  the consequences o f  the development o f  e le c tr o n ic  computers 

has been the growth o f  numerical op tim isa tion  theory and i t s  a p p lica tio n  

to  a wide v a r ie ty  o f  problems in  many d is c ip l in e s .  The o b jec tiv e  in  

a l l  such problems i s  to  determine the optim al va lu es o f  a s e t  o f  

v a r ia b les  by m inim ising (or maximising) a fu nction  o f  those v a r ia b le s .

The fu n ction  to  be optim ised , which i s  termed the o b jec tiv e  fu n ctio n , 

may have some d ir e c t  s ig n if ic a n c e . For example, in  an engineering  

environment the o b jec tiv e  fu n ction  might rep resen t the w eigh t, the 

strength  or the c o st  o f  some component or s tru c tu re . A lte r n a tiv e ly  

the o b jec tiv e  fu nction  might be a r t i f i c i a l l y  constructed  to  r e f l e c t  an 

optimal s ta te  a t i t s  maximum or minimum v a lu e . I f  i t  i s  d e s ired , for  

example, to  f i t  a mathematical model to  numerical data , a su ita b le  choice  

might be the sum o f  the squares o f  the d iffe re n c e s  between the numerical 

data and the corresponding values pred icted  by the model. In h.is book 

on n o n -lin ear  parameter e stim a tio n , Bard (J.) l i s t s  a number o f  a p p lica tio n  

areas, from nuclear p h ysics to  the design  o f  a r t i f i c i a l  lim bs, in  which 

examples o f  th is  type occur. The data may be obtained from experim ental 

ob serva tion s, or derived  from con sid eration  o f  the d esira b le  p ro p erties  

o f the device being m odelled.

The book ed ited  by A v r ie l, R ijckaert and Wilde (J2) contains  

op tim isation  problems from various branches o f  engineering: chem ical, 

e le c t r ic a l ,  c i v i l  and m echanical. One a p p lica tio n  included (C utteridge

(3)) i s  the use o f  op tim isa tion  in  e le c t r ic a l  network d esign . Under the 

d ir e c tio n  o f  Dr. O.P.D. C utterid ge, e le c t r ic a l  network sy n th es is  has been 

a research area a t the U n iv ersity  o f  L e ice ster  for  a number o f  y ea rs , 

ea r ly  work being based on networks o f  f ix ed  topology ( e . g .  C utteridge

( 4 ) ) ,  and more recen t developments a llow ing the ev o lu tio n  o f  a network 

from a b a s ic  stru ctu re  (C utteridge (5 ) ,  C utteridge and Di Mambro (.6)).



This a p p lica tio n  i s  o f  the m o d e l- f it t in g  v a r ie ty  where i t  i s  d esired  to  

match parameters to  values obtained from design  co n sid era tio n s . The 

methods developed r e ly  h ea v ily  on op tim isa tion  techniques to  attem pt to  

s o lv e , at various s ta g e s , a s e t  o f  h ig h ly  n o n -lin ea r  sim ultaneous 

eq u ation s. Experience has shown th at the op tim isa tion  techniques which 

are most su c ce ssfu l are com binations o f  two b a s ic  algorithm s (C utteridge  

( 7 ) , ( 8 ) ) ,  chosen for th e ir  complementary p r o p e r tie s . The one norm ally  

used for  obta in in g  f in a l  convergence i s  based on the Gauss-Newton method, 

which uses f i r s t  p a r t ia l d e r iv a tiv e s  o f  the in d iv id u a l fu n ction s forming 

the s e t  o f  sim ultaneous eq u ation s. A second algorithm  i s  necessary  

because the Gauss-Newton method w i l l  not converge i f  the i n i t i a l  estim ate  

o f the so lu tio n  i s  too in accu rate .

I t  was a g a in st th is  background th at the p resen t research  was undertaken. 

The main qu estion  to  be considered was whether any b e n e f it  could be obtained  

from the use o f  second p a r t ia l  d e r iv a tiv e s  o f  the component fu n c tio n s . 

Although there e x i s t  algorithm s which make use o f  the second p a r t ia l  

d er iv a tiv e s  o f  the o b jec tiv e  fu n ctio n , to  the author’s knowledge th ere has 

been no published algorithm  fo r  the so lu tio n  o f  n on -lin ear  sim ultaneous 

equations which makes use o f  the second d e r iv a tiv e s  o f  the component 

fu n ctio n s . Although the former type o f  method can be app lied  to  such 

problems, there i s  evidence to  su ggest they are not as e f f e c t iv e  as the 

custom -designed methods.

Based on con sid eration  o f  the next term in  the Taylor s e r ie s  expansion  

beyond those terms used by the Gauss-Newton method, sev era l new algorithm s  

were developed and assessed  on t r i a l  problems. The most d i f f i c u l t  

problems were taken from the e le c t r ic a l  network design  a p p lic a tio n , although  

severa l more sim ple problems from various sources were used during the  

research to  v e r ify  hypotheses and to  check programming. The algorithm s  

were not w ritten  in  any way which would bind them to  a p a r tic u la r  

a p p lica tio n  but could be app lied  to  any s e t  o f  sim ultaneous eq u ation s, or



indeed to  the more general m inim isation o f  a sum o f  squares, provided th at 

the second d e r iv a tiv e s  o f  the component fu n ction s are a v a ila b le . Thus 

the scope o f  the work i s  m u lt i-d isc ip lin a r y .

1.1.  T hesis layout

Chapter II g iv es  the d er iv a tio n  o f  the b a s ic  equations fo r  a s e le c t io n  

o f  op tim isa tion  methods. A complete survey o f  a l l  methods was beyond the 

scope o f  th is  th e s is  so the content has been r e s tr ic te d  to  those methods 

which make use o f  f i r s t  or h igher order d e r iv a tiv e s  or which approximate 

d er iv a tiv e s  by a numerical method u sin g  fu n ction  values on ly . Even w ith  

th is  r e s tr ic t io n  the content o f  Chapter II does not pretend to  be complete; 

however a l l  algorithm s used in  th is  research  and those c lo s e ly  r e la te d ,  

are inclu ded . Chapter II a lso  con ta in s a d escr ip tio n  o f  some fa c to rs  

which in flu en ce  the choice o f  an algorithm , and p resen ts some c o n f l ic t in g  

views on th ese t o p ic s .

Chapter III  p resen ts some b a s ic  numerical r e s u lt s  using  th ree o f  the 

algorithm s p rev io u sly  d escribed . I t  aims to  c la r i f y  some o f  the po in ts  

o f the previous chapter and i l lu s t r a t e s  the e f f e c t  o f  using  the same b a sic  

algorithm  w ith  d if fe r e n t  im plem entation d e t a i l s .  The r e s u lt s  a lso  

demonstrate the su p e r io r ity  o f  a sum o f  squares algorithm  over a general 

fu nction  m inim isation algorithm  in  the type o f  problem considered .

Chapter IV d escr ib es the development o f  second d e r iv a tiv e  sum o f  

squares methods and g ives the r e s u lt s  o f  various t r ia l s  which were 

conducted during th a t development on a tr a n s is to r  m odelling problem. In 

Chapter V, the f in a l  methods were fu rth er te s te d  on problems taken from 

the f i e ld  o f  c ir c u it  d esign . The r e s u lt s  o f  th ese  two chapters show th at 

the second d er iv a tiv e  method i s  more powerful than i t s  f i r s t  d er iv a tiv e  

counterpart in  th at fewer ite r a t io n s  were required when convergence to  the 

same so lu tio n  occurred and th at the former method was able to  converge to  

a so lu tio n  from le s s  accurate e s t im a te s . In ad d ition  an example i s  given



to  demonstrate th a t the ex tra  range o f  convergence observed cannot 

n e c e ssa r ily  be obtained by use o f  a general fu n ction  m inim isation method.

Chapter VI examines some p o ss ib le  ex ten sion s to  the new algorithm s 

in clu d in g  the use o f  a lte r n a tiv e  b a s ic  equations contain ing h igh er  

d e r iv a t iv e s .

1 .2 .  Computing f a c i l i t i e s  used

During the period  o f  research  (1972-1978), sev era l computers have 

been used. I n i t ia l  in v e s t ig a t io n s  were carried  out on the U n iv ersity  

o f  L e ic e s te r 's  IC L -E llio tt 4130 but by far  the major part o f  the work was 

done on the Rutherford Laboratory ICL 1906A using the George IV operating  

system . Main access to  the machine was v ia  a MOP te le ty p e  term inal used 

for  o n -lin e  e d it in g  and job subm ission, and a GEC 2050 remote job entry (RJE) 

s ta t io n  which was used to rece iv e  l in e  p r in ter  output. The te le ty p e  and 

RJE s ta t io n  were s i t e d  at the U n iv ersity  o f  L e ice ster  and were connected  

to  the mainframe v ia  a Post O ffice  T a r iff  'T' l in e .  Follow ing the  

closu re o f  the ICL 1906A a t the Rutherford Laboratory and during 

periods when access v ia  the above f a c i l i t y  was not a v a ila b le , use was made 

o f  the ICL 1906A at the U n iversity  o f  Nottingham.

A ll programs conta in ing  op tim isa tion  algorithm s were w r itten  in  A lgol 

60 to  run in  f u l ly  autom atic batch mode. Use was made o f  the Numerical 

Algorithms Group (NAG) lib ra ry  o f  procedures fo r  softw are fo r  m atrix  

in version  and fo r  the p ro v is io n  o f  a v a r ia b le  m etric algorithm .

Figures 4 .3  to  4 .5  were produced on the Rutherford Laboratory I II  FR80 

m icrofilm  recorder. Flow charts were produced on the computer aided  

design research group's con figu ration  at L e ic e s te r , using the in te r a c t iv e  

graphical program FLOW ( 9) .



1.3 N otation

The author would lik e  to  draw the read er 's  a tten tio n  to  the g lo ssa ry  

o f  symbols s itu a te d  a t the beginn ing o f  th is  th e s is  and to  add some 

remarks. A su p erscr ip t c o n s is t in g  o f  an in teg e r  exp ression  en closed  by 

parentheses in d ic a te s  eva lu ation  o f  the v a r ia b le  a t th at i t e r a t io n ,  

e . g .  means the value o f  DC at the (p + l)th  i t e r a t io n . These

su p erscr ip ts  may be attached to  s c a la r s , v ectors or m atrices but are 

sometimes om itted when no confusion  can occur. S im ila r ly , the independent 

v a r ia b les  o f  c er ta in  fu n ction s may a lso  be om itted . Thus ) may be

w ritten  or merely £  .



CHAPTER II  

DERIVATIVE-RELATED OPTIMISATION METHODS

The o b jec tiv e  o f  th is  chapter i s  to  p resen t some o f  the methods which 

are app lied  to  op tim isa tion  problems and to  d iscu ss  some o f  the fa c to rs  

which in flu en ce  the choice and im plementation o f  an algorithm . In p a r t i­

cu la r , methods for  lo c a l unconstrained op tim isa tion  are considered .

Follow ing some b a s ic  d e f in it io n s  and a short se c t io n  to  show the  

relevance o f  the su b ject m atter, the b a s ic  equations and th e ir  d er iv a tio n  

for a number o f  op tim isa tion  methods are g iven . The methods are c a te ­

gorised  according to  whether they were designed for  general fu n ction  

op tim isa tion  or fo r  sum o f  squares o p tim isa tio n . They are fu rth er  sub­

d iv ided  according to  the order o f  a n a ly t ic a l d e r iv a tiv e s  req u ired .

There i s  an enormous number o f  such methods and a comprehensive survey  

was beyond the scope o f  th is  t h e s i s .  The methods s e le c te d  for  mention are 

those th a t have some bearing on the main research  theme, i . e .  th ose methods 

which make use o f  a n a ly t ic a l d e r iv a tiv e s  or which attempt to  approximate 

d e r iv a tiv e s  using fu n ction  values on ly . Even w ith  th is  r e s t r ic t io n  the 

content i s  incom plete. However a l l  methods which were used in  th is  

research p lu s those c lo s e ly  r e la ted  are inclu d ed . Various p u b lic a tio n s  

can be con su lted  fo r  more ex ten siv e  su rveys, e . g .  Kowalik and Osborne CIO), 

Powell (11)» (12) ,  Murray (13) and L i l l  (1 4 ) .

I t  i s  apparent, and perhaps unavoidable considering  the amount o f  

lit e r a tu r e  on the su b jec t, th a t some algorithm s are adorned with, m u ltip le  

names and worse s t i l l ,  o cca s io n a lly  the same name i s  used fo r  sev era l 

d if fe r e n t  a lgorithm s. This i s  e s p e c ia l ly  true o f  methods a sso c ia te d  w itb  

Newton. In naming th ese  methods h ere , where the d e f in it iv e  referen ce  

has been unobtainable, the author has attempted to  be c o n s is te n t  w ith the 

m ajority o f  workers in  the f i e ld .



2.1 .  B asic d e f in it io n s

The gen era l, gtobaZ  o p tim isa tion  problem may be regarded as the 

problem o f  fin d in g  the minimum value o f  a rea l fu n c tio n , the pcnaùù/ or 

obj2.ctivQ, iim c tco n , defin ed  by one or more v a r ia b le s . There i s  no lo s s  

o f  g e n e r a lity  here s in ce  the problem o f  fin d in g  the maximum value o f  a 

fu n ction  i s  merely the eq u iva len t o f  m inim ising i t s  n e g a tiv e . I t  i s  

assumed th a t the v a r ia b les  are rea l and continuous over the reg ion  o f  

in t e r e s t .  This i s  in  con trast to  the d isc r e te  o p tim isa tion  problem o f  

in te g r a l v a r ia b le s .

Suppose there are n v a r ia b le s  represented  by the vector

X = (x^ X2 . .  .x^)^

and f  i s  the o b jec tiv e  fu n ction  defin ed  fo r  a l l  x. w ith in  th e region  

o f  in t e r e s t  R .
*

A g lo b a l minimum i s  defin ed  to  be any vector  x w ith in  R which 

s a t i s f i e s

f(x * ) $ f(x )  for  a l l  X w ith in  R

I t  i s  th erefo re  p o ss ib le  to  have more than one g lob a l minimum.

A to c jd t minimum i s  d efin ed  to  be any vector  x* w ith in  R which s a t i s f i e s

f(x * )  ̂ f (x )  for  a l l  X w ith in  R* (.2.1)

where R* i s  a neighbourhood o f  x* w ith in  R . I f  there i s  s t r i c t  

in e q u a lity  in  Equation ( 2 . 1 ) ,  the minimum i s  sometimes c a lle d  a phjopQJi 

lo c a l minimum (Xowalik and Osborne (.10)) or a lo ca l minimum (Murray

(15) ) .  I t  i s  p o ss ib le  to  have sev era l lo c a l minima u n less  the o b jec tiv e

fu n ction  i s  convex over R , in  which case there i s  only  one lo c a l  minimum 

which i s  a lso  a g lobal minimum.



I f  the components o f  x are perm itted to  take any rea l v a lu e , i . e .  

i f  R i s  eq u iva len t to  n-dim ensional r ea l space , the problem i s  one 

o f unaoyUtHjOilnzd op tim isa tio n . In p r a c tic a l problems, there i s  o ften  a 

r e s tr ic t io n  on the p o ss ib le  va lu es o f  component x 's  , in  which case the 

problem i s  con6tAcuinzd, In th e ir jreview o f  g lob a l op tim isa tion  methods, 

Dixon, Gomulka and Szego (16) p o in t out th a t use o f  a d ig i t a l  computer 

au tom atica lly  p la ces  upper and lower bounds on the v a r ia b le  values and 

th e ir  d e f in it io n  o f  an unconstrained problem i s  modifed accord in gly .

However, th is  author would l ik e  to  d is t in g u ish  between the problem and the 

method o f  s o lu t io n , b e lie v in g  th a t the d e f in it io n  o f  Dixon e t  a l .  i s  

appropriate to  the la t t e r .

2 .2 .  Relevance o f  lo c a l unconstrained op tim isa tion

Since the advent o f  the d ig i t a l  computer much a tte n tio n  has been devoted  

to  methods fo r  so lv in g  the lo c a l unconstrained m inim isation problem.

The techniques developed have a p p lica tio n  ou tsid e  th e ir  apparently lim ited  

area and continue to have a major r o le  to  p lay  in  both constrained and g lobal 

o p tim isa tion  s tu d ie s .

In 1966, Box (17) gave a number o f  transform ations which could be 

applied  to  m inim isation v a r ia b les  thus g iv in g  the means o f  resp ec ify in g  

c er ta in  constrained  problems so th a t they may be trea ted  as unconstrained. 

Furthermore, c er ta in  more complex co n stra in ts  can be e f f e c t iv e ly  imposed 

by su ita b le  d e f in it io n  o f  the o b jec tiv e  fu n ction  to  which an op tim isation  

method fo r  unconstrained problems i s  ap p lied . Lootsma (18) has reviewed  

such approaches.

Several algorithm s fo r  fin d in g  g lobal minima require lo c a l op tim isation  

methods, in clu d in g  the c la s s  o f  methods known as the m u ltis ta r t algorithm  

which i s  the most w idely  used g lob a l op tim isa tion  technique at the moment. 

This algorithm  has been sp e c if ie d  by Dixon (19) as fo llo w s .



Step 1: s e le c t  x. random;

Step 2: s ta r t  a lo c a l m inim isation algorithm  from x w ith  a

gradient term ination c r ite r io n ;

Step 3: t e s t  whether the f in a l  p o in t i s  probably the g lob a l minimum 

and i f  so s to p , otherw ise return to  Step 1.

Some examples o f  other g lobal o p tim isa tion  techniques which are not

m u ltis ta r t  algorithm s but n ev erth e less  e ith e r  req u ire , or are able to  make 

use o f ,  a lo c a l m inim isation procedure are the method o f  T reccan i, Trabattoni 

and Szegb, Evtushenko's method and T om 's c lu s te r in g  algorithm . The f i r s t  

two methods are described by Dixon e t  a l .  (16) and some experience w ith the  

use o f  T om 's method has been described by Gomulka (20) .

2 .3 .  Some methods fo r  m inim ising a general fu n ction

Local m inim isation o f  a fu nction  o f  unconstrained v a r ia b le s , where no 

sp e c ia l assumptions o f  the form o f  the fu nction  are made, i s  attem pted by 

applying an algorithm  which req u ires the eva lu ation  o f  the fu n ction  fo r  

prescribed  va lu es o f  the v a r ia b le s . In a d d itio n , th e algorithm  may require  

the f i r s t  or second p a r t ia l  d e r iv a tiv e s  o f  the fu n ction  w ith  resp ec t to  the  

v a r ia b le s . The m ajority  o f  such methods require a s in g le  i n i t i a l  estim ate  

x^°^ o f  a minimum and from the supplied  inform ation constru ct a sequence 

o f  p o in ts  ( in  n-dim ensional space) x^^  ̂ , . . .  which h o p efu lly  converge

to  a minimum x.* . A notable exception  to th is  general approach i s  Nelder 

and Mead's sim plex algorithm  (21) which req u ires (n^l) i n i t i a l  p o in ts .

The s im p lest fu nction  th a t can have an unconstrained minimum i s  a 

p o s it iv e  d e f in it e  quadratic fu nction:

T 1 Tu(x) = a + b x + ^ x A x

where A i s  a p o s it iv e  d e f in it iv e  symmetric m atrix.
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An i t e r a t iv e  process fo r  which there e x i s t s  an in teg er  r  such th a t  

from any p o in t 21̂ °̂  i t  i s  known th at the minimum o f u(x) w i l l  be 

obtained in  at most r  step s i s  sa id  to  p o ssess  qiJuaxiHjoutiz teAm^ncutcon,

An algorithm  i s  sa id  to  p o ssess  r  6 tz p  6ZCond oAdzA convZAgzncz i f  

there e x is t s  a . and a such th a t

||^ (p + r)_ ^ *  ]]  ̂ < a (|1 x^P^-x*!!^}^ fo r  a l l  p > p^.

Most commonly used algorithm s p o ssess  quadratic term in ation , w hile i t  

i s  necessary  to  r e s t r ic t  the o b jec tiv e  fu n ction  in  order to  prove second 

order convergence fo r  any algorithm  (Dixon (J22}‘) ,

2 . 3 . 1 .  Algorithms usin g  second d e r iv a tiv e s

I t  i s  appropriate to  describe f i r s t  one o f  the o ld e s t  op tim isa tion  

tech n iq u es, the Newton-Raphson method, which had i t s  foundations in  the  

seventeenth  century. I t  s t i l l  has relevance today because i t  e x h ib its  

good term inal convergence p r o p e r tie s . The method req u ires the

eva lu a tion  o f  second d e r iv a tiv e s  o f  the o b jec tiv e  fu n ction  and i s  based  

upon the Taylor s e r ie s  expansion:

f (x  + ^  = f (x )  + ^ £ ( x )  +

where £  i s  the gradient v ecto r  o f  f  .

Ignoring h igher order term s, d if fe r e n t ia t in g , and equating the f i r s t  

d e r iv a tiv e s  to  zero, a necessary  con d ition  fo r  a lo c a l minimum:

0 = £  + (2 .2 1

where H i s  the H essian m atrix o f  second p a r t ia l  d e r iv a tiv e s  o f  f  .

Providing H i s  n on -sin gu lar , the Newton-Raphson it e r a t io n  i s  defin ed

by:

,C p * i) .  + { ( P )  .  ^Cp) .  . C2 . 3)
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C learly  th is  algorithm  m inim ises the quadratic fu nction  u(jc) in  one 

i t e r a t io n . However, on a general fu n ction  the algorithm  may not 

converge and as i s  apparent from observing th at Equation (2.2)  i s  derived  

from the con d ition  fo r  a s ta tio n a ry  p o in t on ly , the sequence d efin ed  by 

Equation (2,3)  may converge to  a non-minimum p o in t.

For

th ese  reason s, i t  i s  common p r a c tic e  to  tr e a t  -H~^£ as a search  

d ir e c tio n  on ly , so th at Equation (2 .3)  i s  red efined:

^Cp-1)  ̂ ^(P) _ /p )H (p )- l^ C p ) (^ .41

where the sca la r  may be chosen merely to  ensure a decrease in  the

o b jec tiv e  fu nction  or to  lo ca te  the minimum o f  <j>(X) = f(x^^^ -  XĤ ^̂  

to  a cer ta in  accuracy.

Equations (2.3)  and (2.4)  cannot be used i f  Ĥ ^̂  i s  s in g u la r . One

p o ss ib le  remedy, described by Murray (23) ,  i s  a m od ifica tion  o f  Equation 

(2.3)  on the l in e s  o f  the Marquardt-Levenberg method which was o r ig in a l ly  

intended fo r  the m inim isation o f  a sum o f  squares and i s  described  in  

S ection  2 . 4 . 1 .  When applied  to  a general fu n ctio n , the method becomes:

= ^(P) .  (2 .5 )

where Q̂ P̂  i s  some sp e c if ie d  m atrix and X̂ P̂  i s  a sca la r  chosen so th at  

(Ĥ P̂  + X^P^Q^P )̂ i s  p o s it iv e  d e f in it e  and f(3c^P^^^) < f(3C^P )̂ . One 

p o ss ib le  choice for  Q̂ P̂  i s  the u n it  m atrix I .

This approach, in clu d in g  a s im ila r  choice fo r  Q̂ P̂  , has been used  

by C utteridge (8) who d erives h is  b a s ic  equation from exten sion  o f  the  

s te e p e s t  descent method (see  next sec tio n ) to  include second d e r iv a t iv e s .  

From the equation:

' i  93% }  0 =1 , 2 , . . . . n)  C2 . 6 )
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which in  vector-m atrix; form becomes

^  = - y (^  + H£)

we have

In the form o f  Equation (2.5)  th is  becomes:

^ (P -I )  = ^CP) .  („(P) .  x ( P ) i ) - l g ( p )  C2.7)

which i s  merely Equation (2.5)  w ith = - I .

Equation (2.7)  forms the b a s is  o f  C u tter id ge's  grad ien t-d escent method, 

further d e ta i l s  o f  which are given la te r .

Other a lte r n a t iv e s  to  Equation ( 2 . 3 ) ,  which s t i l l  r e ta in  the use o f  

second d e r iv a t iv e s , have been proposed by Greenstadt (24) ,  and by Fiacco  

and McCormick (25) .

2 . 3 . 2 .  Algorithms using  f i r s t  d e r iv a tiv e s

Mention has already been made o f  the s te e p e s t  descent method which i s  

another o ld  method having been devised  by Cauchy (26) in  1847. I t  

req u ires the gradient vecto r  ^  o f  f i r s t  d e r iv a tiv e s  o f  the o b jec tiv e  

function  and d e fin es  a sequence o f  p o in ts  by

Cp)where X  ̂ i s  chosen to  minimise the fu n ction  o f  one v a r ia b le  

<|)(X) = f  (x^P  ̂ - X£^P^) . The algorithm  does not p o ssess  quadratic term ina­

tio n  and i t  i s  g en era lly  accepted th a t in  i t s  b a s ic  form the method i s  

u n su itab le  for  p r a c tic a l problems as convergence i s  o ften  in to le r a b ly  slow.
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Of more lise in  a p r a c tic a l s itu a t io n  i s  the c la s s  o f  f i r s t  d e r iv a tiv e  

methods comprising the conjugate gradient a lgorithm s, where the sequence 

o f p o in ts  i s  defined  by:

x(p + l) ,  %(p) _ ^(p)yCp+l)
( 2 . 8)

where X̂ P̂  i s  the u n iv a ria te  search parameter and or^ generates  

d if fe r e n t  members o f  the c la s s .

On a quadratic fu n ctio n , the f i r s t  n d ir e c t io n s  ^  are m utually  

conjugate w ithjrespect to  the H essian m atrix, and th erefore  i f  i s

chosen to  minimise (J>(X) = f(£^P^- X^^P^^^), the minimum o f  the quadratic  

function  w i l l  be lo ca ted  in  at most n i t e r a t io n s .

The most w e ll known algorithm  o f  th is  c la s s  i s  by F letch er  and Reeves 

(27) ,  who in  1964 defin ed  the parameter o f  Equations (2.8)  as fo llo w s:

0 fo r  p = 0 , n + 1, 2 (n+l ) ,  . . .

aCp)= J  gCp)T (p)
1  & 

gCp-i>^Cp-i)
o th erw ise .

(d )I f  the su b s titu tio n  a ^ ------ i s  made in  Equations (2.8)

then we have :

^(p+1) = ^(p) _ xCP^^(P) + vCP)^(P-i)

where ^^P  ̂ = - jĉ P̂  .

D efin ing the va lu es o f  X ^P\ v^P  ̂ to  be those th at minimise (|)(A,v) = 

f(3Ĉ P̂  - X̂ P̂̂  + v&̂ P ^ )̂ y ie ld s  the memory gradient method o f  M iele 

and C antrell (28) .  The in trod u ction  o f  a tw o-dim ensional search
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represented  a departure from the normal trend in  algorithm  design  

which was fu rth er extended by Cragg and Levy (29) ,  who included a 

k-dim ensional search with k 2  n in  th e ir  supermemory gradient method.

An ite r a t io n  o f  th is  method i s  defin ed  by:

3,Cp*i) ,  x ( p )  .  x ( P ) g ( P )  / “ [ ^ ’ ’' \ C p . i ) j C p - i )  _

i= l

A fu rth er  important c la s s  o f  methods and one which has a ttra c ted  a 

great deal o f  a tten tio n  in  recen t y ea rs , i s  formed by th ose  algorithm s 

which attempt to  approximate Equation (2.4)  by the use o f  f i r s t  

d e r iv a tiv e s  on ly . These algorithm s are ch aracter ised  by the fo llo w in g  

formulae :

^(p+ i) .  / p )  .  ^ (p )g(p i^ (p)

g C p * ! )  .  g ( p )  +

j Cp ) .  ^(p+1) .  ^Cp)where
( 2 .9 )

• jjCp) ,  ^(p+i) .  ^(p)

and F i s  a m atrix fu nction  fo r  updating S , an appraximation to  the  

in verse  H essian.

An i n i t i a l  value o f  S must be provided in  ad d ition  to  x. °̂^

The general term fo r  such algorithm s i s  v a r ia b le  m etr ic , but i f  

i s  a p o s it iv e  d e f in ite  m atrix , and the condition:

g(p+ i)^ (p ) .  i^Cpl

i s  observed, the algorithm  may be c la s s i f i e d  as quasi-Newton. The 

d er iv a tio n  o f  th is  con d ition  i s  from observing th a t fo r  a quadratic  

fu nction  ;

jC p ) .  .
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The f i r s t  version  of. Equation (2.9)  was proposed in  1959 by Davidon (3 0 ), 

who defined:

ShhJ S
F (S ,£ ,h ) = ----------------- - . (2.10)

i \  17 Sh

Four years la te r ,  Davidon's algorithm  was rev ised  by F letch er  and Powell 

(31) and in  th is  form proved to  be one o f  the b est f i r s t  d e r iv a tiv e  

algorithm s o f  the decade. In 1967, Broyden (32) suggested  a fam ily  o f  

formulae :

S hh"  ̂S
F(S ,^ ,h) = ----------------------- + a y  y^ (2.11)

^ h  hT Sh

where
S h ^

X .^ 5 ,£ ,h )  = --------- ---------------

S h  ^ h

and a i s  a sca la r  which, generates the fam ily .

C learly  the Davidon formula corresponds to  a = 0 . Dixon (^3) has 

shown th a t for  a general fu nction  the sequence o f  p o in ts  generated by 

Equations (2.9)  and (2 .11) i s  independent o f  a. given p e r fe c t u n iv a r ia te  

m inim isation o f  #(X) = f(x^P^ - XS^P^^^P^) at each s ta g e .

A whole h ost o f  formulae have been proposed, but in  1970 Huang (34)

showed th at almost a l l  o f  them could be generated from:

F(S,6,h)  =
p5 z'̂  Shy"^

zj h y^h

where y ( S ,^ ,y  = + B S h

and £ (S ,^ ,h ) = + n Sh .

Here there are three independent param eters, p and the r a t io s  a :g ,  ç:ri
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In a d d itio n , S may be asymmetric. This fam ily in clu d es Broyden's

c la s s ,  which i s  obtained by s e t t in g  p to  1 and r e s tr ic t in g  other  

constants to  keep S symmetric, lea v in g  one free  param eter..

The in c lu s io n  o f  a k-dim ensional search from con sid eration  o f  

d ir e c t io n s  given by previous i t e r a t io n s  to  form supermemory varian ts  

o f  quasi-Newton a lgorithm s, and indeed other methods, has been examined 

by Wolfe and Viazminsky (35) .

Of the various quasi-Newton formulae proposed, one th a t i s  gaining  

acceptance i s  the complementary D avidon-Fletcher-Pow ell formula, 

obtained by w ritin g :

a = hj S

in  Equation ( 2 . 1 1 ) .  The name i s  derived  from the fa c t  th a t th is  m atrix  

updating formula i s  eq u iva len t to :

* h(p)'^ ;(P ) " gfP) «(P)

where B i s  an approximation to  the H essian i t s e l f .  Note th a t the  

formula given by Equation (2.12) i s  eq u iva len t to  the Davidon formula 

w ith S, h and ^  rep laced  by B, ^  and h r e s p e c t iv e ly . This formula 

was proposed by F letch er  (36) and in  h is  computer algorithm  was app lied  

in  the H-update form.

However, in  1972 Gi l l  and Murray (37) proposed th a t quasi-Newton 

methods should be implemented in  the form o f  Equation (2.12)  by using a 

tr ia n g u la r  fa c to r is a t io n  o f  an approximation to  the H essian , thereby  

reducing the adverse e f f e c t s  o f  rounding error and enabling advantage to  

be taken o f  a sparse H essian m atrix. D e ta ils  o f  computer programs and 

r e s u lt s  obtained using th is  method appear in  a report by G i l l ,  Murray and 

P i t f i e ld  (38) .  Algorithms based on those w r itten  by Gi l l  e t  a l. u sing  

Equation (2.12) have now replaced  the D avidon-Fletcher-Pow ell a lgorithm s.

in  the NAG lib ra ry .
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2 . 3 . 3 .  Algorithms u sin g  fu n ction  values only

The design  o f  a m inim isation algorithm  which does not require  

d er iv a tiv e  inform ation e x p l i c i t ly  has a ttra c ted  the a tte n tio n  o f  many 

researchers and consequently there are a number o f  algorithm s o f  th is  

typ e. These w i l l  not be reviewed h ere , but i t  i s  appropriate to  mention 

two algorithm s based on a s im ila r  approach. Given th a t an exp ression  

fo r  the eva lu ation  o f  the o b jec tiv e  fu n ction  i s  a v a ila b le , i t  i s  always 

p o ss ib le  to  c a lc u la te  d e r iv a tiv e s  num erically  and apply one o f  the 

algorithm s o f  the previous s e c t io n . A more formal procedure was 

e sta b lish e d  by Stewart (39) ,  who based h is  method on the Davidon v a r ia b le  

m etric algorithm  (Equations (.2.9) and (2 .10) )  and prescribed  when the  

c a lc u la tio n  o f  d e r iv a tiv e s  should use the cen tra l d ifferen ce  formula as 

opposed to  the quicker but le s s  accurate forward d iffe re n c e  formula.

Gi l l  and Murray (3 7 ) , w h ils t  having reserv a tio n s  about S tew art's  choice  

o f  step  len g th , s im ila r ly  describe a s tra teg y  fo r  incorporatin g  num erical 

d e r iv a tiv e s  in  th e ir  va r ia b le  m etric procedure.

2 . 4 .  Some methods fo r  m inim ising a sum o f  squares

Some methods designed s p e c i f ic a l ly  fo r  the lo c a l m in im isation  o f  a 

fu nction  comprising a sum o f  squares o f  component fu n ction s o f  unconstrained  

v a r ia b les  w i l l  now be considered . Assuming th ere are m component 

fu n c tio n s , the o b jec tiv e  function  may be defin ed  by :

m 2
f (x)  = I { s . ( x ) }  . (2.13)

i=l

In ad d ition  to  the values o f  the o b jec tiv e  fu n ction  and i t s  d e r iv a t iv e s ,  

there are now a v a ila b le  values o f  the component fu n ction s s^ (a) and 

th e ir  d e r iv a t iv e s .
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The m inim isation o f  f(x )  in  Equation (2 .13) i s  c lo s e ly  r e la te d  to  

the so lu tio n  o f  a s e t  o f  a sim ultaneous equations:

^(x) = ( s i (x )  S2 (x) . . .  s^(x))^  = 2

where the value o f  the o b jec tiv e  fu nction  a t any sta g e  i s  equal to  the sum

o f the squares o f  the r es id u a ls  o f  the sim ultaneous eq u ation s. However,
*

whereas there i s  a so lu tio n  x to  the sim ultaneous equations i f  and only

i f  f(x * ) = 0  , th is  i s  not a necessary  con d ition  fo r  x* to  be the

so lu tio n  o f  the general sum o f  squares m inim isation problem. The methods 

to  be considered are most su ita b le  fo r  the sim ultaneous equations problem, 

though th ey  may be app lied  to  the m inim isation problem even when the 

so lu tio n  does not y ie ld  a zero o b jec tiv e  fu n ctio n . I t  i s  a requirement 

th a t m  ̂ n .

The fo llow in g  two se c tio n s  d iscu ss  some methods req u iring  and not 

req u ir in g  f i r s t  d e r iv a tiv e s  o f  the component fu n ction s r e s p e c t iv e ly . As

far  as the author i s  aware, there i s  no published  algorithm  which i s

s p e c i f ic a l ly  designed fo r  sum o f  squares m inim isation and makes use o f  

second (or h igher) d e r iv a tiv e s  o f  the component fu n ctio n s .

2 .4 .1 .  Algorithms using f i r s t  d e r iv a tiv e s

Consider the Taylor s e r ie s  expansion o f  the component fu n ction s :

n 3 s .(x )
s . (x+5) = s . (x) + y -----------  6 . + . . .  ( i  = 1 , 2 , . . . ,m )  (2 .14)

j= i 3x. :

I f  h igh er order terms are ignored, th is  may be expressed in  vector-m atrix  

form:

£(x+^) = £ (x ) + J£

where J i s  the Jacobian m atrix o f  f i r s t  d e r iv a t iv e s .

Equating the right-hand sid e  to  zero, we have:
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0 = s(x ) + J5 . C2.15)

I f  m = n , and providing J i s  n o n -sin g u la r , we may w rite

- 1
6 = - J" sCx) . C2.16)

I f  however m > n , Equation (2 ,16) i s  not appropriate. The approach 

then i s  to  attempt to  fin d  the lea st-sq u a res  so lu tio n  o f  Equation (2 .15 )  

i . e .  a value o f  ^  which w i l l  minimise the r e s id u a ls  o f  Equation (2 .15)  

This i s  obtained by w ritin g

r m f n 3 s . (

[.U
n 3 s . ( x )  ^

6 .
J

= 0  k = 1 , 2 , . . .  ,n

whence
m r n 3 s .(x ) 3 s . (x) 

1 — = 0  k = l , 2 , . . . , n

which in  vector-m atrix  form g ives

J^s + J^J 6 = 0 (2 .17)

Thus i f  J J i s  n o n -sin g u la r , we have

(2 .18)

I f  m = n and J i s  n on -singu lar  then c le a r ly  th is  reduces to  

Equation ( 2 . IS ).

Equation (2 .18 ) forms the b a s is  o f  the Gauss-Newton method, which 

d efin es :

5_W .  _ ( j C p ) T j C p ) ^ - 1 j C p ) t 3 ( p )  

^Cp+1) ,  x(p)  ̂ jCp)
(2 .19 )

(P) Cp)where J  ̂ and s ^  are fu n ction s o f  x Cp)
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As in  the Newton-Raphson i t e r a t io n , i t  i s  common to  introduce a 

sca la r  X to  Equations (2 .17) so th at

XJ^s + J^J6 = 0

whence = ^Cp) _ x (P ) ( jC p ) \j ( p ) ) - l  j ( p ) t ^ C p )  _ ( 2 . 2 0 )

Provided a p o in t at which = 0_ has not been reached and

j(p )T j(p ) n on -sin gu lar, a value o f  X > 0 which w il l  reduce the o b je c tiv e

fu n ction  can be found (see  Appendix I ) ; in  th is  way divergence may be

prevented. However, there i s  s t i l l  the problem o f  s in g u la r ity  o f

j ( p ) t j ( p )   ̂ This can be avoided by the use o f  gen era lised  in verses  

(P letch er  (.40)) which are app licab le  whatever the rank o f  the Jacobian.

For appropriate ranks, th is  method y ie ld s  Equations (2 .16) or (2 ,1 9 ) .

F letch er  a lso  proposed a s im ila r  m od ifica tion  to Equation (2 ,3 )  where the  

H essian may be s in g u la r .

An a lte r n a tiv e  method for  avoiding the s in g u la r ity  problem i s  by 

su ita b ly  m odifying the m atrix to  be in v erted . The e a r l i e s t  method fo r  the  

Gauss-Newton procedure was proposed by Levenberg (41) in  1944, and la te r ,

Marquardt (42) independently proposed a s im ila r  method. The Marquardt-

Levenberg method i s  ch aracter ised  by the equation:

^Cp*l) .  ^Cp) .  ( jC p )T jC p )   ̂ % (p)q(p))-l j ( P ) t 3 ( p )  ( 2 . 2 1 )

where i s  a p o s it iv e  d e f in ite  m atrix and X̂ ^̂  i s  a sc a la r . A

common choice o f  i s  the u n it m atrix I so th at as X̂ ^̂  ->■ « the

d ir e c tio n  given i s  which, as can be seen from Equation (2 .1 3 ) ,

i s  in  the d ir e c t io n  o f  s te e p e s t  d escen t.

I t  i s  appropriate to  mention two v a r ia tio n s  on th is  theme, both o f  

which in ter p o la te  between the d ir e c t io n  o f  s te e p e s t  descent and the d ir e c t io n  

given by the Gauss-Newton p o in t when i t  e x i s t s .  One method i s  due to  Powell 

and i s  described in  the next s e c t io n , the other i s  due to  Jones (4 3 ).
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Jones proposed th at the locus o f  p o ss ib le  p o in ts  (A) in  the

Marquardt - Levenberg method be rep laced  by a sp ir a l p assin g  through the  

Gauss-Newton p o in t , through x^^  ̂ > ta n g en tia l to  the s te e p e s t  descent 

d ir e c t io n  at x.^^ . In th is  way a search o f  the p o ss ib le  new p o in ts  

could be conducted w ithout the n e c e s s ity  fo r  r e -so lv in g  Equation (2 .2 1 ) .

In the event o f  s in g u la r ity  o f  J^^^J^^^ , a Marquardt-Levenberg modi­

f ic a t io n  i s  used to  d efin e  a p o in t to  rep lace the Gauss-Newton p o in t.

2 .4 .2 .  Algorithms using fu n ction  va lu es only

Approaches s im ila r  to  th ose used fo r  the m inim isation o f  a general 

fu nction  are used in  sum o f  squares problems. In 1965, Broyden (44) 

proposed formulae for  updating the in v erse  Jacobian m atrix o f  Equation 

(2 .16) fo r  the so lu tio n  o f  n o n -lin ear  sim ultaneous equations. This approach 

i s  the counterpart o f  the v a r ia b le  m etric method, but because in  th is  case 

a m atrix o f  f i r s t  d e r iv a tiv e s  i s  rep laced  the method uses fu nction  values  

on ly . Broyden saw h is  method as being an a lte r n a tiv e  to  other techniques 

fo r  reducing the amount o f  computation which had been suggested e a r l ie r ,  

such as u sin g  a constant Jacobian fo r  a cer ta in  number o f  s te p s .

The hybrid method due to  Powell (45) , (46) uses a Jacobian update 

formula which m aintains n o n -s in g u la r ity . By use o f  the Jacobian approxi­

mation the method obtains an approximation to  the Gauss-Newton p oin t 

which i s  used d ir e c t ly  to  d efin e  providing the norm o f  the

co rrection  vecto r  i s  s u f f i c ie n t ly  sm all. I f  i t  i s  n o t, the new p o in t  

^Cp+1 ) taken from the l in e  o f  s te e p e s t  descent or the l in e  jo in in g  the 

approximate Gauss-Newton p o in t and the p red icted  minimum along the l in e  o f  

s te e p e s t  d escen t. The actu al p o in t s e le c te d  i s  dependent on the required  

norm o f  the co rrection  v ecto r .

F in a lly , the d ir e c t  use o f  d iffe re n c e  formulae fo r  f i r s t  d e r iv a tiv e s  

in  methods fo r  sum o f  squares m inim isation has been tack led  by Brown and 

Dennis (4 7 ) . They found the e x c lu s iv e  use o f  the forward d ifferen ce
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rep resen ta tion  to  be adequate.

2 .5 . R elation sh ip  between Newton-Raphson and GaUss-Newton

Although Newton-Raphson and Gauss-Newton were described  above under 

d if fe r e n t  headings, the former being a general fu n ction  m inim isation method 

and the la t t e r  a method fo r  a sum o f  squares, they are q u ite  c lo s e ly  

r e la te d . For example, i t  i s  q u ite  p o ss ib le  to  apply a sum o f  squares 

method to  a general fu n ction  m inim isation by equating exp ression s fo r  the  

f i r s t  d e r iv a tiv e s  o f  the fu n ction  to  zero , thereby crea tin g  a s e t  o f  

sim ultaneous eq uation s. I f  the Gauss-Newton method, in  the form o f  

Equation (2 .1 6 ) ,  was app lied  to  th ese  d e r iv a tiv e  eq u ation s, the method 

would be p r e c is e ly  the same as applying Newton-Raphson to  the general 

fu n ction  in  the f i r s t  p la c e .

I t  i s  a lso  p o ss ib le  to  apply a general fu n ction  m inim isation method to  

a sum o f  squares fu nction  thereby ignorin g the sp e c ia l form o f  th e fu n ctio n . 

I f  Newton-Raphson i s  app lied  th u s, the r e su lt in g  equations are not th e same 

as the Gauss-Newton eq u ation s.

W riting Equation (2 .17) in  summation form g iv e s:  

m 9s. n m. 9s. 9s.
I s sTT + I  4̂ I 3 ^ = 0  Ck = 1 . 2 , . . . . n )  . C2.22).

i= l \  j= l  ̂ i= l  j ^

From Equation (2 .13) we have:

m d ̂ . 9 ^f
s . -r—  ana -  

i= i '  '
3 f 3S. m r9s. 9s. B^s. '

. C2.23)

S u b stitu tin g  the above in  Equation (2 .2 ) g ives

9s n m /'9s. 9s. 9%s.
= 0  (k = 1 , 2 , . . .  ,n).

(2 .24)
Equations (2 .22 ) and (2 .24) d i f f e r  by the term in v o lv in g  second d e r iv a tiv e s  

and th erefo re  i t  i s  o ften  sa id  th a t the Gauss-Newton method approximates 

the second d er iv a tiv e s  o f  the o b jec tiv e  fu n ction  by:
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m 9s. 9s.
? 2 ' i  • (2 .25 )
■ i= l

However, the in feren ce th a t Gauss-Newton i s  an approximation o f  Newton- 

Raphson i s ,  in  the author's v iew , in c o r re c t. An approximate method i s  

g en era lly  taken to  mean one th a t g iv es  in fe r io r  r e s u lt s  to  th ose given by 

a more p r e c ise  method. The r e s u lt s  o f  the next chapter show th a t on 

cer ta in  problems th is  i s  not the case with Gauss-Newton and Newton-Raphson, 

and th erefore  the two methods should be considered to  be d is t in c t .

F in a lly  i t  i s  appropriate to  mention th at s in ce  the Marquardt-Levenberg 

methods are based on the two Newton methods, the r e la t io n sh ip  (2 .25 )  

a lso  e x is t s  between the general fu n ction  version  and the sum o f  squares 

v ersion  ( c f .  Equations (2 .5 ) and ( 2 .2 1 ) ) .

2 .6 . D esirable p ro p erties  o f  an op tim isa tion  method

Before a sse ss in g  the s u i t a b i l i t y  o f  an op tim isation  method fo r  a 

p a r tic u la r  problem or range o f  problem s, i t  i s  necessary  to  con sid er  the  

d esira b le  p ro p erties  o f  the method in  a p r a c tic a l rather than m athematical 

sen se . This qu estion  has been considered by Himmelblau (4 8 ) , who has 

presented  one o f  the most ex ten siv e  comparisons o f  op tim isation  algorithm s 

fo r  m inim ising a general fu n ction ; 15 problems were used to  compare a 

to t a l  o f  26 im plem entations from 15 b a s ic  a lgorithm s. Himmelblau 

s ta te s  th a t i t  i s  g en era lly  accepted th at an a lgorith m 's rob u stn ess, i . e .  

i t s  a b i l i t y  to  so lv e  a range o f  problem s, i s  the primary c r ite r io n  to  be 

used in  the assessm ent o f  a general purpose algorithm .

This should be the ca se , yet i t  would appear from published  m ateria l 

th at a comparison o f  su c ce ssfu l performance on r e la t iv e ly  sim ple problems 

i s  given far  more em phasis. Furthermore, such comparisons o ften  do not 

give the computer time taken to  term ination , though in  defence o f  th is  

i t  must be sa id  th at the actual cen tra l processor tim e used by a program 

cannot be rea d ily  ca lcu la ted  on many machines, something th at was recog-
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n ised  by Lootsma (49) in  1972 and i s  s t i l l  apparent today (^ee S ection  4 .7 ) .

In p r a c t ic a l s itu a t io n s  the concern i s  only th at type o f  problem  

cu rren tly  being posed. I t  i s  th ere fo re  the a b i l i t y  o f  the algorithm  to  

so lv e  a r e s tr ic te d  range o f  problems th a t i s  o f  primary importance rath er  

than i t s  s u i t a b i l i t y  to  the general purpose r o le .  U nfortunately  

p r a c t ic a l engineering  problem s, such as those described la t e r ,  are g en era lly  

more d i f f i c u l t  than those problems used in  published assessm ents, which 

are th erefore  o f  lim ited  use.

However, assuming su ita b le  algorithm s have been id e n t if ie d , th e ir  

e f f ic ie n c y  in  terms o f  computation time fo r  the given problem becomes 

re le v a n t. This can only be c a lcu la ted  from previous assessm ents i f  they  

included computation tim es, not only for  the whole run, but fo r  in d iv id u a l 

step s o f  the problem so lu tio n  such as fu n ction  eva lu ation  tim e, d e r iv a tiv e  

ev a lu a tion  time e tc .  The number o f  fu nction  eva lu a tion s or i t e r a t io n s  i s  

a lso  n ecessary , but w ithout a d d itio n a l inform ation i s  inadequate. In 

order to  complete the c a lc u la tio n  o f  estim ated  computation time on the  

u se r 's  machine, i t  i s  a lso  necessary  to  know the r e la t iv e  computer perform ances, 

fo r  which the report by V erstege and Wichmann (50) i s  u se fu l.

But the a lgorith m 's su ccess ra te  i s  o f  primary importance and i t s  

e f f ic ie n c y  i s  o f  secondary importance. The development o f  fa s te r  computers 

has caused a s h i f t  in  the r e la t iv e  importance o f  th ese  two c h a r a c te r is t ic s  

from the la t t e r  to  the former and w i l l  continue to  do so .

One fu rth er p oin t which i s  o ften  overlooked should be mentioned h ere, 

namely performance o f  an algorithm  on problems which i t  i s  unable to  so lv e .

I f  i t  i s  p o ss ib le  to  recogn ise  th at the algorithm  i s  f a i l in g  then the  

adoption o f  an a lte r n a tiv e  s tra teg y  i s  enabled w ithout fu rth er  u s e le s s  ca lcu ­

la t io n s .  This a b i l i t y  may be regarded to  be o f  t e r t ia r y  importance.
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From the mathematical v iewpoint,  Wolfe (77) ,  (78) derived condit ions  

for a general algorithm o f  the form:

p p * i)  .  ^(p) ,  x^PhCp)

e i t h e r  to converge to  a s ta t ion ary  po in t  or to  y i e l d  f (x )  ^ when 

applied  to certa in  ( lo o s e l y  r e s t r i c t e d )  funct ions .  These condit ions  

have been res ta ted  by Dixon (79) in a more simple form:

on a well  behaved funct ion ,  the above algorithm w i l l  s a t i s f y  the 

termination c r i t e r io n  | | g ( x ) | |  < providing that  on a regular  

subsequence o f  i t e r a t i o n s  the fo l lowing  three condit ions  hold:

( i )  the d ire c t io n  o f  search 6 has a s i g n i f i c a n t  component in 

the negat ive  gradient d ir e c t io n ;

( i i )  the step taken i s  bounded away from zero;

( i i i )  the reduction in the o b je c t iv e  funct ion i s  bounded away 

from zero;

and providing that  on other  i t e r a t i o n s  the o b je c t iv e  function  

value does not increase .

However, Wolfe's condit ions  do not guarantee that  the l i m i t  point  

o f  the algorithm i s  a so lu t ion  o f  the problem under cons iderat ion .  In 

a minimisation problem the point  reached may not be a minimum and i f  

the problem i s  the so lu t ion  o f  a s e t  o f  simultaneous equations ,  even a 

l im i t  point which i s  a minimum need not so lve  the equations.  This may 

be seen from Equation (2.23) where

g = 2 j \  .

Thus g = 0 g ives  m-rank(J) n o n - t r i v i a l  independent s o lu t io n s  for  

N everthe less ,  i t  would be expected that  algorithms which always s a t i s f y  

Wolfe's  condit ions  have a head s t a r t  in a t ta in in g  the property o f  

robustness though i t  i s  p o s s ib l e  that  a degradation o f  e f f i c i e n c y  could

r e s u lt .
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2 .7 . Factors in flu en c in g  algorithm  robustness and e f f ic ie n c y

The id e n t if ic a t io n  o f  the d es ira b le  p ro p erties  o f  an o p tim isa tion  

algorithm  r a is e s  the question  as to  which fa c to rs  in flu en ce  the attainm ent 

o f  such p r o p e r tie s . The next se c tio n s  d iscu ss  three fa c to r s  which e f f e c t  

robustness and e f f ic ie n c y ,  namely:

( i )  the use o f  d er iv a tiv e  inform ation;

( i i )  general fu nction  m inim isation or sum o f  squares m in im isation;

( i i i )  the u n iv a ria te  search typ e.

While the f i r s t  two to p ic s  e f f e c t  the choice o f  a method, the th ird  e f f e c t s  

i t s  im plem entation. The second assumes o f  course th a t the o b jec tiv e  

fu n ction  can be expressed as a sum o f  squares.

A ll three to p ic s  have been su b ject to  c o n f l ic t in g  views in  the past 

and some o f  th ese w i l l  be g iven . Wright and C utteridge (51) have s ta ted  

opposing views on a l l  three to p ic s  and on four others in  ad d ition :  

v a r ia b le  transform ation s, m ultim odality problems, sampling methods and error  

fu nction  d e f in it io n s .

2 .7 .1 .  The use o f  d er iv a tiv e  inform ation

The case fo r  using  f i r s t  and h igh er order d e r iv a t iv e s , as s ta te d  by

Wright and C utterid ge, i s  th at the more inform ation there i s  a v a ila b le  at

any stage  o f  an op tim isation  procedure, the b e tte r  can d e c is io n s  be made.

Two p o in ts  are made in  support o f  th e  case a g a in st. F ir s t ,  d e r iv a tiv e  

inform ation remote from the so lu tio n  i s  fa r  too  lo c a l and second, in  

h ig h ly  n o n -lin ea r  space the Taylor s e r ie s  approxim ations, on which many 

d er iv a tiv e  methods are based, have l i t t l e  mathematical meaning.

Apart from the p o s s ib i l i t y  th a t the use o f  d e r iv a tiv e  inform ation i s  

in e f f e c t iv e ,  two other reasons fo r  avoiding i t s  use have been g iven . The

f i r s t  i s  the amount o f  storage required (Ramsay (52)) and the second i s
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th a t the c a lcu la tio n  o f  a n a ly t ic a l d e r iv a tiv e s  i s  sometimes a laborious  

task  (Broyden (4 4 ) ) . However, the f i r s t  o b jectio n  should become le s s  o f  a 

problem sin ce  the reducing co st o f  computer hardware has meant th a t larger  

core storage i s  f e a s ib le .  B u tlin  (5 3 ) , (54) has reported the production o f  

random access s to res  as large as 10^^ b i t s .  I f  the second o b jectio n  i s  

r e a l ly  v a l id ,  the c a lc u la tio n  o f  numerical d e r iv a tiv e s  i s  always a p o s s ib i l i t y .  

However, th is  leads to  fu rther controversy . Ramsay i s  wary o f  the s t a b i l i t y  

and accuracy o f  numerical d e r iv a t iv e s , an opin ion emphasised by Wozny (55) 

who s ta te s  the view th at no slope inform ation i s  b e tte r  than erroneous slope  

in form ation . On the other hand Jones (43) would even p refer  the use o f

num erical d e r iv a tiv e s  to  a n a ly t ic a l d e r iv a tiv e s  u n less  the la t t e r  are markedly

e a s ie r  to  compute than the o r ig in a l fu n ctio n .

The question  on the value o f  the use o f  d e r iv a tiv e  inform ation can 

th erefo re  be posed in  two parts :

( i )  to  what order should a n a ly t ic a l d e r iv a tiv e s  be used?

( i i )  should a method be s e le c te d  which approximates d e r iv a t iv e s ,  

e ith e r  num erically  or by use o f  an updating formula, to  an order

o f  one or more higher than those provided a n a ly t ic a lly ?

These qu estions require answers from the p o in t o f  view o f  robustness and speed,

An examination o f  Himmelblau’s ta b le  o f  r e s u l t s ,  which p resen ts an 

ordering o f  the algorithm s te s te d  fo r  the two main c h a r a c te r is t ic s  d iscu ssed  

in  S ection  2 .6  rev ea ls  th a t the top f iv e  algorithm s used a n a ly t ic a l d er iva ­

t i v e s ,  though the use o f  a n a ly t ic a l d e r iv a tiv e s  did not guarantee a h igher  

p la c in g . S tew art’s method, the only algorithm  te s te d  which used numerical 

d er iv a tiv es ,w a s  p laced midway.

The con stru ction  o f  a h ierarchy o f  methods i s  open to  qu estion  on such 

p o in ts  as problem w eighting and fa ilu r e  in te r p r e ta tio n , but n e v e r th e le ss , 

Himmelblau’s comparison shows th a t in  p r a c t ic a l problem s, w h ils t  the use o f  

d e r iv a tiv e  inform ation shows m erit, i t s  mere in c lu s io n  i s  in s u f f ic ie n t  to  

guarantee e ith e r  improved robustness or improved speed.
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U nfortunately Himmelblau's survey did not inclu de second d e r iv a tiv e  

methods. However, th ere i s  evidence elsew here ( e .g .  F iacco and McCormick 

(25)) to  suggest th a t they can be extrem ely b e n e f ic ia l .  Indeed, Murray (23) 

recommends th e ir  use u n less  the computation time fo r  the second d e r iv a tiv e s  

i s  extrem ely large compared w ith th a t fo r  the fu nction  and grad ien t.

2 .7 .2 .  General fu n ction  m inim isation or sum o f  squares m in im isation

In 1966, Box (17) compared sev era l algorithm s by applying them to  

some problems which could be expressed as sums o f  squares w ith  zero res id u a ls  

at the s o lu t io n . One o f  the con clu sion s reached was th a t when so lv in g  

sim ultaneous n o n -lin ea r  equations i t  was b e tte r  to  apply an algorithm  

designed fo r  th is  type o f  problem in  preference to  doing an ordinary function  

m inim isation . The d er iv a tio n  o f  the Gauss-Newton method given  in  S ection  

2 .4 .1  would tend to  support th is  h y p o th es is . However, the major fa c to r  

which c a sts  doubt on the ex ten sion  o f  th is  hyp oth esis fo r  problems w ith  non­

zero r es id u a ls  i s  th e "second d e r iv a tiv e  approximation" approach which was 

described  in  S ection  2 .5 .

Some recen t work by McKeown (56) has c la r i f ie d  the s itu a t io n .

From Equation (2 .2 3 ) , the H essian m atrix fo r  a sum o f  squares problem may be 

w ritten  in  the form:

H = 2 ( j \ j  + W)

where W i s  a m atrix whose components are defin ed  by:

m a^s.
w = y s —— —  

jk  i è i  i  •

McKeown p resen ts numerical evidence w ith th e o r e t ic a l b a s is  th a t the ra te  o f  

convergence o f  algorithm s based on Equation (2 .21) i s  dependent on the  

la r g e s t  absolu te  e igen value o f  (J^J)*"^W . When th is  q u antity  i s  la rg e , 

general fu n ction  m inim isation should be p referred .
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C learly  W i s  the zero m atrix i f  a l l  the ŝ  ̂ are zero , such as at 

the so lu tio n  o f  a s e t  o f  sim ultaneous eq u ation s, where McKeown’ s theory  

su ggests  th a t the use o f  Gauss-Newton type methods i s  p re fera b le .

However, g en era lly  the q u an tity  required to  judge which type o f  method to  

apply i s  unknown.

Some work by B etts (57) a lso  has relevance h ere. His method b u ild s  

up an estim ate  E o f  W in  much the same way as the quasi-Newton approxi­

m ations. The search d ir e c t io n  o f  the algorithm  i s  e ith e r  the Gauss-Newton 

d ir e c t io n  or the approximation to  the Newton-Raphson d ir e c t io n  obtained  

by the replacem ent o f  W by E . The la t t e r  i s  used when i t  i s  suspected  

th a t the algorithm  has reached the neighbourhood o f  the so lu tio n  provided  

th a t s u f f ic ie n t  ite r a t io n s  have passed to  accumulate a r e a l i s t i c  estim ate  

o f  W . Although th is  s tr a teg y  i s  not in  f u l l  alignment w ith McKeown’s 

th eory , the r e s u lt s  quoted for  B etts ' hybrid method are good fo r  both  zero

and non-zero res id u a l problems.

2 .7 .3 .  The u n iv a r ia te  search type

Many o f  the algorithm s presented  e a r l ie r  require or are improved by a

u n iv a r ia te  search which aims to  reduce the o b jec tiv e  fu n ctio n . There are

sev era l qu estion s involved  h ere , the main one being the accuracy to  which the 

seatchshou ld  be conducted. The opposing views fo r  a lin e a r  search expressed  

by Wright and C utteridge are:

Ci) remote from the s o lu t io n , where search  d ir e c t io n s  are o f  

q u estion ab le  meaning, the computation o f  accurate lin e a r  

searches i s  in e f f ic ie n t ;

( i i )  accurate lin e a r  searches reduce in s t a b i l i t y  and can be used  

to  in d ica te  m ultim odality .
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While i t  seems reasonable to  assume th at the use o f  an over-accurate  

u n iv a ria te  search would in vo lve  n eed less  c a lc u la t io n , a more su rp risin g  

r e s u lt  appears in  the survey by Box who a ttr ib u ted  cer ta in  in stan ces o f  

fa i lu r e  to  attem pts to  lo ca te  a u n iv a r ia te  minimum too p r e c is e ly . The 

im p lica tion  i s  th a t w ithout proper safeguards, over-accurate u n iv a r ia te  

m inim isation can e f f e c t  the robustn ess o f  an algorithm .

An a lte r n a tiv e  to  u n iv a r ia te  m inim isation i s  the acceptance o f  the 

f i r s t  reduction  in  the o b jec tiv e  fu n ction  encountered. This fo r  example 

i s  the method adopted by Jones in  h is  sp ir a l sum o f  squares algorithm  and 

by B etts in  h is  algorithm .

The form o f  the lin e a r  search in  v a r ia b le  m etric algorithm s has 

created  a great deal o f  in t e r e s t ,  and comparative s tu d ie s  have been done 

by Dixon (58) and by Sargent and Sebastian  (5 9 ) , who a lso  considered the  

search accuracy in  the F letcher-R eeves conjugate grad ient algorithm .

D ixon's in v e s t ig a t io n s  included term ination o f  the u n iv a r ia te  search once 

a minimum had been bracketed as w ell as term ination on the s a t is fa c t io n  o f  

more complex t e s t s . Sargent and Sebastian  considered a term ination  

c r ite r io n  o f  the form:

where  ̂ X̂ ^̂  are su ccess iv e  va lues o f  the search parameter w ith in

an it e r a t io n  and e i s  a su ita b le  sm all constan t.

The balance o f  evidence from both  papers was th at accurate u n ivaria te  

searches were u n d esirab le . However, i t  must be emphasised th a t th ese  

conclusions were reached from con sid era tion  o f  s p e c if ic  algorithm s only  

and apparently from the p o in t o f  view  o f  com putational e f f ic ie n c y  rather  

than rob u stn ess. U nivariate m in im isation i s  s t i l l  h ig h ly  regarded in  some 

quarters
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I f  m inim isation i s  to  be attempted to  any accuracy, the q u estion  o f  

non-unim odality must a lso  be considered . The most common a tt itu d e  i s  to  

apply a search which assumes unim odality thus avoiding a lo c a l minimum 

s e le c t io n  procedure u n less  non-unim odality i s  d iscovered  by chance. In 

con trast to  th is  method, the grad ien t-d escen t method o f  C utteridge  

(Equation (2 .7 ) )  attem pts to  fin d  most lo c a l minima in  i t s  s p e c ia l is e d  

u n iv a ria te  search. In terms o f  the general correctio n  v ecto r  ^  ,

C u tter id g e's  b a s ic  equation i s :

^  = -  CH -  - C 2 .26)

The e n t ir e  range given by rea l va lu es o f  X i s  con sid ered , thus in c lu d in g

as p o s s ib le  d ir e c t io n s  fo r  ^  , the Newton-Raphson d ir e c t io n  and in  the

lim its  as X ± «> , the d ir e c t io n s  o f  s te e p e s t  ascen t and s te e p e s t  d escen t. 

C learly  Equation (2 .26) w i l l  g iv e  large components o f  ^  near va lu es o f  X 

which are e igenvalues o f  H . In p r a c t ic e , the components o f  ^  are 

lim ited  so th at th e ir  absolute va lu es do not exceed a p rescribed  amount, 

thus d e fin in g  ^  for  a l l  r ea l va lues o f  X . Hence, the o b je c tiv e  fu n ction  

i s  expressed  as a multimodal fu n ction  o f  X , the g lob a l minimum o f  which 

i s  sought. Local minima may a lso  be used in  the complete method fo r  

so lv in g  sim ultaneous equations (see S ection  4 .1 ) .

I t  i s  in te r e s t in g  to  note th at w ith  H o f  Equation (2 .2 6 ) rep laced

by J^J , assuming the problem i s  one o f  m inim ising a sum o f  squares, the  

above grad ien t-d escen t method becomes Levenberg's method, even to  the  

p o in t o f  fo llo w in g  Levenberg's o r ig in a l recommendation o f  fin d in g  the  

minimum o f  *(X) = f ( x  - (H -  XI) ^g) . Such a v ersion  has a lso  been 

in v e s t ig a te d  by C utterid ge.

Although co rrection  component lim it in g  i s  necessary  in  the g ra d ien t-  

descent method, other research  done a t L e ice ster  ( e .g .  C utteridge and 

Dowson (60)) has in d ica ted  th at i t  i s  a worthwhile a id  to  convergence o f  

the main algorithm  when app lied  at each u n iv a ria te  search . For a given
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(p o s it iv e )  component lim it in g  fa c to r  6 ^^^ , two in ter p r e ta tio n s  have been 

used:

( i ) 6. a) if  II iCX) 11̂ S <5

Xi =

II i l l .
i f  II «(X)

^max^i^^) i f  | 6 _. (X) 
| 6 .(X )| ^

> 6

max

max

( i i )  “■ 6 , (X) i f  |5 .(X ) | (  6max

> 6max

(2.27)

where i s  the lim ited  correctio n  component. The lim it in g  can be

applied  during the u n iv a ria te  search or having completed the search although  

the former would in t u i t iv e ly  appear to  be p re fera b le . The in trod u ction  o f  

d e r iv a tiv e  d is c o n t in u it ie s  by the a p p lica tio n  o f  lim it in g  techniques has been 

demonstrated and d iscu ssed  by Dowson (61) who devised  improvements to  the 

u n iv a ria te  search o f  the C utteridge grad ien t-d escen t algorithm .

2 .8 . Combining op tim isation  methods

I t  i s  probably u n r e a l is t ic  to  imagine th a t any one op tim isation  method 

can f u l f i l  a l l  requirem ents on a p a r tic u la r  range o f  problems and th er e fo re , 

in  an attempt to  improve performance, the e f f e c t  o f  combining two or more 

methods in to  one algorithm  has been in v e s tig a te d  by sev era l research ers.

In ad d ition  to  those methods o f  t h is  category p rev io u sly  m entioned, P h il l ip s  

(62) has considered a combination o f  n on -d eriva tive  methods fo r  general 

m inim isation . Performance was a ssessed  using the c r ite r io n  o f  the number 

o f  fu n ction  ev a lu a tio n s , computing time not being a v a ila b le , on problems in  

which a l l  the in d iv id u a l methods converged to  tho s o lu t io n . The conclusion  

was th a t the combination was g en era lly  slower than i t s  component m ethods, due 

mainly to  the c a lc u la tio n s  performed to  s e le c t  the most appropriate method to  

adopt.
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More ex ten siv e  and more su c ce ss fu l work has been done by C utteridge

( 3 ) , ( 7 ) , ( 8 ) and by C utteridge and Dowson (60) whose two-part combination

methods have been app lied  to  the sim ultaneous equations problem and have
*

been la r g e ly  based on the Gauss-Newton method. From a p o in t s u f f i c ie n t ly  

c lo se  to  the so lu tio n  Gauss-Newton e x h ib its  rapid convergence but on 

d i f f i c u l t  problems i s  unable to  converge from a general s ta r t in g  p o in t .

The id ea  conceived by C utteridge was to  use another method to  attempt to  

f in d , from a general s ta r t in g  p o in t , a p o in t from which Gauss-Newton can 

s u c c e s s fu lly  take over. Several methods have been tr ie d  fo r  th is  r o le ,  

in clu d in g  Marquardt-Levenberg v a r ia t io n s , conjugate grad ien ts and q u asi-  

Newton methods. One o f  the most su c c e ss fu l o f  th ese  appears to  be the 

Marquardt-Levenberg based method o f  S ection  2 .3 .1 .  This method, as w e ll 

as most o f  the others considered fo r  the f i r s t  part o f  the algorithm , i s  a 

general fu n ction  m inim isation method.

2 .9 . D iscu ssion

The f i r s t  part o f  th is  chapter has presented  fa c tu a l inform ation on 

some methods for  lo c a l unconstrained op tim isa tion  w hile the la t t e r  part has 

attempted to  demonstrate th a t there are d if fe r e n t  view points on a sp ects  o f  

the su b ject which s t i l l  e x is t  today. In general fu n ction  m inim isation the  

use o f  quasi-Newton methods i s  extrem ely popular; i t  i s  suspected  th a t th is  

i s  so even when second d e r iv a tiv e s  are a v a ila b le . Yet the advice o f  Murray 

and the r e s u lt s  o f  C utteridge and Fiacco and McCormick in d ica te  th a t the, use  

o f  second d e r iv a tiv e s  can be b e n e f ic ia l  in  many in s ta n ce s . Furthermore, the  

amount o f  computer storage required to  r e ta in  second d er iv a tiv e  va lu es i s  o f  

reducing s ig n if ic a n c e .

*
In the referen ces  c it e d , the method i s  o ften  referred  to  as "Newton-Raphson", 

but according to  the d e f in it io n s  g iven  here the method i s  in  fa c t  Gauss-Newton
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In sum o f  squares m inim isation there are some s im i la r i t ie s  between 

B e t t s ’ algorithm  and C u tter id ge's  tw o-part a lgorithm s, but whereas B etts  

p refers  the use o f  a sum o f  squares method remote from the so lu tio n  and the 

use o f  a general fu n ction  m inim isation method to  g ive f in a l  convergence, 

C utteridge p re fers  the rev erse . These two authors a lso  appear to  have 

d if fe r e n t  a tt itu d e s  towards the d e s ir a b i l i t y  o f  accurate u n iv a r ia te  

m inim isation  in  th e ir  a lgorithm s. The o v era ll trend would appear to  be to  

e lim in a te  sub-problem m in im isation , though the memory methods, the la t e s t  

developments o f  which are q u ite  r ec e n t, a lso  oppose th is  tendency.

The trend towards combination o p tim isa tion  methods would appear to  be 

j u s t i f ia b le  s in ce  there e x is t  c er ta in  d i f f i c u l t  problems on which no one 

b a s ic  method i s  able to  e x h ib it  rapid or even s a t is fa c to r y  convergence at 

a l l  s ta g e s . The qu estion  now posed i s  whether the combination o f  two 

methods i s  s u f f i c ie n t .
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CHAPTER III  

BASIC NUMERICAL RESULTS

In order to  c la r i f y  some o f  the aspects covered in  Chapter II 

b a s ic  numerical e x e r c ise s  were carr ied  out on cer ta in  t e s t  problems 

which could be d efin ed  by a s e t  o f  n o n -lin ea r  sim ultaneous eq uation s.

The various Newton methods were o f  p a r tic u la r  in t e r e s t ,  w ith sp e c ia l  

regard to  the e f f e c t  th a t the use o f  correction  lim it in g  and 

d if fe r e n t  search types had on the robustness o f  the algorithm s and 

the r e sp e c tiv e  convergence ranges o f  the general fu n ction  and sum o f  

squares m inim isation methods when app lied  to the aforem entioned  

problems. The author f e l t  th at in s u f f ic ie n t  evidence had been 

p resen ted , e ith e r  in te r n a lly  or in  published papers, to  g ive  a c lea r  

p ic tu re  on these to p ic s . The r e s u lt s  produced a lso  provided a b a s is  

for comparison o f  the performances o f  the developed algorithm s which 

are described  in  the next chapter.

The two main algorithm s used fo r  the p resen t e x er c ise  were 

Newton-Raphson (NR) and Gauss-Newton (GN), though at a la te r  stage i t  

was thought th at i t  would be u se fu l to  compare the performance o f  a 

quasi-Newton algorithm  w ith th e se , to  which end the G ill-M u rra y -P itfie ld  

(GMP) method was used on s e le c te d  problems. Also a t th is  stage  the  

conventional s te e p e s t  descent algorithm  was run on some problems which 

confirmed i t s  poor convergence p ro p ertie s; th ese  r e s u lt s  are not presented,

3 .1 . The example problems

The examples s e le c te d  were chosen to  g ive a range o f  problems o f  

various degrees o f  d i f f i c u l t y .  Each s e t  o f  sim ultaneous equations had 

at le a s t  one known so lu t io n . Thus i t  was p o ss ib le  to  ta ck le  a l l  the 

problems as the m inim isation o f  a sum o f  squares w ith zero r es id u a ls  

at the so lu t io n , or as a general fu n ction  m inim isation .
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The problems are presented  by g iv in g  the components g W  , 

where i t  i s  d esired  to  so lv e  the s e t  o f  sim ultaneous equations:

gOO = 2  •

The o b jec tiv e  fu n ction  in  the m inim isations was always defin ed  as 

fo llo w s :

Î? 2  f ( x )  = I  { s . ( x ) }  .
i= l

3 .1 .1 .  Rosenbrock’s fu n ction

Rosenbrock’s fu n ction  i s  a problem w idely  quoted in  op tim isa tion  

s tu d ie s  and i s  given by the o b jec tiv e  fu n ction  defined  above (w ith m= 2 ) 

where :

51 = 1 0 C%2 - )

5 2  = 1 -

The s in g le  so lu tio n  i s  ~ (1 ,1 )^

3 .1 .2 .  M odified Rosenbrock’s fu n ction

The second example was a m od ifica tion  o f  Rosenbrock’ s fu nction  

designed to  introduce fu rther so lu tio n s  w h ils t  not in crea sin g  the degree 

o f  the components o f  s_ beyond 2. The component fu n ction s were

defined  by:

s i  = 1 0  (x^  - X]̂

S2 = 1 - x f  .

The four so lu tio n s  are:

X *  = (1 ,1 )^  , = (1 ,-1 )^  , x^ = (-1 ,1 )^  and x j = ( -1 ,-1 )^
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3 .1 .3 .  Higher degree s in g le -s o lu t io n  equation p a ir  ÇHDS)

The th ird  example, abbreviated HDS, was designed to  g ive  a s in g le  

so lu tio n  from a p a ir  o f  sim ultaneous equations o f  h igher degree:

_ 3 3Sj = 2 x  ̂ X2 -

® •

The so lu tio n  i s :  x* -  (2 ,4 )^

3 .1 .4 .  Higher degree m u lt i-so lu t io n  equation p a ir  (HDM)

The next example (HDM) was one th at had been used by a co lleagu e in  

some e a r l ie r  work:

o 3 3Si = 2 Xj X2  - X2  

=2  = ^ * 1  -  \  * * 2  •

The three so lu tio n s  o f  th is  s e t  o f  equations are:

3C* = (2 ,4 )^  , x  ̂ = (0 ,0 )^  and ](* = (1 .4 6 5 ,-2 .5 0 7 )^  approx.

The Jacobian i s  s in g u la r  a t x̂ ^

3 .1 .5 .  M iele’s fu nction

M ie le 's  fu n ctio n , which i s  given by Cragg and Levy (7 9 ) , i s  defined  

as the o b jec tiv e  fu n ction  com prising the sum o f  squares o f  the components 

o f  2  where

51 = ( e x p ( x j )  -  X2) 2

52 = 1 0 (X2 - Xg)3

5 3 = tan^(xg - x^)

54  = ■

S olu tion s to  th is  problem are given by (0 , 1, 1, 1 + kir)^ where k i s

an in te g e r . The Jacobian i s  s in g u la r  a t th ese  p o in ts .
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3 .1 .6 .  T ran sistor  model problem

The f i r s t  engineering t e s t  problem used in  th is  research was

o r ig in a lly  supp lied  by the Marconi Company (63) and concerned the d .c .

m odelling o f  tr a n s is to r s  based on the extended Ebers-M oll model (6 4 ). 

This d escr ib es the tr a n s is to r  in  terms o f  a network which attem pts to  

reproduce the forward and in v erse  current ga in s. The fu n ction s to  be 

considered are e f f e c t iv e ly  the n et ju n ction  currents evaluated  at s e t s

o f  measurement p o in ts  (Y . , Y . , Y . , Y . , Y .) , w ith i  = 1, 2,
IX ^ X oX 4 X V X

3, 4 in  the example presented  below.

The problem was to  so lv e  the s e t  o f  sim ultaneous equations in  e ig h t  

unknowns, given b y :

^ i  X g d - x ^ x ^ )  [ e x p { X j ^ ( Y ^ ^ - Y 2 ^ X g . l O " ^ - Y 5 j ^ x ^ . l O " ^ ) } - l J  - Y ^ ^  + Y^^^x^

X X
Si+4 = Cl-V2 t̂exp{x3CYj.-Y î-Y3.Xg.lO- Ŷ̂ X̂g-lO* )}-l] -Y .̂x, . Ŷ .

2

fo r  i  = 1 ,2 ,3 ,4 ,  

where

Ŷ  ̂ = 0 .4 8 5 , Y^i = 0 .3 6 9 , Ŷ  ̂ = 5 .2095 , Ŷ  ̂ = 23.3037

Yj2 = 0 .7 5 2 , Y^ 2  = 1 .254 , Y^g = 10.0677, Ŷ  ̂ = 101.779

Y^3 = 0 .8 6 9 , Y^ 3  = 0 .7 0 3 , Ŷ  ̂ = 22.9274, Ŷ  ̂ = 111.461

Ŷ  ̂ = 0 .9 8 2 , Ŷ  ̂ = 1 .455 , Ŷ  ̂ = 20.2153, Ŷ  ̂ = 191.267

and

Yg. = Y3 . 4. Y^. fo r  i  = 1 ,2 ,3 ,4  .

One so lu tio n  to  the above i s  given by:

X*  = (0 .9 ,  0 .4 5 , 1 .0 , 8 .0 , 8 .0 , 5 .0 , 1 .0 , 2 .0)^
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T

In the context o f  e le c t r ic a l  network d esign , where the parameter va lu es  

must be p o s it iv e ,  i s  the only known so lu tio n . However, the e ig h t

equations presented  above do have at le a s t  one other s o lu t io n , given by:

X *  f  CO.8985, 0 .9740 , 11 .65 , 3 .251 , 6 .7 1 1 , -8 .7 6 4 , 1 .251 , -0 .5251)

3 .2 . Algorithm implementation d e ta i l s

The b a s ic  equations fo r  GMP, NR and GN were given in  Chapter I I .

An A lgol procedure fo r  the GMP method was accessed  from the NAG lib ra r y .  

Where there was a choice o f  parameter va lu es for  the procedure, the 

recommendations o f  NAG (65) were fo llow ed  where a p p lica b le . S u ccessfu l

convergence was in d ica ted  by a t e s t  on || g  ||  ̂ , the value o f  which was

required to  be le s s  than a p rescrib ed  amount. A value o f  10  ̂ was 

gen era lly  used . The other term ination  c r ite r io n  encountered was the 

com pletion o f  a prescrib ed  number o f  fu n ction  ev a lu a tio n s. 500 was 

s p e c if ie d , although the NAG recommendation was many few er, v iz .  20 n .

The NR and GN methods were programmed by the author. A refinem ent

was made to  the b a s ic  NR method to  ensure th at the downhill d ir e c t io n

at the current p o in t was chosen to  d efin e  the new p o in t. Thus Equation 

(2 .4 ) was m odified as fo llo w s:

^C p.i) .  ^(p) .  „Cp )^C p ) h Cp ) - i ^Cp ) ( 3 . 1 )

where = s ig n  •

Hence only  p o s it iv e  va lu es o f  X needed to  be considered in  the reg ion  o f  

X = 0 .

Equation (2 .20) formed the b a s is  o f  the GN im plem entation, though 

because in  a l l  the problems considered the Jacob ians were square m a tr ices, 

the n on -gen era lised  form was a lso  used , i . e .

^Cp.l) .  ^Cp) .  x (P ) j (P ) - ls (p )  . (3 .2 )
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When m = n , Equations (2 .20 ) and (3 .2 ) are a n a ly t ic a lly  eq u iv a len t, 

but rounding errors may g ive d if fe r e n t  computed r e s u lt s .

3 .2 .1 .  C orrection vecto r  adjustment in  NR and GN

Equations (3 .1 ) and (3 .2 ) inclu de the search parameter X which, 

as was d iscu ssed  in  Section  2 .7 .3 ,  provides a means o f  sc a lin g  the f u l l  

co rrectio n  v ecto r . Four methods o f  sc a lin g  were examined in  th ese  

t r i a l s  :

( i )  no adjustment

( i i )  b is e c t io n

( i i i )  bracketing

(iv )  m in im isation .

The second means o f  ad ju stin g  the co rrection  v e c to r , by lim it in g  the 

s iz e  o f  the co rrectio n  components, was in v e s tig a te d  in  conjunction w ith  

the la s t  sc a lin g  method on ly .

Method ( i ) , use o f  th e f u l l  co rrectio n  v ec to r , sim ply required X̂ ^̂  

to  be s e t  to  1 in  Equations (3 .1 ) and (3 .2 ) .  No reduction  in  the  

o b jec tiv e  fu nction  was enforced.

The other three methods did enforce th is  r e s t r ic t io n  and th erefo re  

required  to  examine (j)(X) = f(x^^^  ̂ + (X) ) fo r  various values o f  X

where

fo r  NR : (A) = - a^P^XH^P^'lg^P)

and fo r  GN : (X) = - XJ^^  ̂ .

To denote va lu es o f  X ca lcu la ted  w ith in  an ite r a t io n  o f  the main 

op tim isa tion  algorithm , a su p erscr ip t w ith in  square brackets i s  used.

The b is e c t io n  method co n sisted  o f  s u c c e s s iv e ly  h a lv in g  X u n t i l  

a value X  ̂ was found such th at
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< *C0 ) .

The f i r s t  value tr ie d  was X  ̂ = 1 .

In method ( i i i ) , a search designed to  bracket a u n iv a r ia te  minimum

was used. I t  was based on the F ibonacci sequence and was a m odified

versio n  o f  one used by other research workers at L e ice ster . The 

requirem ent was to  fin d  va lues , X̂ ^̂  , X̂ ^̂  o f  X such th a t

x [ i ]  < x [ j ]  < x W

<j>CX̂ ^̂ ) < (f)CX̂ ^̂ ) and (j>CX̂ b̂ < •

X̂ ^̂  would then have been used to  d efin e  the new p o in t.

The f i r s t  value o f  X was chosen thus:

x [°] = m inC l/3, X̂ P̂  , X^P^/3)

where X̂ P̂  was the s e le c te d  value o f  X on the previous ite r a t io n  

[d e fa u ltin g  to  1 /3  i f  th ere was no previous ite r a t io n )  and X̂ P̂  was 

the va lu e  o f  X fo r  which component co rrection  lim it in g  (^ee below) 

would f i r s t  occur. I f  n ecessary , fu rth er  values o f  $CX) would be 

evaluated  by reducing X u n t i l  a value X̂ ^̂  was found such th a t  

(f>(X̂ ^̂ ) was le s s  then #C0) . T h ereafter, va lues o f  X were generated , 

according to  the Fibonacci sequence u n t i l  a minimum had been bracketed .

Method (iv )  took th is  process a stage  fu rth er  by attem pting to  lo ca te  

a minimum to  a prescribed  accuracy by use o f  a quadratic f i t  algorithm  

d evised  by C utteridge and Henderson (see  Dowson (61)) . This algorithm  

assumes a unimodal fu n ction  and attem pts to  prevent slow convergence by 

r e s t r ic t in g  the quadratic in ter p o la tio n  p o in ts  to  l i e  w ith in  the cen tra l 

80% o f  the region  forming the b racket. The l in e  m inim isation was 

term inated when

and I x ^  .

where e i s  the accuracy constant (0 .01  was the value u sed ).
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Where co rrectio n  vecto r  component l im it in g  was imposed i t  was according  

to  Equation (2 .2 7 ) . L im iting was imposed w ith in  the search , so th at  

the search fu n ction  was redefined:

where y^(X) = «iCX) i f  (  «max

6 c5.(X)

i % r r  > <max

fo r  i  = l , 2 , . . . , n  and 5 ^ ^  i s  th e correctio n  lim it  

For bracketing  purposes, was defined:

r \ 6
X (P) = max

II C D  I L

3 .2 .2 .  Termination c r i t e r ia  for  NR and GN

The c r i t e r ia  used fo r  term ination o f  the NR and GN algorithm s

were la r g e ly  based on those developed by C utteridge e t  a l .  A to t a l  o f  

s ix  were used, though some were never evoked. In the fo llow in g  the  

n o ta tio n  Â P̂  = ||ô ^ P ^ (l) ||^ i s  used.

The s ix  term ination  c r i t e r ia  were as fo llo w s .

T1: maximum modulus correctio n  component too sm all, 

i . e .  A^P) < Gi

where i s  a constant ( 1 0 ”  ̂ was the value used) .

This con d ition  t e s t s  for  convergence. Whereas for GN with m = n 

such convergence, i f  i t  occu rs, must be to  a so lu tio n  o f  the problem  

expressed as a s e t  o f  sim ultaneous eq uation s, th is  i s  not the case for

NR where the above con d ition  r e la te s  to  the s iz e  o f  || ĝ P  ̂ || . I t
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i s  q u ite  p o ss ib le  to  have = 2  ŝ   ̂ 2  ' At such a p o in t the

Jacobian must be s in g u la r  because o f  th e id e n t ity  ^  = 2 £  .

T2: s c a lin g  parameter too sm all,

i . e .

where i s  a constant ( 1 0  was the value used)

This i s  an ad d ition a l convergence c r ite r io n  included as a safeguard. 

C learly  the algorithm s are unable to  continue when X i s  very sm all,

T3: maximum modulus co rrectio n  component too la rg e ,

i . e .  caafP) >

where £ 3  i s  a constant CO. 0 1  was the value used) ,

This c r ite r io n  t e s t s  fo r  d ivergence.

T4: too many su ccess iv e  in crea ses  in  the ra te  

o f  in crease  o f  the Csame) maximum modulus 

component,

i . e .

for  i  = 0 , 1 , . . . , (r + 2 ) and any (constant) k

in  the range k -  l , 2 , . . . , n  and

> i ( P - j - D _  ^ (p - j - 2 )  ̂ g

for  j = 0 , 1 , . . . , r where r i s  an in teg er  

constant ( 2  was the value used) .

A g a in ,th is  i s  a t e s t  for  d ivergence.
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T5: f a i l u r e  o f  matrix in vers ion .

In these optimisat ion algorithms no attempt was made to ca ter  for  

s ingular  matrices and so the computation was terminated in the event  

o f  f a i l u r e  o f  the matrix in vers ion  procedure,  which was s e l e c t e d  

from the NAG l ibrary .

T6: too many i t e r a t i o n s .

A l im i t  o f  the number o f  i t e r a t i o n s  was always s p e c i f i e d  as a 

precaution to prevent the e x c e s s iv e  use o f  computer t ime.

Termination c r i t e r i a  T2, T3 and 14 are pred ic t ions  o f  s in g u la r i ty  

o f  the matrix to be inverted and have been e x te n s iv e ly  t e s t e d  by 

Henderson (80) who showed that  considerable  computer time could be saved 

by terminating the algorithm when one o f  these  c r i t e r i a  were s a t i s f i e d  

rather  than waiting for  the inversion procedure to f a i l ,  assuming that  no 

attempt to continue from a point  y i e ld in g  a s ingular  matrix was to be made 

This was the case in the t r i a l s  presented here.  I t  could be argued that  

by modifying the NR and GN algorithms at such po in ts  or by us ing a more 

robust method based on NR and GN, such as those described in  Chapter I I ,  

termination due to matrix s in g u la r i ty  could have been avoided. This was 

not done because the context  in which GN has been used for e l e c t r i c a l  

engineering problems at the U nivers i ty  o f  L e ices ter  makes the b a s ic  form 

described here more appropriate .

The GN algorithm i s  genera l ly  used as one component o f  a two-part  

algorithm because o f  the good terminal convergence p ro p er t ie s .  I f  GN 

f a i l s  to reach a s o lu t io n  then control  i s  returned to  the method forming 

the other component (see  Sect ion 4 . 1 ) .  A more robust GN-based method 

could not maintain rapid convergence along paths d i s ta n t  from the s o lu t ion  

and therefore  i f  used i t  would merely be doing the job o f  the second
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component. Thus a bas ic  form o f  GN i s  used.  I f  t h i s  method approaches 

a point  where i s  s ingu lar ,  the unsealed opt im isat ion  var iable  

correc t ion s  become large in d ica t in g  that the process i s  attempting to  

move outs ide  the region o f  so lu t ion  f e a s i b i l i t y  or d e s i r a b i l i t y .  Rather 

than attempt to continue the process from such a po in t  i t  i s  preferred  

to return control  to  the other method at i t s  point  o f  e x i t .

It  should therefore  be borne in mind that the methods being considered  

for the terminal convergence ro le  which are described in t h i s  and l a t e r  

chapters are b as ic  in that they do not attempt to overcome the s in g u la r i ty  

problem and hence could be made more robust.  The presented comparisons 

o f  algorithms o f  t h i s  type are f a i r  in that  the handicap i s  common to  a l l .

3 .3 .  Results  obtained

For each o f  the s i x  problems o f  Section  3 .1 ,  the optimisation  methods 

used and r e s u l t s  obtained are presented .  The abbreviat ions  N , Bi ,

Br and M are used to in d ica te  the four correct ion  vector  adjustment 

methods: no adjustment,  b i s e c t i o n ,  bracket ing and minimisation r e s p e c t i v e ly  

Til us GN/M means Gauss-Newton with u n ivar ia te  minimisation.  Correction

l im i t in g  was only used on the t r a n s i s t o r  model problem.

In the tab le s  that fo l low,  one funct ion evaluat ion  i s  the evaluat ion  

of  the s e t  of  s components plus the corresponding o b je c t iv e  funct ion.

The number o f  d er iva t ive  eva luat ions  i s  not e x p l i c i t l y  s ta ted  but may 

be deduced from the algorithm t \^e  and the number o f  i t e r a t i o n s  required.  

Termination c r i t e r i a  for GMP are denoted by ’S ' ,  meaning success fu l  

termination e f f e c t e d  by the gradient t e s t ,  and by ' F’ in d ica t in g  f a i l u r e  

because the prescribed number o f  funct ion  eva luat ions  was reached.  

Termination c r i t e r i a  codes for  NR and GN r e fe r  to those  o f  Section 3 . 2 . 2 .
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3 .3 .1 .  Rosenbrock’s fu n ction

Seven methods, namely NR/N , NR/Bi , NR/M , GMP , GN/N , GN/Bi 

and GN/M were used on Rosenbrock’s fu n ction  from the standard  

s ta r t in g  p o in t = ( - 1 .2 ,  1 .0)^  . A ll methods were s u c c e s s fu l.

The r e s u lt s  are given in  Table 3 .1 . Of the three types o f  sca lin g  

method th a t were app lied  to  NR and GN , use o f  the f u l l  co rrection  

v ecto r  proved to  be by fa r  the q u ick est.

Method
Termination
c r ite r io n
s a t i s f ie d

Final 
obj e c t iv e  
fu nction

No. o f  
ite r a t io n s

No. o f
fu n ction
eva lu a tion s

NR/N 1 2 . 1 X10‘ ^° 7 7
NR/Bi 1 8.7x10"^^ 22 29

NR/M 1 1 .9 x 1 0 ”^̂ 14 125

GMP $ 2.3x10"^^ 32 102

GN/N 1 0 .0 3 3

GN/Bi 1 0 .0 11 33
GN/M 1 ' 2 .1  x .l0 ‘ ®̂ 16 . I l l

Table 3 .1 Rosenbrock’ s function

3 .3 .2 .  M odified Rosenbrock’s fu nction

The same seven methods were app lied  to  the m odified Rosenbrock’s 

fu nction  from the s ta r t in g  p o in t = (-3 0 ,5 )^  . The r e s u lt s  are

given in  Table 3 .2 . Although a l l  o f  the Newton methods ev en tu a lly  

s a t i s f ie d  term ination c r i t e r ia  T1 , i t  was found th at two o f  them 

converged to  ( - /1 /1 0 1 ,0 )^  which i s  not a so lu tio n  o f  the sim ultaneous 

equations but which y ie ld s  ^  • Fewer i t e r a t io n s ,  though not

n e c e s sa r ily  le s s  tim e, were needed fo r  the u n iv a ria te  m inim isation methods
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Method
Termination 
cri  ter ion  
s a t i s f i e d

NR/Bi

Approx. 
f in a l  point

Final  
obj e c t i v e  
function

No. of  
i t e r a t i o n s

No. o f
funct ion
eva luat ions

( - / ï 7 i o T , o ) 9.9  X 10"^ 19 19

( - / l / l O l . O ) 9.9  X 10“^ 19 19

( - 1 , - 1 ) 1.8 X 10"^^ 8 81

( -1 ,1 ) 2.8 X 10'^ 15 66

( -1 ,1 ) 2.4 X 10"^^ 9 9

( -1 ,1 ) 2.4 X 10'^^ 
-17

9 9

(1 ,1 ) 1 . 3 x 1 0 7 68

Table 3.2 Modified Rosenbrock’s function

3 . 3 .3 .  HDS problem

Tlvree methods, GN/N , GN/Bi and GN/M , were applied to the higher  

degree s i n g l e - s o l u t i o n  equation pair  from the s ta r t in g  p o in ts  (S .5 )^ , (5 0 ,5 0 )^  

and (500,500)^.  ll ie r e s u l t s ,  which are presented in Table 3 .3 ,  i l l u s t r a t e  

the dangers o f  un ivar ia te  minimisation in t h i s  problem. From two of  

the s ta r t in g  p o in ts  the un ivar ia te  minimisation quickly  reduced % 2  to  

zero,  y ie ld in g  an o b jec t iv e  funct ion value o f  64 and a s ingular  

Jacobian.  In one t r i a l  the b i s e c t i o n  method a lso  converged to a point  

where the Jacobian was nearly  s ingu lar .

Start ing
point

J ° f = ( x , , X 2 )
Method

Termination 
1 cri  t er ion  
j  s a t i s f i e d

Final
o b jec t iv e
function

No. of  
i t e r a t i o n s

No. of  
funct i  on 
eva luat ions

(5,5) GN/N

(_ . . .  . . - ..
1

1 8.7  xlO"^^ 7 7
(5,5) GN/Bi 1 1 8 .7x10"^^ 7 7

(5,5) GN/M 1 0.0 19 172

(50,50) GN/N 1 1.4 X 10'^^ 12 12

(50,50) GN/Bi I 0.0 13 15

(50,50) GN/M 5 6.4 X 10^ 59

(500,500) GN/N 1 ' 1.5 X 10"^^ 22 22

(500,500) GN/Bi 2 5.6 X 10^ 22 265

(500,500) GN/M 5 6.4  X 10^ 3 61

Table 3.3 HDS problem
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3 .3 .4 .  HDM problem

Four methods were used on the HDM problem: NR/N , NR/M , GN/N 

and GN/M. The r e s u lt s  from two s ta r t in g  p o in ts , (5 ,5 )^  and 

(500,500)^  , are given in  Table 3 .4 . Although NR/M term inated due 

to  s in g u la r ity  in  both c a se s , i t  has to  a l l  in te n ts  and purposes 

converged, g iv in g  a lower o b jec tiv e  fu n ction  th a t in  some cases where 

term ination  c r ite r io n  T1 was s a t i s f i e d .  For a l l  methods u ltim ate  

convergence to  (0 ,0 )^  , when i t  occurred, was very slow due to  

s in g u la r ity  o f  the Jacobian and H essian at th is  p o in t.

3 .3 .5 .  Miele^ fu nction

Five methods were used on M iele ’s fu nction : NR/Bi , NR/M , GMP ,

GN/Bi and GN/M, The s ta r t in g  p o in t used by Gragg and Levy was C l,2 ,2 ,2 )^

However, both the Jacobian and H essian are s in g u la r  at th is  p o in t so for  

NR and GN two s te e p e s t  descent ite r a t io n s  were used to  move away from 

th e s ta r t in g  p o in t and the standard op tim isa tion  algorithm s used th ere­

a f t e r . Near the so lu tio n  the m atrices again became s in g u la r  and a 

fu rther s te e p e s t  descent i te r a t io n  was used. Thus here NR and GN were 

v a r ia tio n s  o f  the methods used on the other problems. The term ination  

c r ite r io n  was e f f e c t iv e ly  T1 though app lied  to the s te e p e s t  descent 

correction  v e c to r . GMP , o f  course, was u n affected  by th ese  s in g u la r ity  

problems. The r e s u lt s  o f  the t r ia l s  are g iven  in  Table 3 ,5 .

3 .3 .6 .  T ran sistor model

Eight methods, namely NR/N , NR/Bi, NR/M , GMP , GN/N , GN/Bi , 

GN/Br and GN/M , were tr ie d  on the tr a n s is to r  model problem which i s  

s u b s ta n tia lly  more d i f f i c u l t  than any o f  the preceding problems. Apart 

from i t s  extreme n o n -lin e a r ity , the component fu n ction s can produce very  

large values even when parameter values are r e s tr ic te d  to  l i e  in  the
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region  o f  in t e r e s t .  U nless precautions are taken, an op tim isa tion  

algorithm  i s  l ia b le  to  attempt to  c a lc u la te  numbers ou tsid e  the range 

which can be h eld  by the computer, thus g iv in g  f lo a t in g  p o in t overflow  

errors which normally term inate the program. In the computing 

environment used , c er ta in  system  softw are sw itches could be s e t  to  enable  

con tin uation  when some, but not a l l ,  overflow  errors occurred. To have 

prevented a l l  overflow  errors would have required a d d itio n a l programming 

which would have e f f e c t iv e ly  m odified the o p tim isa tion  algorithm s des­

cribed  in  th is  chapter. I t  was decided n e ith er  to  use the overflow

sw itches nor to  do any s p e c i f ic  programming to  prevent overflow  errors  

in  th is  s e t  o f  t r i a l s .  Thus for  th is  problem o n ly , an ex tra  term ination

c r ite r io n  i s  introduced, th a t o f  an overflow  error occu rring , denoted  

by 'O' .

I t  was s ta te d  e a r l ie r  th a t for  th is  problem the parameter va lu es

should remain p o s it iv e  i f  an engineering  design  i s  to  be r e a l is e d . To

m aintain th is  r e s t r ic t io n ,  a v a r ia b le  transform ation was used so th at the

op tim isation  v a r ia b les  were the logarithm s o f  the model param eters.

The i n i t i a l  model parameters were defined  as s p e c if ie d  displacem ents Cd)
*

from the so lu tio n  xj , so th at

x^°) = max(x^^ + d, 0 .1 ) for  i  = 1 , 2 , . . . , 8  

where x.i ” ^ 1 2  ^18^^ = ( 0 .9 ,0 .4 5 ,1 .0 ,8 .0 ,8 .0 ,5 .0 ,1 .0 ,2 .0 ^ " ,

The r e s u lt s  o f  th is  s e t  o f  t r i a l s  i s  shown in  Table 3 .6 . Where 

convergence was obtained the number o f  ite r a t io n s  i s  g iven; fa i lu r e  i s  

in d ica ted  by the l e t t e r  'F' fo llow ed by the code o f  the term ination  

c r ite r io n  s a t i s f i e d .

Overflow was a problem fo r  method NR/N even fo r  sm all va lu es o f  d 

and hence the number o f  t r ia l s  fo r  th is  method was r e s tr ic te d . Where 

convergence was obtained , term ination  c r ite r io n  T1 or S was evoked 

except fo r  GMP w ith d = - 0 .1  . Here the NAG algorithm  term inated
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w ith a message to  the e f f e c t  th a t the process did not seem to  be 

converging, even though the value o f  the o b jec tiv e  fu n ction  was low 

(1 .2 x 1 0  , the o b jec tiv e  fu nction  was decreasing and the ra te  o f

decrease was in crea sin g .

I f  the number o f  su c ce ssfu l runs fo r  each method i s  used to  a ssess  

performance, the methods in  in crea sin g  order o f  m erit fo r  th is  example 

are: NR/N , GMP , NR/Bi , NR/M , GN/N , GN/Bi , GN/Br , GN/M .

S tartin g
displacem ent

d
NR/N NR/Bi NR/M GMP GN/N GN/Bi GN/Br GN/M

0 .4 * FO F3 FO F5 F5 F3 F5
0 .3 * FO F3 FF F5 F5 8 8
0 .2 FO F3 F3 FO 6 6 6 6
0 .1 FO 21 18 FO 5 5 5 5

-0 .1 FO 40 14 39'̂ 4 4 4 5
-0 .2 FO F2 F2 45 5 5 5 5
-O', 3 * 17 17 FO 5 5 5 6
-0 .4 * 19 F2 FO 7 7 6 6
-0 .5 * FO 41 70 F5 6 7 7
-0 .6 * FO 26 FO F5 7 F5 7
-0 .7 * FO FO, FO F5 F5 8 9
-0 « 8 * FO FO FO FO FO F3 F3

Table 3.6 T ran sistor  model

not attempted

algorithm  term inated although convergence was imminent

In a l l  computer runs described  so fa r , no co rrection  lim it in g  was

ap p lied . The tr a n s is to r  model problem was used to  examine the e f f e c t

o f  applying various l im its  6 in  the GN/M method. The r e s u lt s  are ® max
given in  Table 3 .7  usin g  the same conventions as fo r  the previous ta b le .  

Based on these r e s u l t s .  Table 3 .8  shows, fo r  each correctio n  component 

l im it  va lu e , the number o f  runs term inating s u c c e s s fu lly  and the

displacem ent range about zero throughout which convergence to  the so lu tio n
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0.1 0 .2 0 .3 0 .4 0 .5 0 .6 t 1 .0 loSO

1.8 F4 F4 F3 F3 F3 F3 F3 F3
1.7 F4 F3 F3 F3 F3 F3 F3 F3
1.6 F4 F4 F3 F3 F3 F3 F3 F3
1.5 F4 F4 F3 F3 F3 F3 F3 F3
1.4 F4 F3 F3 F3 F3 F3 F3 F3
1 .3 F4 F4 F3 F3 F3 F3 F3 F3
1.2 F4 F4 F3 F3 F3 F3 F3 F3
1.1 F4 F3 F3 F3 F3 F3 F3 F3
1.0 F3 20 F3 F3 F3 F3 F3 F3
0.9 F4 F4 13 F3 10 F3 F3 F3
0.8 F3 F3 F3 F3 10 13 F3 F3
0 .7 30 16 F3 F3 10 11 F3 F3
0 .6 21 22 8 10 9 9 9 9
0 .5 14 10 13 14 F3 F3 F3 F3
0 .4 11 10 10 13 F3 F3 F3 F5
0 .3 8 7 7 7 7 7 7 8
0 .2 7 6 6 6 6 6 6 6
0.1 5 5 5 5 5 5 5 5

-0 .1 6 5 5 5 5 5 5 5
-0 .2 9 6 5 5 5 5 5 5
-0 .3 13 9 7 7 6 6 6 6
-0 .4 18 11 8 8 7 6 6 6
-0 .5 18 11 8 8 7 6 7 7
-0 .6 18 11 8 7 *7 7 6 7
-0 .7 18 11 9 8 7 7 7 9
-0 .8 25 14 10 10 9 8 F3 F3
-0 .9 30 19 14 11 10 11 14 F3
-1 .0 29 18 15 11 10 10 F3 F3
-1 .1 28 18 14 11 10 11 F3 F3
-1 .2 28 17 13 11 10 10 F3 F5
-1 .3 27 17 13 11 10 9 F3 F3
-1 .4 27 17 13 11 10 11 F3 F3
-1 .5 27 17 13 11 10 F3 9 F5
-1 .6 27 17 14 13 10 F4 11 F5
-1 .7 27 20 17 13 11 11 F4 10
-1 .8 27 19 F4 20 18 F4 F3 F5
-1 .9 33 18 34 F4 F3 F4 12 F5
-2 .0 3.3 18 18 F4 15 F4 12 F5
-2 .1 33 18 F3 F4 15 F4 10 F5
-2 .2 33 18 F4 F4 F4 F4 13 F5
-2 .3 33 18 F4 F4 F4 F4 10 ' F5
-2 .4 33 18 16 17 F4 F4 12 9
-2 .5 33 19 17 F4 16 F4 14 13
—2.6 F4 F4 F3 F4 F3 F4 15 F5
-2 .7 F4 F3 F3 F3 F3 24 F3 F5
-2 .8 F4 F3 F3 F3 F3 F3 F3 F5
-2 .9 F4 F3 F3 F4 F3 F3 F3 F5
— 3.0 F4 F3 F3 F3 F4 F3 10 F5

Table 3 .7  C orrection lim it in g  on the tr a n s is to r  model problem

was observed. The r e s u lt s  c le a r ly  in d ic a te  th at in  general the sm aller  

th e correctio n  lim it  the greater  i s  the p ro b a b ility  o f  su c ce ss . The same 

pattern  was apparent in  s im ila r  though much le s s  ex ten siv e  t r i a l s  on NR 

and GMP . However, the p en a lty  fo r  choosing too sm all a lim it in g  value
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i s  th a t more ite r a t io n s  than are s t r i c t l y  n ecessary  are used.

Although the general trend in  the r e la t io n sh ip  between the correction  

l im it  and the ra te  o f  convergence i s  c lea r  from Table 3 .8 ,  there were 

some r e s u lt s  which did not conform and th erefore  ca st doubts on the v a l id i ty  

o f  some o f  the term ination c r i t e r ia .  These t r ia l s  were rerun w ith the  

su sp ect c r i t e r ia  removed; in  no case was convergence to  the so lu tio n  

subsequently achieved .

Ômax
Number o f
su c ce ssfu l
runs

d range 
o f
convergence

0 .1 32 3.2
0 .2 33 3.2
0 .3 28 2 .3
0 .4 25 2.4
0.5 28 2.1
0 .6 22 1.7
1.0 23 1.0
1050 13 1.0

Table 3 .8 Summary o f  e f f e c t  o f  correctio n  lim it in g

3.4 .  D iscu ssion

For the type o f  problem considered , i . e .  op tim isa tion  o f  a fu n ction  

which can be expressed as a sum o f  squares which i s  zero at the s o lu t io n ,  

the evidence th at GN i s  b e tte r  than NR i s  su b s ta n tia l. For s im ila r  

co rrectio n  sc a lin g  methods th ere was no case where NR reached a 

so lu tio n  and GN f a i le d ,  although many examples o f  the converse were 

found. V/hen both methods were s u c c e s s fu l, GN almost always required  

fewer i t e r a t io n s ,  the only  exception  was to  be found in  the t r ia l s  on 

Rosenbrock's fu n ctio n . Although no run tim ings are g iven , from the  

form o f  the two algorithm s i t  i s  c lea r  th at th is  would g en era lly  imply 

th a t GN i s  qu icker. Thus to  d escrib e  GN as an approximation to  

M is  m islead in g.
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On the other hand, the performance o f  GMP , one o f  the most 

h ig h ly  regarded quasi-Newton methods, i s  c o n s is te n t  with i t  being an 

approximation to  NR , although i t  has cer ta in  improved fea tu res  which 

were described in  Chapter I I .  These fea tu res  are undoubtedly a b e n e fit  

in  a great number o f  c a se s , e s p e c ia l ly  from the p o in t o f  view o f  speed 

o f  com putation, although i t  should be remarked th a t GMP g en era lly  

required more ite r a tio n s  than NR/M. However, when the use o f  more 

than one op tim isa tion  algorithm  i s  p o s s ib le  the f i r s t  con sid eration  

should be which algorithm s are l ik e ly  to  converge to  a s o lu t io n . The 

r e s u lt s  o f  the tr a n s is to r  model problem suggest th at a su ita b le  form o f  

NR i s  more l ik e ly  to  do so than the standard GMP method.

Thus the r e s u lt s  show th at the method using second d e r iv a tiv e s  CNR)

did b e tte r  than the method which uses f i r s t  d e r iv a tiv e s  to  approximate

second d e r iv a tiv e s  (GMP) . The method which uses f i r s t  d e r iv a tiv e s  and

makes no attempt to  approximate second d e r iv a tiv e s  (GN) achieved a

b e tte r  performance s t i l l .  This does not n e c e s sa r ily  mean th at the use

o f  second d e r iv a tiv e s  i s  a retrograde step ; i t  i s  e s s e n t ia l  to  bear in  

mind the type o f  problems th at the algorithm s were designed to  s o lv e .

W hilst th is  e x er c ise  demonstrates th a t merely using an algorithm  which

employs h igher d e r iv a tiv e s  i s  no guarantee th a t an improved performance

w i l l  be obtained , and indeed i t  shows th a t a considerab ly  worse

performance can be encountered, an in v e s t ig a t io n  in to  the use o f  second

d e r iv a tiv e s  in  the type o f  problem described  req u ires GN to  be

compared w ith a second d e r iv a tiv e  algorithm  fo r  so lv in g  sim ultaneous

eq u ation s.

On the method o f  co rrection  s c a lin g , the r e s u lt s  appear to  in d ica te  

th at w hile  the N and Bi methods are superior for r e la t iv e ly  sim ple 

problems, some form o f  u n iv a r ia te  m inim isation i s  d e s ira b le  on more 

d i f f i c u l t  problems. Apart from the evidence o f  the HDS problem, where
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examples o f  GN/M f a i l in g  when GN/N succeeded were n oted , a m inim is­

ation  method appears to  be the sa fe r  p o lic y  to  adopt. And y e t  

accepting  the f i r s t  p o in t which reduces the o b jec tiv e  fu n ction  i s  h ig h ly  

favoured by many algorithm s d esig n ers; one p o s s ib le  explanation  i s  th a t  

th e ir  t r ia l  problems are not s u f f i c ie n t ly  complex.

Assuming th at u n iv a ria te  m inim isation i s  to  be adopted the qu estion  

to  be answered i s  to  what accuracy should the search be taken. On the  

few runs o f  bracketing  only th a t were tr ie d , the performance o f  the  

u n iv a ria te  m inim isation was not matched. This adm ittedly flim sy  

evidence su ggests th a t a h igh er accuracy should be sought.

The advantage and drawback o f  l im it in g  co rrectio n s has been demon­

s tr a te d , the problem being to  choose the h ig h est value o f  co rrection  

lim it  which would produce convergence. However, no method o f  s e le c t in g  

th is  optimum value for  a given problem other than by user experience  

through t r i a l  and error has been su ggested . This d i f f i c u l t y  would not 

e x is t  in  a method which was in h eren tly  more s ta b le  and thus able to  l im it  

correction  va lu es a u tom atica lly .
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CHAPTER IV

DEVELOPMENT OF SECOND DERIVATIVE SUM OF SQUARES METHODS

Although th ere e x is t  severa l algorithm s fo r  m inim ising a general 

unconstrained fu n ction  which make use o f  second d e r iv a t iv e s , to  the  

author’s knowledge there has been no published work on the development 

o f  a second d e r iv a tiv e  method designed s p e c i f ic a l ly  fo r  the m inim isation  

o f  a sum o f  squares fu nction  or fo r  the so lu tio n  o f  a s e t  o f  sim ultaneous 

eq u ation s. I t  has been shown in  Chapter I II  th at on c er ta in  problems 

the sum o f  squares method performs d is t in c t ly  b e tte r  than the general 

fu n ction  method. There are a lso  in d ic a tio n s  from work done by others  

th a t second d e r iv a tiv e s  are o f  b e n e f it  in  general fu n ction  m in im isation . 

The lo g ic a l  qu estion  was th erefo re  whether a second d e r iv a tiv e  sum o f  

squares method could be developed which would improve fu rther on the  

performance given by e x is t in g  methods app lied  to the aforementioned  

problem s. Could the convergence range o f  a second d e r iv a tiv e  method 

e lim in a te  the need fo r  a two-part a lgorithm , or would the eva lu ation  o f  

second d e r iv a tiv e s  prove to be an unproductive com plication?

The development o f  algorithm s in  order to  answer th ese  q u estion s  

formed the major part o f  th is  research . I t  involved  a continuous 

p rocess o f  m od ifica tion  based on t r ia l s  conducted mainly on the tr a n s is to r  

model problem which was chosen s in ce  i t  represented  an engineering  

problem where th ere was c le a r ly  scope for  improvement in  the type o f  

op tim isa tion  algorithm  under co n sid era tio n . Later, a second engineering  

problem was used fo r  fu rther t r i a l s .

S ection  2 .4 .1  gave the d er iv a tio n  o f  the GN method from consid era­

tio n  o f  the f i r s t  two terms o f  the Taylor S er ies  expansion. The methods 

to  be described here are based on in c lu s io n  o f  the second d er iv a tiv e  

term, i . e .
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n 8s . ( x j   ̂ n n 3^s. (x)

 ̂  ̂ j = i J  ̂ ^j = i k=i  ̂ ^

As with GN , the right-hand s id e  i s  then equated to  zero:

n as. (x) , n n a^s. (x)
0 = S iW  + I ^ — «i * j ï  I i T l S T - ^ ^ k  ( 1 = 1 . 2 , ( 4 . 1 )

j= i 1 "y=i k = i'* j '* k  1

Whereas a so lu tio n  or lea st-sq u a res  so lu tio n  to  the eq u iva len t s e t  o f  

sim ultaneous equations fo r  GN i s  obtainab le  by m atrix in v ersio n , 

assuming the m atrix i s  n o n -sin gu lar , there i s  no a n a ly t ic a l method for  

so lv in g  Equations (4 .1)  in  the general ca se . I t  was th ere fo re  necessary  

to  d ev ise  an i t e r a t iv e  method fo r  th is  purpose.

This approach was j u s t i f i e d  by the reasoning th at Equations (4.1)  

should be e a s ie r  to  so lv e  than the exact sim ultaneous equations for  

fu n ction s with n o n -tr iv ia l th ird  or h igh er d e r iv a t iv e s , provided only  

th a t a so lu tio n  e x is te d . C learly  fo r  sim ultaneous equations with lower 

order d e r iv a t iv e s , such as th ose given by Rosenbrock’s fu n ction  and the 

m odified form o f  Rosenbrock’s fu n ctio n . Equations (4.1)  are an exact 

rep resen ta tio n . Therefore, d e fin in g  an ite r a t io n  to  be the process to  

get from x.̂ ^̂  to  = x^^  ̂ + , such problems would y ie ld  a

so lu tio n  in  one ite r a t io n  from any s ta r t in g  p o in t with defin ed

as §_ .

4 . 1 .  I n i t ia l  attem pts

The f i r s t  attem pts at so lv in g  Equations C4.1) can be summarised as 

fo llow s :

Ci) from th e current p o in t , use the (unsealed), GN

co rrectio n  vector  to  g ive  an estim ate  o f  6 ;

( i i )  su b s t itu te  the current estim ate o f  ^  in  a m odified

v ersion  o f  Equations (4.1)  to  obtain  an improved estim ate  ;
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( i i i )  do a u n iv a r ia te  m inim isation on the o b jec tiv e  fu n ction  

<|)(X) = f(3c^^  ̂ + and d efin e  to  be the

p o in t g iv in g  the minimum.

Two m odified v ersion s o f  Equations (4.1)  were used to  update the  

estim ate o f  ^  , both o f  which gave sim ultaneous lin ea r  equations in  

the unknown v ecto r  :

n 9s . ( x )
m)(a) 0 = s^(x) + V  a [4 +1 ] + ( i = i , 2 , . . . ,

 ̂ j = l "̂ ĵ ^

Where

( i = l , 2 , . . . ,m) .

Both v ersion s were tr ie d  on Rosenbrock’s fu n ction  and both converged in  

two i t e r a t io n s .  This was an encouraging performance, bearing in  mind 

th at Equations (4.1)  were only approximated, which compares favourably  

with a l l  versio n s o f  GN (Table 3 . 1 ) .  On the tr a n s is to r  model problem, 

however, success was not forthcom ing. An i n i t i a l  displacem ent o f  

d = 0 .5  from the p o s it iv e  so lu tio n  was used which in  h in d sigh t seems to  

be too large a step  to  have taken s in ce  GN/M only converges from th-is 

p o in t with f a ir ly  severe correctio n  lim itin g  imposed. N ev er th e less , 

w ith the in trod u ction  o f  fu rth er u n iv a r ia te  searches in  the scheme 

described and w ith correctio n  lim it in g  in^osed convergence to  the so lu tio n  

was obtained, though not c o n s is te n t ly .

Using an approximation to  Equations (4 .1)  at an e a r ly  stage  was 

questionable s in ce  the r e s u lt s  o f  Chapter I I I ,  some o f  which were 

produced subsequently , have shown th a t using  convergence as a c r ite r io n  

the in trod u ction  o f  approximations i s  l ia b le  to  make the algorithm  perform  

le s s  w e l l .  Thus i t  appeared to  be more lo g ic a l  to  determine what could
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I

be achieved w ith exact correctio n s b efore  attem pting to  approximate, 

however b e n e f ic ia l  such approximations may be by reducing computing 

tim e. The lim ited  su ccess in  the tr a n s is to r  model problem led  to  an 

in v e s t ig a t io n  o f  the use o f  exact c o r r e c t io n s .

The f i r s t  "exact" method adopted was to  apply GN to  Equations C4.1)

to  so lv e  for  ^  to  a reasonably high accuracy and then to  minimise

(j)(X) = f ( x  + X )̂ to  g ive  a new p o in t . However, when th is  process was 

used on the tr a n s is to r  model problem GN experienced d i f f i c u l t y  in  

obta in in g  ^  . I t  was not known whether th is  was because th ere were no 

r ea l so lu tio n s  or whether GN was an inadequate method to  use on the

sub-problem o f  fin d in g  ^  . At th is  stage  o f  prelim inary in v e s t ig a t io n

i t  was decided to  make use o f  a more powerful o p tim isa tion  method, 

namely C u tter id g e’s tw o-part algorithm  c o n s is t in g  o f  the grad ien t-d escen t  

and GN methods. I t  was not envisaged th a t th is  algorithm  would form a 

part o f  any second d e r iv a tiv e  sum o f  squares algorithm  th a t might be 

developed, but th a t i t  would provide a powerful research to o l to  a id  such 

development. The f l e x i b i l i t y  th a t was enabled by a llow in g the user to  

sp e c ify  algorithm  parameters i f  th e ir  d e fa u lt values were u n su ita b le  was 

p a r t ic u la r ly  a t t r a c t iv e .  For example, one parameter s p e c if ie s  the  

maximum number o f  descent " lev e ls"  to  be tra v ersed . By s e t t in g  th is  

parameter to  zero , the method reduces to  a GN/M type algorithm . At 

the other extrem e, a number o f  " restarts"  from lo c a l minima found during 

the u n iv a ria te  search , described  in  S ection  2 . 7 . 3 ,  can be p rescrib ed  in  

the event th a t the method i s  unable to  converge o th erw ise.

Figure 4 .1  g iv es  a s im p lif ie d  flow chart o f  the method; some o f  th e  

program path p o s s i b i l i t i e s  and much o f  the d e ta i l  have been om itted  

fo r  c la r i t y .  However, in  general th e program en ters the GN phase at 

the beginning o f  the run and re -en ter s  a fte r  each descent ite r a t io n  or 

a f te r  r e s ta r t in g  from a p rev io u sly  stored  lo c a l minimum. One descent
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noi GM iterations completed ? do one GM iteration
yes

converged ?
no

GM ejection indicated ?
no

V yes

not descent levels traversed ? do one descent iteration store restart data
yes

nor restarts completed ? restart using stored data
yes

FAILUREEXIT SUCCESSFULEXIT

i = max. no. oP GM iterations Cat each GM attempt)I = max. no. oP descent levels r * max. no. oP restarts

Figure 4„1 Cutteridge*s two-part optimisation method
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le v e l  i s  traversed  on each descent i t e r a t io n , r e s ta r t  data from the  

higher le v e ls  being used f i r s t .  I f  GN i s  u n su ccessfu l, the next 

descent i t e r a t io n  proceeds from the p o in t given by the la s t  descent 

i t e r a t io n  so the GN path i s  d iscard ed . The GN term ination  

con d ition  on the number o f  ite r a t io n s  r e fe r s  to  the number s in ce  the  

la s t  GN s ta r t in g  p o in t and not the to t a l  number executed during 

the e n t ir e  p r o c e ss .

4 . 2 .  B asic theory o f  methods

I t  was c le a r  from the e a r ly  work th a t Equations (4 .1)  were u n sa t is ­

fa c to ry  in  th a t th ere was not n e c e s s a r ily  a so lu tio n  v ecto r  o f  r ea l  

components. This problem was so lved  by the in trod u ction  o f  a sca la r  in  

a s im ila r  way to  the sca la r  in trod u ction  in  GN . Although the sca la r  

i s  app lied  d ir e c t ly  to  the correctio n  v e c to r , i f  i t  i s  included in  the 

sim ultaneous equations from which GN i s  d erived , we have :

n 9s^(x)

or

0 = Xs,(x) * l  - r - -----  S. (1 = 1 .2 , . .  .,m)
-  j = i J

n 9 s . (x)
( l - X) s .  (x) = s .  (jc) + I - r i   6. ( i = l , 2 , . . . , m )

 ̂ j = l J J

(4.2)

Thus Equations (4.2)  are derived from the Taylor s e r ie s  expansion with

the le ft-h a n d  s id e  rep laced  by (l-X )s^ (a ) in stea d  o f  zero . C learly

X would be expected to  l i e  in  the range 0 < X $ 1 so th a t a

red uction  in  the va lues o f  s^ i s  more r e a l i s t i c a l l y  a n tic ip a ted  as

opposed to  the rather grand exp ecta tion  o f  so lv in g  the problem in  one

ite r a t io n . The error in  the approximation introduced by tru n cation

o f  the Taylor s e r ie s  in crea ses  as X in crea ses  from zero and the
9fapproximation i s  c le a r ly  in v a lid  when —  = 0 , th ere being no 

j u s t i f i c a t io n  fo r  choosing h igher va lu es o f  X .
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Applying s im ila r  theory to  Equations ( 4 . 1 ) ,  we obtain:

n 9s . ( x )  . n n 9 s . (x )
0 = Xs.(x)  + + i l  Ï 6 r SjSk (4.3)

] = 1  ]  ■’ 3 = 1 k = l  3 K

Higher order terms could be included s im ila r ly . Once again i t  i s

reasonable to  choose a value o f  X greater  than zero but not grea ter

9 fthan the f i r s t  p o s it iv e  value to  y ie ld  - ^  = 0 .

The b a s ic  idea  o f  the new method was to  use Equations (4.3)  to  d efin e  

^  fo r  various va lues o f  X , choosing a su ita b le  co rrectio n  v ecto r  by 

examination o f  the o b jec tiv e  fu n ction  f(jc + ^(X)) . To su b sta n tia te  

th is  id e a , an e x isten ce  theorem fo r  im p lic it  fu n ction s i s  quoted.

Let the s e t  o f  sim ultaneous equations (A) be defin ed  by:

w ^ ( x i , X 2 , . . . , x ^ , x ^ ^ 2 , . . . , x ^ ^ ^ )  = 0 ( i * 1 , 2 , . . . ,k)

*
and l e t  (A) be s a t i s f ie d  by x. = 21 «

Suppose th a t:

( i )  the k fu n ction s are continuous in  the neighbourhood
.  * o f  X

( i i )  the fu n ctions p o ssess  continuous f i r s t  p a r t ia l  d e r iv a tiv e s

in  the neighbourhood o f  ;

( i i i )  the (k x k) Jacobian formed by the p a r t ia l  d e r iv a tiv e s  

o f  w ith resp ect to  x^, X2 , . . . , x ^  i s  n on -sin gu lar
*

at X

then there e x is t s  a unique s e t  o f  continuous fu n ction s :

Xi = V^%k+i*%k+2'''''%k+r) ( i = l , 2 , . . . ,k)

which s a t i s f y  (A) and reduce to  x? ( i = l , 2 , . . . ,k) when

^k+j “ ^ + j  ( j = l , 2 , . . . , r )  . An o u tlin e  proof o f  th is  theorem by

induction  can be found in  Khinchin (66) .
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To apply the theorem to  Equations (4.3)  i t  i s  necessary  to  enforce

m = n . The right-hand s id es  o f  the equations are used to  d efin e  the

fu n ction s w .( 6 1 , 6 2 , . . . , 5  , X) ( 1 = 1 , 2 , . . . ,n) which are zero fo r  X = 0
 ̂ 9w. 9s. 9ü).

and 6 = 0 -  At th is  po in t and -—  = s . . Thus the
— — d o .  d X .  dA 1

J 3
con d ition s o f  the ex is ten ce  theorem are s a t i s f ie d  provided the fu n ction s  

s^ ( i = l , 2 , . . . , n )  and th e ir  f i r s t  and second p a r t ia l d e r iv a tiv e s  with  

resp ec t to  x- ( j = l , 2 , . . . , n )  are continuous in  the neighbourhood o f  the
3Si

current p o in t x and the (n x n) Jacobian given  by J . .  = - —  i s
I J  dXj

n on -sin gu lar  at th is  p o in t. Given th ese  co n d itio n s , there e x is t s  a 

value A such th a t Equations (4.3)  can be so lved  fo r  0  ̂ X < A. 

Furthermore, a reduction  in  the o b je c tiv e  fu n ction  can be obtained by 

a value o f  X in  th is  range, u n less  the so lu tio n  has been reached.

The proof i s  s im ila r  to  the eq u iva len t GN proof and i s  given in  

Appendix I .

To extend the idea  to  the case m > n i t  i s  necessary  to  rep lace  

Equations (4.3)  by th e ir  g en era lised  lea st-sq u a re  forms which are 

derived in  the same way as the g en era lised  GN method (S ection  2 . 4 . 1 . ) .  

The r e s u lt in g  equations are :

m f n 9s. T n n 9^s. 9s.  n a^s. ^

( r = l , 2 , . . . , n ) .  (4 .4 )

D efin ing the le ft-h a n d  s id es  o f  Equations (4.4)  to  be

, 6 2 , . . .  , 6 ^,X) for  r = l , 2 , . . . , n  we note th a t at X = 0 and ^= 2  •

9(i) m 9s. 9w m 9s. 9s.

9X ” ^i 9x 9x. 9x. 9x
1 = 1  r ] 1 = 1  3 r

fo r  r = l , 2 , . . . , n  and j = l , 2 , . . . , n  .

Thus the im p lic it  fu n ction  e x is ten ce  theorem req u ires c o n tin u ity  o f

s^ (1 =1 , 2 , . . . ,m) , th e ir  f i r s t  and second d e r iv a tiv e s  and n o n -s in g u la r ity
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o f  J J a t the current p o in t fo r  a unique so lu tio n -g iv in g  6 =̂ 0 at 

X = 0 . Once again , only p o s it iv e  va lu es o f  X need be considered  

in  order to  reduce the obj e c t iv e  fu n ction  (Appendix I ) .

The gen era lised  equations were used in  the numerical t r i a l s  o f  

Chapter V by applying a le a st-sq u a res  technique to  Equations ( 4 . 3 ) ,  

which i s  a n a ly t ic a lly  eq u iva len t to  so lv in g  Equations ( 4 . 4 ) .

4 . 3 .  Implementation o f  computer algorithm s

The so lu tio n  o f  Equations (4 .3)  or th e ir  v a r ia n ts  formed the heart 

o f  the computer a lgorith m s, and i s  much more d i f f i c u l t  than the so lu tio n  

o f  the GN equations because an a n a ly t ic a l method i s  u n availab le  and ^  

i s  not g en era lly  a lin e a r  fu n ction  o f  X , although such a form was 

in v e s t ig a te d  la te r .

I t  was required to  so lv e  Equations (4.3)  for various va lu es o f  X 

as determined by the u n iv a r ia te  search procedure seeking to  reduce 

<j)(X) = f ( x  + ^(A)) . At th is  stage  £  and i t s  f i r s t  and second d er iva ­

t iv e s  with resp ect to  3C are co n sta n t. This sub-problem o f  so lv in g  

fo r  the unknown ^  was tack led  by applying an op tim isa tion  method, the 

o b jec tiv e  fu n ction  fo r  which was:

m 2
eCi) = I  {a . CS) } (4.5)

i = l
n 9s . ( x )  . n n 9s . (x )

where C£) = k s . (x) + I — — S . + j l  —-ir— 6.« . ( i = l , 2 , . . .  ,m)
1 1 j . ;  3 ^

Although in  the e a r ly  sta g es  the f u l l  power o f  the C utteridge method 

was brought to  bear on th ese  eq u ation s, the d e s ir a b i l i ty  o f  a more sim ple 

method o f  so lu tio n  was a prime co n sid era tio n . During development o f  the 

second d e r iv a tiv e  methods, the C utteridge method was gradually  reduced in  

power u n t i l  GN alone was used to  attem pt to  so lv e  the eq u ation s. This 

was a s ig n if ic a n t  step  because what was in  e f f e c t  a second d e r iv a tiv e  GN
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method required nothing more complex than the repeated a p p lic a tio n  o f  GN .

The r e s u lt s  o f  Chapter III  demonstrated a w id ely -h eld  view th at GN 

e x h ib its  good convergence p ro p erties  provided i t s  i n i t i a l  p o in t i s  

s u f f i c ie n t ly  c lo se  to  the so lu t io n . In the method o f  so lu tio n  o f  

Equations ( 4 . 3 ) ,  by ju d ic io u s ly  varying X the problem was ta ilo r e d  to  

f i t  the s ta r t in g  p o in t. By making X sm all enough the so lu tio n  to  

Equations (4.3)  can always be found from an i n i t i a l  estim ate  o f  0̂  , or 

b e tte r  s t i l l  the GN co rrection  vecto r  a t x m u ltip lied  by X . Based 

on the ^(X) so obtained, su ita b le  ex tra p o la tio n  was app lied  to  attempt 

to  so lv e  fo r  a h igher value o f  X and the process repeated as n ecessary . 

The aim o f  th is  u n iv a r ia te  search was to  bracket the minimum o f  

f ( x  + ^(X )) , whence in ter p o la tio n  could be app lied  to  fin d  the minimum 

more p r e c is e ly , using  the same term ination  c r ite r io n  as method (Iv) o f  

S ection  3 . 2 . 1 .  The ex tra p o la tio n  had to  balance two c o n f l ic t in g  

fa c to r s:  too many eva lu a tio n s o f  6 for  various X i s  c le a r ly

in e f f i c i e n t ,  too few give inaccurate estim ates which can have the same 

e f f e c t .  However, inaccurate estim a tes  can have a more d isa stro u s

e f f e c t .  Equations (4.3)  can c le a r ly  have more than one s o lu t io n .

Figure 4 .2  shows p lo ts  o f  log .  f(jc + ^(X)) aga in st X fo r  e ig h t  

d is t in c t  ^-paths which are so lu tio n s  o f  Equations (4.3)  for  the tr a n s is to r  

model problem w ith  the components o f  x s e t  to  1 .0  above the 

components o f  the so lu tio n  x* . The only so lu tio n  o f  in t e r e s t  to  th is  

algorithm  i s  the one passing  through . An inaccurate estim ate

could cause a " so lu tio n  jump" during the ex tra p o la tio n  process w ith a 

resu lta n t breakdown o f  the u n iv a r ia te  m inim isation procedure.

A fu rther d i f f i c u l t y  encountered by th is  method i s  th a t i t  i s  not 

always p o ss ib le  to  bracket the minimum. Figures 4 .3  to  4 . 5 ,  a lso  taken 

from the tr a n s is to r  model problem, show the three p o s s i b i l i t i e s .  In 

Figure 4.3 the paths o f  the e ig h t so lu tio n  components are reasonably we l l -
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behaved and the u n ivaria te  minimum can be bracketed , though the question  

o f  to  what accuracy i s  r e lev a n t. In Figure 4 .4  the so lu tio n  components are 

again w ell-behaved though the r e s u lt in g  o b je c tiv e  fu n ction  i s  non-unimodal. 

For reasons already s ta ted  the aim would be to  lo ca te  the minimum o f  

low est p o s it iv e  X . In Figure 4.5» although the o b jec tiv e  fu n ction  i s  

s te a d ily  reducing as X in c r ea se s , some o f  the so lu tio n  components appear 

to  become complex at about X = 0 .52 .  TTie u n iv a r ia te  search would have 

to  be term inated at or before such a p o in t w ithout spending e x ce ss iv e  

time looking for  n o n -ex isten t s o lu t io n s . I t  was a lso  n ecessary  to  

consider how c lo se  to  the lim itin g  p o in t the search should be taken.

The e s s e n t ia l  step s o f  the developed second d e r iv a tiv e  methods applied  

to  Equations (4.3)  are shown in  flow chart form in  Figure 4 . 6 .  A sin g u la r  

Jacobian n e c e s s ita te s  term ination o f  the method though in  p r a c tic e  

con tin u ation  i s  p o ss ib le  a f te r  the a p p lic a tio n  o f  another method to  move 

away from the s in g u la r  p o in t . Termination co n d ition s were based on those  

described  in  Chapter I II  using  the GN co rrectio n s evaluated  a t the  

beginning o f  each i t e r a t io n . C onditions T l, T5 and T6 were 

implemented as d escrib ed , whereas in  many runs con d ition s T3 and T4 were 

merely flagged  and the procedure allow ed to  continue in  order to  check th e ir  

v a l id i t y .  In only one run was convergence obtained a f te r  one o f  th ese  

con d ition s (T3) was s a t i s f i e d .  Termination o f  the algorithm  a f te r  an 

u n su ccessfu l so lu tio n  attempt for  X = C2  , a sm all v a lu e , corresponds to  

con d ition  T2 . I f  the so lu tio n  attempt for  sm all X was su c c e s s fu l,

i s  sought where X̂ °  ̂ i s  a h igh er value based on inform ation from 

the previous i t e r a t io n . Assuming su ccess at th is  s ta g e , bracketing  i s  

attempted fo llow ed by u n iv a r ia te  m inim isation i f  bracketing  i s  accom plished. 

In a l l  cases the method o f  attem pting to  so lv e  Equations (4.3)  was by use 

o f  GN » i n i t i a l  e stim ates o f  ^  being based on inform ation accumulated 

during the it e r a t io n . I t  was qu ite  p o ss ib le  fo r  GN to  f a i l  to  fin d
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no
evaluate GM corrections at current point

yes convergence , obtained ?

attempt solution oP Equations (i.3> For
solution attempt successful ?

no

evaluate A based on pr iteration ir |
attempt solution oF EquationSg^i.3)eviouspossible

solution attempt successful ?
no

minimum

locate minimum to speciFied accuracy
location oF minimum uccessFul ?j

yes

yes

updatecurrentpoint
process termination indicated ?

yes

SUCCESSFULEXIT FAILUREEXIT

Figure 4 .6  Flowchart o f second d er iv a tiv e  method
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fo r  a p a r tic u la r  value o f  X , in  which case a sm aller value o f  

X , for  which the estim ates o f  ^  would be more accu rate, would be 

t r ie d . I f  th is  f a i le d ,  a s t i l l  sm aller value would be tr ie d . The 

process o f  rep eatin g  so lu tio n  attem pts could be term inated as soon as 

Equations (.4.3) had been so lved  for  any value o f  X , not n e c e s s a r ily  

the one o r ig in a lly  s p e c if ie d . This was u se fu l in  the bracketing  and 

X °̂  ̂ s ta g e s , when the value o f  the o b jec tiv e  fu n ction  gave u se fu l 

inform ation provided i t  was fo r  a value o f  X greater  than those for  

which Equations (4 .3 ) had already been so lv ed . This was not the case 

at the minimum lo c a tio n  sta g e . Here inform ation had been gathered  

from p o in ts  around the minimum and th erefo re  ^  should have been 

obtained r e la t iv e ly  e a s i ly .  I f  t h is  was not so then a so lu tio n  jump 

was in d ica ted  and the algorithm  was term inated so th at rem edial a ction  

could be taken. In p ra c tice  the algorithm  i s  able to  continue from 

h e r e .

4 .3 .1 .  V ariations on the b a s ic  theme

The f i r s t  im plementation o f  the scheme ju s t  described  met w ith  

some su ccess when tr ie d  on the tr a n s is to r  model problem. A number o f  

s ta r t in g  p o in ts  were found from which the second d e r iv a tiv e  algorithm  

converged whereas GN f a i le d .  However, there were a lso  severa l p o in ts  

from which GN converged and the new algorithm  f a i le d .  C learly  fu rther  

a tten tio n  to  the d e ta i l s  o f  the method were required . A lso , research  

at th is  stage  was hampered by the amount o f  time taken by the many GN 

ite r a t io n s  used in  the attem pts to  so lv e  for  ^  ; i t  was th erefore  

n ecessary  to  pay a tten tio n  to  computing e f f ic ie n c y  before th e p o te n tia l  

o f  the algorithm  had been a ssessed .

N everth eless the algorithm  showed promise and two v a r ia tio n s  were 

in v e s t ig a te d . The f i r s t  was the incorporation  o f  a lin e a r  search
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imm ediately b efore updating the current p o in t (see  Figure 4 .6 ) .  Suppose 

th a t fo r  the pth ite r a t io n  the outcome o f  the e a r l ie r  m in im isation , 

or the bracketing  attempt i f  i t  was u n su ccessfu l, was a vecto r  .

The b a s ic  method, subsequently referred  to  as SDA, updated the problem  

unknowns by the r e la t io n sh ip :

^Cp*i) .  .  gCp) _

The m odified method, which w i l l  be c a lle d  SDB , used the r e la t io n sh ip :

^Cp+i) .  ^Cp) + /P ) { ( P )

where i s  the value o f  u which m inim ises = f ( x + y

The second v a r ia tio n  on SDA was to  conduct a s im ila r  lin ea r  search  

each tim e any ^(X) was found. This method w i l l  be c a lle d  SDC.

SDC th erefore  contained a two-dim ensional search , whereas SDB may be 

regarded as approximating such a search .

4 .3 .2 .  C orrection lim it in g

The b e n e f it s  o f  correctio n  lim itin g , which were demonstrated in  

Chapter I I I ,  demanded th a t con sid eration  be given to  the a p p lica tio n  o f  

th is  technique on the second d e r iv a tiv e  methods. In the X -search, 

for  each ^  found, correctio n  lim it in g  was imposed by s e t t in g  to  the  

l im it  those components o f  ^  exceeding the l im it ,  w ith bracketing  and 

m inim isation attempted on the o b jec tiv e  fu n ction  values given by the  

m odified ^s . This corresponds to  the method used on GN and NR , 

but s in ce  the search was no longer lin e a r , i t  was not p o s s ib le  to  

determine the exact p o in t a t which component lim itin g  would occur, 

although th is  could be estim ated  u sin g  GN co rr e c tio n s . Previous 

bracketing  algorithm s developed at L e ice ster  made use o f  the component 

l im it in g  p o in ts  fo r  each component, but in  the second d e r iv a tiv e  method 

the estim ate  o f  only  the f i r s t  l im it in g  p o in t was used (to  d efin e  X^°^)
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The second search would then be app lied  to  the f in a l  lim ite d  ^  .

4 .3 .3 .  Control Of GN entry

I f  an attempt to  so lv e  for  ^  at a p a r tic u la r  value o f  X was 

u n su ccessfu l, a new attempt a t a lower value o f  X would norm ally be

in i t ia t e d .  The value s e le c te d  would be based on the value o f  X fo r

which Equations (4 .3 )  had already been so lved .

Suppose th a t X̂  i s  the low est u n su ccessfu l value o f  X

X̂  i s  the h ig h est su c ce ss fu l value o f  X

X̂  i s  the value o f  X fo r  the new attempt

and Xj i s  the low est value o f  X for which the

o b jec tiv e  fu n ction  i s  o f  u se .

X̂  was d efin ed  by:

where A = 0 .1  -  X )̂

u n less  th is  caused X to  cross from above X, to  below X, , in  whichc d d

case X would be s e t  to  X. .c d

The process was repeated  in  the event o f  fa i lu r e  u n t i l  the fo llow in g  

l im it in g  con d ition  was s a t is f ie d :

Xy - x^< ei* X̂  CXy > 0)

Xa< es ( \  = 0)

where and £ 5  are sp e c if ie d  co n sta n ts . The la t t e r  con d ition  was

an algorithm  term ination  c r ite r io n  cOiiiparable w ith T2 [S ectio n  3 .2 .2 ) .

I f  a so lu tio n  attempt was su c ce ssfu l fo r  a value g rea ter  than or

equal to  X̂  , the process would term inate. I f  the value was le s s  than

X̂  a new attempt would be in i t ia t e d  for  X̂  = Xy + A and A would be
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doubled in  preparation fo r  the next attem pt. Once again would be

r e s e t  i f  X̂  was traversed .

This entry in to  the GN algorithm  was co n tro lled  by an A lgol rea l 

procedure named PENFUN , the flow chart fo r  which i s  shown in  Figures 4 .7 (a )  

and 4 .7 [ b ) . The fo llow in g  A lgol v a r ia b le s  are used:

DR -  the X increment A ;

IFLAG -  to  in d ica te  whether X̂  i s  grea ter  than, equal

to  or le s s  than X̂  ;

OK - boolean v a r ia b le  to  in d ic a te  on e x i t  whether the  

o b jec tiv e  fu n ction  fo r  RREQD was found ;

R - the current X v a lu e , X̂  ;

RFOUND - on e x i t ,  the h ig h est value o f  X for  which the

o b je c tiv e  fu nction  was found i f  not for  RREQD ;

RMIN - the minimum value o f  X fo r  which the o b je c tiv e

fu n ction  i s  o f  u se , X̂  ;

RREQD - the o r ig in a lly  s p e c if ie d  value o f  X fo r  which 

the o b jec tiv e  fu n ction  was required ;

RSUCC - the h ig h est su c c e ss fu l value o f  X , X̂  .

Upon e x i t ,  the appropriate o b je c tiv e  fu n ction  value was returned

in  PENFUN . The two su c ce ssfu l e x i t s ,  in  the term inology o f  Figure 4 .6 ,

are EXIT A where the equations were so lved  fo r  R = RREQD , and EXIT B ,

where the equations were so lved  fo r  R  ̂RMIN . EXIT C occurred when

the lim it in g  con d ition  was s a t i s f i e d .
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FOR KEY TO SYMBOLS SEE TEXT

RSUCC = RREQD ?
no

RSUCC > RMIM ?

no

set R to RREQD and IFLAG to 1

initialise RSUCC set OK to TRUE

set RFOUND to RSUCC and OK to FALSE

Figure 4 .7 (a )  C ontrol o f  GN en try  by procedure PENFUN (p art one)
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g
attempt solution of Equations (4.3) for A =R  by using GM_______

S u c c e s s f u l  ^

yes/

r \

no
< ü ï D

no

îyes
y set RFOUNDto R V< ü ï D

update RSUCC; increase R bu DR; increase OR
limitingconditionsatisfied D

f
set DR; decrease R by DR; set OK to FALSE

< 5

> o  / T >  V j 2 /

yes

set R to RREQD and OK to TRUE
Y

yes

set IFLAG to 1
T

1

set IFLAGto e

IFLAG ?

set RFOUMD to RSUCC

RMIM .6E. RREQD ?

a
no

yes yes

set IFLAG to —1

yes yes

set IFLAG to -î

EXIT C

set R to RMIM and IFLAG to 0

F igure 4 .7 (b )  C ontrol o f  GN en try  by procedure PENFUN (p art two)
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4 .3 .4 .  U nivariate search method

PENFUN was c a lle d  whenever i t  was d esired  to  so lv e  fo r  ^  and so 

e x is t in g  procedures for  bracketing  and lo c a tin g  a u n iv a r ia te  minimum had 

to  be m odified s in ce  they assumed th a t the o b jec tiv e  fu n ction  value  

would always be c a lcu la ted  whatever value o f  the v a r ia b le  was p resen ted .

The bracketing  process used by C utteridge e t  a l .  was fo r  the range 

X  ̂ 0 , req u ir in g  the value o f  the o b jec tiv e  fu nction  at X = 0 , i . e .  <j>(0) 

The o b je c tiv e  fu n ction  i s  evaluated  a t another value o f  X , X °̂  ̂ and i f  

t h is  i s  not le s s  than (j>CO) fu rth er  va lu es o f  X are generated by the  

formula:

= 0.1 q = 0 , 1 , . . .

u n t i l  one which g iv es  an o b jec tiv e  fu n ction  le s s  than (J>CO) i s  found or 

u n t i l  X reaches a p rescribed  sm all va lu e and the bracketing  attempt 

f a i l s  Ccf. NR and GN term ination  con d ition  T2 ) .  Assuming th is  

search does not f a i l ,  a value X̂ ^̂  has been found Such th a t < <l>(0)

A second search usin g  in crea sin g  va lu es o f  X i s  then in i t ia t e d  u n t i l  an 

in crease  in  the o b jec tiv e  fu n ction  i s  found. A p a ir  o f  va lues en c lo sin g  

at le a s t  one minimum can thus be determ ined. The va lu es o f  X used in

th is  part were generated by the Fibonacci sequence :

X Ü+1] = 2xtJ]

%[j+q+l] .  x[j+qJ + x [j+ q - l]  q = l , 2 , . . .  (4 .6 )

The Fibonacci sequence in  th is  form was u n su itab le  fo r  the second 

d e r iv a tiv e  method because in  the event o f  PENFUN f a i l in g  fo r  a p a r tic u la r  

value o f  X. , the next value generated would be much too la rg e . For

example, w ith  a s ta r t in g  value o f  0 .2  the normal sequence i s :

0 .2 ,  0 .4 ,  0 .6 ,  1 .0 , 1 .6 , ___
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but in  the event o f  o b jec tiv e  fu n ction  eva lu ation  fa ilu r e  a t X = 1 .0 ,

X = 0 .64  would be attempted by PENFUN . I f  th is  were su c c e s s fu l,  

c le a r ly  the next value generated by th e s e r ie s ,  whether i t  be in terp re ted  

as 1 .6  or 1.24 , i s  too h igh . In stead , the Fibonacci sequence was

based on the d istan ce  from a p o in t ot , so th at Equations C4.6) become:

J j ^ l ]  .  - a

„ q .  1 . 2 . . . .  C4.7)

where a i s  a con stan t.

a was s e t  to  zero i n i t i a l l y .  I f  the eva lu ation  o f  

was u n su ccessfu l but PENFUN returned w ith a value o f  X greater  than 

^[j^^Jjthe sequence was r es ta r te d  w ith  a s e t  to  using  the

value found as th e  f i r s t  p o in t. In the above example th is  would y ie ld :

0 .2 ,  0 .4 ,  0 .6 ,  0 .6 4 , 0 .6 8 , 0 .7 2 , 0 .8 ,  0 .9 2 , 1 .1 2 ,

However i t  was found b e n e f ic ia l  to  ensure th at X = 1 .0  was considered , 

so the f in a l  b racketing  algorithm  would have produced:

0 .2 ,  0 .4 ,  0 .6 ,  0 .6 4 , 0 .6 8 , 0 .7 2 , 0 .9 2 , 1 .0 , 1 .3 2 , 1 .7 2 , . . .

A s im p lif ie d  flow chart o f  the bracketing  procedure i s  shown in  Figure 4 .8 . 

I t  was programmed so th a t upper and lower bounds could be p rescr ib ed .

The n o ta tio n  used i s  as fo llo w s . I t  i s  d esired  to  fin d  three v a lu e s ,

XI, X2 and X3 , o f  the search parameter which g ive o b jec tiv e  fu n ction  

va lu es FI , F2 and F3 r e s p e c t iv e ly  such th at

XI < X2 < X3 , F2 < FI and F2 < F3 .

On in p u t, XI i s  s e t  to  the lower bound; X2 l i e s  w ith in  the s p e c if ie d

range, FI and F2 are g iven . XU i s  the upper bound and EXL i s  

the e f f e c t iv e  lower bound o f  X2 , ca lcu la ted  from prescribed  accuracy
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(START )

y©s

set X3 by nodiPiea Fibonacci» observing upper bound

call PB1FUN to evaluate R)0>« suppose R X >  was actually returned

Î
< X  > Xg ? > ^

s»i X& to X and F2 to M X )

> EXL ?> y**

set XI to X2X2 to X3FI to F2and F2 to F3

no
> — »■■ ■

\ '

set X3 to Xand F3 to RX >
1f

no
<3% > IF2 ?  > — »

yes

<$(3 < XU ? y e s

no

no

reduce X2 observing ePPective lower bound

call PeiFUh to evaluate R)^>« suppose R X >  was actually returned

#(IT SJB) #XIT OK ) (pXIT UB ) gXIT LB J (pXlT B.BJ

X > XI
no
f

<^IT b .b)

F igure 4 .8  The b ra ck e tin g  attem pt procedure
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c o n d it io n s , and i s  greater  than XI .

There are f iv e  p o ss ib le  e x it s  as fo llo w s:

HUB - e f f e c t iv e  upper bound caused by o b jec tiv e

fu n ction  ev a lu ation  fa i lu r e ;

OK - bracketing  su c ce ss fu l;

UB - o b jec tiv e  fu n ction  s t i l l  decreasing a t upper bound;

LB -  value o f  o b jec tiv e  fu nction  at lower bound not reduced;

ELB -  e f f e c t iv e  lower bound caused by o b jec tiv e  fu nction

eva lu a tion  fa i lu r e .

E x it con d ition  ELB should not norm ally have occurred but was included  

to  f la g  p o ss ib le  erro rs. In the main algorithm , u n iv a r ia te  m inim isation  

was attempted only  i f  the second e x it  occurred.

I t  i s  not necessary  to  describe the m inim isation procedure as i t  

was based on the one mentioned in  S ection  3 .2 .1  and i s  described  elsew here, 

M od ifica tion s were o f  course necessary  to  accommodate PENFUN and to  fla g  

any fa ilu r e  o f  PENFUN .

4 .3 ,5 .  S torin g  p ast so lu tio n s

For any given  value o f  X , an estim ate o f  the so lu tio n  to  Equations 

C4. 3)_ bad to  be supp lied  to  GN fo r  use as a s ta r t in g  p o in t . This

estim ate was based on previous so lu tio n s  or i f  none e x is t e d , the GN 

co rrectio n s  fo r  the o v e ra ll problem at the current p o in t. The sim p lest

estim ate to  use was m erely ^  fo r  the previous value o f  X i . e .  a zero 

order in te r p o la tio n /e x tr a p o la t io n  method. However, t h is  was soon 

r e jec te d  in  favour o f  the lin e a r  based estim ate  o f  :

-—1̂  §_ Cx ^^ )̂ (assuming X  ̂ 0) . More so p h is t ic a te d  e st im a te s .
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which were expected to  improve e f f ic ie n c y ,  required fu rth er  s e t s  o f  p ast  

values o f  X and ^  . Furthermore, the im position  o f  an upper lim it  on 

the number o f  s e t s  to  be reta in ed  required a d ec is io n  as to  which s e t  to  

discard  when the l im it  had been reached.

The i n i t i a l  methods o f  generating ^  estim ates were based on the

c o llo c a t in g  polynom ial in  X. This can be expressed as fo llo w s:

k r k X-X. ^A(A) = H n ( YzrH (4.8)

where the degree o f  the polynom ial i s  k -1 , X̂  ( i  = l , 2 , . . . , k )  are

d is t in c t  va lu es o f  X and ^  = £(X^) ( i  = l , 2 , . . . , k j  .

^(X) g iv e s  an estim ate o f  which i s  stra ightforw ard  to  ev a lu a te .

U n til k s e t s  o f  values had been stored  Equation (4 .8 ) was used w ith

k reduced ap p rop ria tely , the f i r s t  estim ate being based on the GN

c o rr e c tio n s . Once the r e q u is ite  number o f  s e t s  had been re ta in ed , th e ir  

number was held  constant by d iscard in g  old  data in  favour o f  newly 

acquired data . Suppose we have the f u l l  quota o f  k s e t s  o f  data co rres­

ponding to X values X i, X2 , . . . ,  Xĵ  where X% < X2 < . . .  < X̂  . On

a c q u is it io n  o f  fu rth er data the s e t  d iscarded was e ith é r  th a t corresponding

to  \ i  or to  Xĵ  . The c r ite r io n  used was to  try  to  m aintain a balance

between the number o f  p o in ts  above and below X , where was the
 ̂ p P

value g iv in g  the low est o b je c tiv e  fu n ctio n , .

The necessary  step s  are shown in  Figure 4.9 where the new data i s  fo r  

X = X̂  at which the o b jec tiv e  fu n ction  i s  cf»̂ . F ir s t  i t  was assumed 

th at X̂  was placed in  the s e t  and the rev ised  low est o b je c tiv e  fu n ction  

(j>̂  and corresponding X value X̂  were determ ined. I f  the number o f  

p o in ts  below X̂  (r^ , say) exceeded the number above Cr )̂ , the X% s e t  

was d iscarded . C onversely , the Xĵ  s e t  was d iscarded . I f  r^ = r^ , 

the s e t  corresponding to  the ,X value fu r th est from X̂  was d iscard ed .
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no

no

yes

* P f
r» " k -p

Xr »

Q  " k-J k-p+1p-1

discard set; reset pointers 1;2;. , ;J* set Xx to

discard Ak sets reset pointers 
J+l'J+E :
S t

determine j such that 
\ \  K Xi K ^\+i 

uhere A© “ ® and ■ *>

Figure 4.9 Method of discarding data sets
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F in a lly  the X order and value o f  p had to  be r e s e t .

With each X,<f> p a ir ,  ̂  i s  s to red . Rather than s h u ff le  th is  data

around when the re-ord ering  was req u ired , a system o f  p o in ters  to  fix ed

array p o s it io n s  was used. Two short procedures were required to

adm inister the stored  data.

4.4 . R esu lts obtained using the tr a n s is to r  model problem

Follow ing the implementation o f  the f i r s t  v ersion s o f  the procedures 

described in  the preceding s e c t io n s , the tr a n s is to r  model problem was 

attempted using method SDB with a co rrectio n  lim it  o f  0 .5  . The 

l in e a r  ^ -estim a tio n  technique obtained by s e t t in g  k to  2 in  

Equation (4 .8 ) was used. The r e s u lt s  are shown in  Table 4 .1 . which 

fo r  each su c ce ssfu l run g ives the number o f  complete i te r a t io n s  o f  the  

second d e r iv a tiv e  method and in  a d d itio n , the to ta l  number o f  GN 

ite r a t io n s  th at the method required fo r  the su b sid iary  problem o f  so lv in g  

for  ^  . Note th a t term ination co n d ition s T3 and T4 were not used

in  th ese  t e s t s .  Comparison with Table 3 .7 shows th a t for  the same 

co rrectio n  l im it ,  there were four s ta r t in g  p o in ts  from which SDB 

converged and GN fa i le d ,  namely for displacem ents d = 1 .2 , 0 .4 , -2 .2  

and - 2 .8 .  I t  was a lso  p lea s in g  to  note th a t there were no s ta r t in g  p o in ts

from which GN was su ccessfu l and ^DB f a i le d .  The large  number o f  GN 

ite r a t io n s  which were required was a ttr ib u te d  to  the use o f  the lin e a r  

in ter p o la tio n  technique; fu r th e r 'te s t s  usin g  a b e tte r  method were required .

More ex ten s iv e  t r ia l s  were conducted using the quadratic ^ -estim a tio n  

technique obtained by s e t t in g  k to  3 in  Equation ( 4 .8 ) .  F ir s t  SDA 

was used with and w ithout correctio n  lim it in g  from p o s it iv e  s ta r t in g  d is ­

placem ents. The r e s u lt s  are shown in  Table 4 .2 .  At th is  stage  term ina­

t io n  con d ition s T3 and T4 were flagged  but otherw ise disregarded; 

such an occurrence i s  denoted by p arenth eses.
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I n i t ia l
displacem ent

d

Termination
c r ite r io n
s a t i s f ie d

No. o f  
SDB 

ite r a t io n s

No. o f  
GN

ite r a t io n s
1.6 2
1.4 2
1.2 1 11 286
1.0 2
0 .8 1 5 114
0 .6 1 5 115
0.4 1 5 165
0 .2 1 3 30

-0 .2 1 3 27
-0 .4 5 188
-0 .6 1 4 100
-0 .8 1 6 100
-1 .0 1 7 164
-1 .2  . 1 8 271
-1 .4 1 7 251
-1 .6 1 8 284
-1 .8 1 8 355
-2 .0 1 10 547
-2 .2 1 10 544
-2 .4 2
-2 .6 2
-2 .8 1 9 252
-3 .0 2
-3 .2 2

Table 4 .1  Linear SDB method w ith correctio n  lim it  
o f  0 .5  on tr a n s is to r  model problem

I n i t ia l
displacem ent

d

Termination
c r ite r io n
s a t is f ie d

No. o f  
SDA 

ite r a t io n s

No. o f  
GN

ite r a t io n s
1.2 (3)2
1.0 (3)2
0 .8 (3)2
0 .6 1 6 81
0 .4 1 6 98
0 .2 1 3 21

(a) No correctio n  lim it in g

I n i t ia l
displacem ent

d

Termination
c r ite r io n
s a t is f ie d

No. o f  
SDA 

ite r a t io n s

No. o f  
GN

ite r a t io n s
1.2 (3)2
1 .0 (3)2
0 .8 (3) (4)2
0 .6 1 5 78
0 .4 1 5 103
0 .2 1 3 21

(b) C orrection lim it  o f  0 .5

Table 4 .2  Quadratic SDA method on tr a n s is to r
model problem



84

Both methods showed one improvement over GN , from d = 0 .4 ,  but 

the method with co rrectio n  lim it in g  was u n su ccessfu l from d = 0 .8  , a 

p oin t from which GN w ith the same co rrectio n  lim it  reached the  

so lu tio n  (even though i t  fa i le d  w ith more severe l im it in g ) . I t  was 

noted th a t lin e a r  SDB was su c ce ssfu l from th is  p o in t and la te r  t r ia l s  

showed th a t SDB was more su c ce ssfu l g en era lly . R esu lts for  the normal 

quadratic SDB and SDC methods are shown in  Tables 4 .3  (no co rrection  

l im it in g )  and 4 .4  (co rrectio n  lim it  o f  0 .5  ) .  Comparison w ith the  

eq u iva len t GN t r ia l s  r ev ea ls  th a t in  the un lim ited  v e r s io n s , SDB had 

f iv e  su ccesses  above th ose o f  GN . These were a t d = 1 ,2 , 1 .0 , 0 .8 ,

0 .4  and - 1 .0 .  The su ccess obtained from d = 1 .2  was p a r t ic u la r ly  

noteworthy as GN Had fa i le d  w ith a l l  co rrectio n  lim its  used . Further­

more, from d = 1 .0  and d = 0 .8  GN was su c ce ssfu l only with one and

two p a r tic u la r  correctio n  l im its  r e s p e c t iv e ly . The fa ilu r e  o f  SDB 

from d = 0 .8  was su spect and an exam ination o f  the r e s u lt s  revea led  

th a t during one i t e r a t io n  a so lu tio n  jump had taken p la ce; i t  was expected  

th a t i f  th is  had been avoided the so lu tio n  would have been reached.

SDC (unlim ited) a lso  revea led  a so lu tio n  jump, in  th is  case in  the 

d = -1 .0  run. The in ter p o la tio n  procedure was then unable to  minimise 

to  the p rescrib ed  accuracy and the computer run time lim it  was reached.

In both th is  and the SDB example, the so lu tio n  jump occurred a t the  

second value o f  X generated by the F ibonacci sequence, i . e .  double the  

f i r s t  v a lu e . A h igher i n i t i a l  value o f  a (Equation 4 .7 ) would 

probably have overcome t h i s .  SDC (unlim ited) had three su ccesses  not 

obtained w ith GN (u n lim ited ): d = 0 .4 , -0 .8  and 1 .2 .

Using the co rrectio n  lim it  o f  0 .5  in  the second d e r iv a tiv e  methods,

improved the range o f  d for  which the so lu tio n  was reached but the  

number o f  extra  su ccesses  above th ose obtained with the eq u iva len t GN 

method did  not in c r ea se . There were three extra  which were from the  

same s ta r t in g  p o in ts  for  both SDB and SDC, i . e .  d = 0 .4 , -2 .2  and -2 .8 .
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I t  was noted th at the su c ce ssfu l s ta r t in g  p o in ts  fo r  un lim ited  SDB 

was not a subset o f  those fo r  the lim ited  v e rs io n , so in  an attempt to  

fin d  a method which would combine th ese  su c ce ss fu l s ta r t in g  p o in ts  a 

number o f  v ers io n s  having d if fe r e n t  lim it in g  fa c to r s  (not le s s  than 0 .5 )  

and d if fe r e n t  lim it in g  methods on the two u n iv a r ia te  sea rch es, the  

X-search and y -sea rch , were in v e s tig a te d  a t th is  time and la t e r .  The 

X-search being  n o n -lin ea r  gave scope fo r  such in te r e s t in g  p o s s i b i l i t i e s  

as lim it in g  ^  components i f  they changed s ig n . However, th ese  in v e s t i ­

gation s were u n su ccessfu l and the aim was not r e a lis e d .

U nlim ited SDB r e g is te r e d  tw ice as many su ccesses  as un lim ited  GN 

for  the s e t  o f  (SDB) s ta r t in g  p o in ts  in v e s t ig a te d . I t  was th erefore

thought to  be worthwhile to  consider ways o f  making the second d e r iv a tiv e  

algorithm  more com putationally  e f f i c i e n t .

4 .5 .  Factors a f fe c t in g  algorithm  e f f ic ie n c y

The main area where improvements could be expected to  be made was in  

the c a lc u la tio n  o f  ^ (X ). The algorithm s already described  for  determ ina­

t io n  o f  which va lu es o f  X to  attempt to  fin d  ^  using GN were thought 

to  be reasonably sound; apart from p o ss ib le  v a r ia tio n s  there four fa c to rs  

r e la t in g  to  the u n iv a r ia te  search which in flu en ced  the e f f ic ie n c y  o f  the  

algorithm s were id e n t i f ie d .  These w i l l  be d iscu ssed  in  the fo llow in g  

s e c t io n s .

4.5 .1 . GN i n i t i a l  p o in t estim ation

A comparison o f  Tables 4 .1  and 4 .4  rev ea ls  th a t use o f  the higher  

order c o llo c a t in g  polynom ial s u b s ta n tia lly  reduced the number o f  GN 

ite r a t io n s  required to  so lv e  the sub-problem o f  fin d in g  . The 

estim ation  o f  ^  presented  to  GN was c le a r ly  an important fa c to r  in  

the e f f ic ie n c y  o f  the algorithm . By r a is in g  the value o f  k in
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Equation (.4 .8 ), cubic and qu artic  estim ation  methods were examined to  

in v e s t ig a te  whether fu rth er red uctions in  the number o f  GN ite r a t io n s  

could be obtained.

Further methods in v e s tig a te d  were based on the c o llo c a t in g  quadratic  

in  ^  :

3 e l  6 . - 6 . .
05^) = I " (x— x A  (k = (4 .9 )

1=1 l j = i  \ i ' \ j

are

o f  and (1= 1 ,2 ,3 ) are the corresponding va lu es o f  X

where (1= 1 ,2 ,3 ) are 3 d is t in c t  va lu es o f  the kth component

The ev a lu a tion  o f  ^  usin g  th is  method i s  a l i t t l e  more com plicated than 

fo r  Equation (.4 .8 ). Expanding the right-hand s id e s  o f  Equations (4 .9 )  

g iv es  a quadratic exp ression  fo r  each o f  the 5  ̂ . S u b stitu tin g  a 

fourth value X̂, o f  X fo r  » i t  was a sim ple m atter to  determ ine, 

for  each ^  component, whether the appropriate quadratic had rea l 

so lu tio n s  and to  so lv e  fo r  them i f  i t  d id . This gave two estim ates  

o f  ) ! the one chosen was the one c lo se r  to  the known value o f

5k (Xi) where X̂  i s  the c lo s e s t  reta in ed  value to  X̂, . I f  the  

quadratic had no rea l r o o ts , 5^AX )̂ was used as the component estim a te .

VJhereas Equation (4 .8 ) g iv es  the same polynom ial exp ression  fo r  

each 5 component, th is  was not the case when using Equations (4 .9 ) .

The reason for  th is  more com plicated method was th at i t  could p red ic t  

when a ^  component was going complex. I t  was thought th at s in ce  i t  

was able to  do t h i s ,  i t  might be b e tte r  at approximating the ^  curves 

and th a t i t  might be p o ss ib le  to  use th e p red ic tio n s  o f  complex 

components to  determine when to  term inate the bracketing procedure.

This e stim ation  method i s  subsequently referred  to  as "quadratic reversed"

The f in a l  method in v e s t ig a te d , " s im p lified  quadratic reversed", 

had s im ila r  aims and was based on Equations (4 .9 ) but w ith X3 = 5^  ̂ = 0 

(k = l , 2 , . . . , n ) ,  i . e .  a quadratic in ter p o la tio n  through th e  o r ig in .
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Thus t h is  method required only two s e t s  o f  va lu es to  be sto red .

4 .5 .2 .  Termination o f  GN

The f iv e  c r i t e r ia  used to  in d ic a te  GN f a i lu r e ,  T2 to  T6 , 

were described  in  S ection  3 .2 .2 .  F a ilu re  o f  GN fo r  any p a r tic u la r  

value o f  X was not a d is a s te r  and was to  be expected on some 

o cca sio n s . Even when the so lu tio n  fo r  £  could have been reached  

e v en tu a lly , i t  may have been more b e n e f ic ia l  to  cease the attempt and 

use a lower value o f  X , for  which, in  the bracketing  s ta g e , the  

estim ates o f  ô were l ik e ly  to  be more accu rate. I t  was th erefore  

un desirable to  allow  GN to  continue in d e f in it e ly  and the most 

convenient means o f  preventing t h is  was to  s e t  an upper l im it  on the  

number o f  i te r a t io n s  (term ination  con d ition  T 6]. The d e fa u lt  number 

in  the C utteridge algorithm  was 200, too many fo r  th is  a p p lic a tio n . 

During development o f  the second d e r iv a tiv e  methods th is  fig u re  was 

gradually  decreased . The f in a l  l im it  chosen was 10 it e r a t io n s ;  

there were in d ic a tio n s  th a t a s t i l l  lower fig u re  might be b e tte r  but 

ex ten siv e  t e s t s  were not undertaken.

The c r ite r io n  used to  in d ica te  a su c ce ss fu l term ination  o f  GN 

in  the above t r i a l s  was T1 , i . e .  a t e s t  on the s iz e  o f  the co rrectio n

components. This required at le a s t  one m atrix in v ersio n  to  fin d  the

co rrection  v ec to r . I t  was decided to  in v e s t ig a te  term ination  o f  GN 

i f  the o b jec tiv e  fu n ction  o f  the sub-problem was s u f f i c ie n t ly  sm all,

i . e .
i f  0(_5J $ £6

fo r  su ita b le  va lu es o f  eg , This e f f e c t iv e ly  reduced the r e s tr ic t io n s

on the accuracy o f  £ (X ). I f  the o r ig in a l estim ate  o f  HX) 

s a t i s f ie d  the co n d itio n , no GN ite r a t io n s  were used.
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4 .5 .3 .  Termination o f  bracketing  attempt

The con d ition  fo r  an upper l im it  on the bracketing  attempt through 

fa i lu r e  o f  GN , which would occur i f  components o f  ^  became complex, 

was given  in  S ection  4 .3 .3

i . e .  " ^b  ̂ b̂

where and X̂  are the low est u n su ccessfu l and h ig h est su c c e ss fu l

va lu es o f  X r e s p e c t iv e ly . The h igh er the value assign ed  to  , 

the more l ik e ly  i t  was th a t term ination  o f  the bracketing  attempt would 

occur.

4 .5 .4 .  Termination o f  u n iv a ria te  m inim isation

Assuming the bracketing  attempt was s u c c e s s fu l, the u n iv a r ia te  

m inim isation came in to  p la y . The con d ition  fo r  term ination  o f  th is  

was d escribed  in  S ection  3 .2 .1  ,

I . e . IX^i] - X^^ l̂ < E |x [ j ] |  and. |x^^^ - X^j^l < e|x^^^|

where X̂ ^̂  and X̂ ^̂  form the current bracket and X̂ ^̂  i s  a p o in t  

between the two. R aising the value o f  e reduces the accuracy to  

which the minimum i s  required .

4 .6 . R esu lts o f  e f f ic ie n c y  study

A number o f  timed t r ia l s  u sin g  SDB w ithout co rrectio n  l im it in g  

were conducted fo r  the various estim ation  procedures and various va lu es  

o f  e , and eg . Three s ta r t in g  p o in ts  o f  the tr a n s is to r  model 

problem from which GN fa i le d  were chosen fo r  th ese  t r ia l s :  

d = 0 .8 ,  0 .4  and - 1 .0 .

The r e s u lt s  obtained using the s ix  estim ation  methods d escribed  

are shown in  Table 4 .5 .  Algorithm e f f ic ie n c y  using the estim ation
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methods based on Equation (4 .8 ) improved as the order o f  the estim ation  

algorithm  increased  u n t i l  a c o llo c a t in g  polynom ial o f  degree four was 

used. The time taken by the three t r i a l s  usin g  the q u artic  method was 

th e same as th a t taken by the lin e a r  method. The two methods based  

on Equations (4 .9 ) took the lo n g est time and exam ination o f  the r e s u lt s  

revea led  th at they were not p a r t ic u la r ly  good at p red ic tin g  non-real 

va lu es o f  6 components.

SDB ite r a t io n s  (GN ite r a t io n s ) T otal time
E stim ation

method d = 0 .8 d = 0 .4 d = -1 .0 taken
(se c s )

Linear 
Quadratic 
Cubic 
Q uartic
Quadratic reversed  
S im p lified  quad­

r a t ic  reversed

5(114)
5(111)
5(110)
5(115)
5(120)

6(163)

6(95)
6(85)
6(84)
6(88)
6(97)
6(171)

6(163)
6(134)
6(132)
6(154)
6(146)

6(188)

143
134
132
143
145
198

Table  4 .5  R esu lts obtained using d if fe r e n t  estim ation  methods

Although the cubic estim ation  method was m arginally  b e tte r  than the  

qu ad ratic , i t  was decided to  continue to  use the la t t e r  because i t  

required one fewer s e t  o f  past va lu es to  be stored  and because o f  i t s  

com patab ility  with the u n iv a r ia te  m in im isation procedure. The reta in ed  

p o in ts  were th ose used to  d efin e  th e new p o in t and were th ere fo re  the 

minimum number necessary  to  ensure the new p o in t was surrounded by reta in ed  

data.

Table 4 .6  shows the r e s u lt s  fo r  various values o f  eg , the GN 

term ination  con stan t. The to t a l  time taken s te a d ily  reduced as eg 

was increased  u n t i l  ev en tu a lly  two o f  the t e s t  runs fa i le d  to  reach the  

s o lu t io n . This t r i a l  demonstrated th at h ig h ly  accurate va lu es o f  §_ 

were not required and th at a red uction  in  computer time o f  50% was 

obtainable by accepting  le s s  accuracy.



M 1

E6

0 . 0
10-
10 -

10 - '

10-'
10-:
10°
102

SDB i t e r a t io n s  (GN i t e r a t i o n s ) io ta l  time
d = 0.8 d = 0 .4 d = -1 .0 taken (secs.)

10
5(111) 6(85) 6(134) 134
5(109) 6(72) 6(142) 122

8 5(105) 6(67) 6(133) 117
6 6(92) 6(54) 6(120) 104
4 6(81) 6(43) 6(98) 93
2 6(54) 7(35) 6(80) 75

6(41) 6(24) 7(49) 66
not

attempted
f a i l e d f a i l e d

Tab le  4 .6  Results  for various values  o f  cg

Table 4 .7  shows the r e s u l t s  for various  values  o f  the bracket ing

termination constant ci+ , the b es t  r e s u l t  being obtained with a value

o f  5 .0  . This implied that using the A generation scheme o f

Sect ion  4 . 3 . 4 ,  once GN had f a i l e d  during the bracket ing stage  i t  was 

not worth attempting to re f ine  the previous value o f  ^  . Because o f

the A generation scheme used any value o f  ei+ above 1.0 would have 

produced ex a c t ly  the same r e s u l t s .

C4
SDB i t e r a t io n s  (GN i t e r a t i o n s ) Total time 

taken (secs )d = 0.8 d = 0.4 d = -1 .0
0.05 5(111) 6(85) 6(134) 134
0.1 5(103) 6(85) 6(123) 130
0.2 5(103) 6(85) 6(121) 128
0.5 6(74) 6(85) 6(93) 111
5.0 6(57) 6(85) 6(88) 102

Table 4 .7  Resul ts  for various values  o f

Table 4 .8  shows the r e s u l t s  for  various values  o f  the un ivar ia te  

minimisation accuracy constant e , and in d ic a te s  once again that s t r i c t  

accuracy was not required.  The b es t  time recorded was for the run which 

did no un ivar ia te  minimisation,  i . e .  i t  attempted bracket ing only.

E SDB i t e r a t io n s  (GN i t e r a t i o n s ) Total time 
taken (secs.)d = 0.8 d = 0.4 d = - 1 .0

0.01 5(111) 6(85) 6(134) 134
0.1 5(111) 6(80) 6(133) 129
0.5 5(92) 6(72) 5(127) 113

10.0 6(90) 7(65) 6(121) 107

Table 4 .8  Resul ts  for various values  o f  e
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Having obtained th ese  r e s u l t s ,  the accum ulative e f f e c t  o f
_2

accepting  lower accuracy was examined. sg was s e t  to  lO” , 

to  5 .0  and e to  10.0  . With the exception  o f  eg , th ese

were the values producing the q u ick est execution  tim es; eg was s e t  

higher because o f  the observed danger o f  fa i lu r e .  In fa c t  th is  

combination fa i le d  for  d = -1 .0  so eg was s e t  to  10~^ and the  

t r i a l  repeated (Table 4 .9 ) . A ll three runs were su c ce ss fu l and the  

execution  time recorded was the q u ick est to  d ate , 60% le s s  than for  

the o r ig in a l method.

. ■ ■ ■ ■5DB ite r a t io n s  (GN ite r a t io n s ) Total time
Eg d = 0 .8 d = 0 .4 d = -1 .0 taken (secs)

lO ' l 5 .0 10.0 7(26) 6(25) fa i le d
10 5 .0 10.0 7(32) 7(32) 8(63) 53

Table 4 .9  Accumulative e f f e c t  o f  easin g  accuracy requirem ents

The rev ised  method was then tr ie d  from a range o f  s ta r t in g  p o in ts  

f i r s t  using  no co rrectio n  lim it in g  and then using a co rrectio n  lim it  o f  

0 .5 . The r e s u lt s  are given in  Table 4 .10  togeth er  w ith the eq u iva len t  

r e s u lt s  o f  the e a r l ie r  method (taken from Tables 4 .3  and 4 .4 ) .  With one 

excep tion  the number o f  GN ite r a t io n s  fo r  so lv in g  Equations (4 .3 )  

was always fewer. The exception  was for  d = -2 .2  w ith a correctio n  

l im it  o f  0 .5  for which the new method was u n su ccessfu l. This re in fo rces  

th e view th a t reduced accuracy should be accepted with caution  when 

convergence to a so lu tio n  i s  in  doubt. However, the so lu tio n  jump problem 

which occurred fo r  d = -0 .8  in  the e a r l ie r  v ersion  o f  SDB (unlim ited) 

was no longer p resen t. Although ex ten siv e  t r ia l s  were not conducted on 

a r ev ised  SDC method, some t e s t s  were done and i t  was noted th a t the  

so lu tio n  jump fo r  the d = 1 ,0  run was overcome as w e ll .

A lso included in  Table 4 .10  are the r e s u lt s  o f  the r ev ised  SDB 

method fo r  a co rrectio n  l im it  o f  0 .2  which had not been tr ie d  p rev io u sly .
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As expected  the range o f  su c ce ssfu l s ta r t in g  p o in ts  in creased  though 

there were only three improvements over the eq u iva len t GN , a t d = 1 .4 ,  

1 .2  and 0 .8 . However, fo r  a l l  t r ia l s  o f  the rev ised  method there was 

no occasion  where SDB fa i le d  and the eq u iva len t GN method was 

s u c c e s s fu l. Furthermore, there were only  three runs, a l l  w ith a co rrec ­

t io n  l im it  o f  0 .2  , where the number o f  GN ite r a t io n s  to  the so lu tio n  

was le s s  than the number o f  SDB ite r a t io n s  to the s o lu t io n .

I n i t ia l
displacemen-

d

SDB ite r a t io n s  (GN ite r a t io n s )
: No co rrectio n  lim it in g C orrection l im it  o f  0 .5 C orrection  

l im it  o f  0 .2Previous r e s u lt New r e s u lt Previous r e s u lt New resu lt
1 .6 * * * * fa i le d
1.4 fa i le d fa i le d * - * 15(89)
1 .2 6(209) 8(57) * * 13(69)
1 .0 6(88) 7(34) fa i le d fa i le d 11(64)
0 .8 5(111) • 7(32), 6(116) 6(44) 11(80)
0 .6 6(69) 6(40) 5(74) 6(40) 13(91)
0 .4 6(85) 7(32) 5(86) 5(35) 6(44)
0 .2 3(19) 3(10) 3(19) 3(10) 3(13)

-0 .2 3(14) 3(7) 3(14) 3(6) 5(11)
-0 .4 3(27) 4(11) 5(59) 5(19) 9(49)
-0 .6 4(29) 4(16) 4(53) 5(20) 9(43)
-0 .8 fa i le d 6(57) 6(87) 7(36) 14(71)
-1 .0 6(134) 8(63) 7(100) 8(62) 15(104)
- 1 . 2 fa i le d fa i le d 7(109) 8(60) 15(95)
-1 .4 fa i le d fa i le d 7(119) 7(68) 15(97)
-1 .6 fa i le d fa i le d 7(137) 8(71) 13(137)
-1 .8 * * 7(211) 12(200) 18(298)
-2 .0 * * 13(627) 15(278) 19(373)
- 2 . 2 * * 11(3303 fa i le d 19(409)
- 2 . 4 * * f a i le d fa i le d 23(435)
-2 .6 * * fa i le d f a i le d f a i le d
-2 .8 * * 9(204) 9(99) *

not attem pted

Table 4.10 R esu lts o f  the rev ised  SDB method and comparison w ith e a r l ie r  
r e s u lt s

4 . 7 .  Computing time comparison o f  second d er iv a tiv e  methods and GN

The amount o f  work done in  an ite r a t io n  o f  any o f  the second d e r iv a tiv e  

(5D) methods c le a r ly  exceeds th a t done in  a GN ite r a t io n . A comparison 

o f  computing tim es for  the methods was required but the research  programs 

as they stood were not su ita b le  fo r  th is  because as they contained the
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remains o f  many d iscontin ued  ideas th e ir  e f f ic ie n c y  was im paired. I t  

was decided in stead  to  i s o la t e  the main components o f  the algorithm s 

and to  time th ese  in d iv id u a lly  in  order to  construct a composite p ic tu re .  

The f a c i l i t i e s  o ffered  by the operating system  to  do th is  were lim ited ;  

i t  was necessary  to  repeat the required operation  many tim es in  order to  

get a reasonably accurate estim ate  o f  the time taken fo r  one such 

op eration . Using th is  method the fo llo w in g  tim es were recorded fo r  the 

t r a n s is to r  model problem;

eva lu ation  o f  the o b jec tiv e  fu n ction  f(x )  : t^  = 0.0017 seconds;

eva lu a tion  o f  the Jacobian :

eva lu a tion  o f  a l l  second d e r iv a tiv e s

t j  = 0.0052 seconds;

tg  = 0.041 seconds;

given the above, ex tra  time required  fo r  

ev a lu a tion  o f  sub-problem o b jec tiv e  

fu n ction  :

given the above, ex tra  time required for  

eva lu ation  o f  sub-problem Jacobian :

so lu tio n  o f  sim ultaneous lin e a r  equations  

u sin g  G rout's fa c to r is a t io n  method :

tp = 0.011 seconds;

t j  = 0.012 seconds;

t^ = 0.042 seconds.

These fig u res  c le a r ly  in d ica te  th at the SD methods w i l l  take longer  

than GN , assuming convergence in  both c a se s , u n less  the number o f  GN 

i te r a t io n s  on the sub-problem i s  fewer than those required fo r  the f u l l

problem. This cannot be expected in  general and in  fa c t  never occurred  

on the tr a n s is to r  model problem. Using ty p ic a l va lues fo r  the number 

o f  fu n ction  ev a lu a tion s per i t e r a t io n  i t  was ca lcu la ted  th a t the r a t io  

o f time taken on an SD ite r a t io n  to  th at fo r  a GN ite r a t io n  on the
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f u l l  problem was approxim ately 2j + 1 for  SDA and SDB r is in g  to

2j + 1 .6 fo r  SDC , where j i s  the number o f  GN ite r a t io n s  o f  the

sub-problem per SD ite r a t io n . This has been noted to  vary from 2 

to  20 which means th at the SD method would normally take severa l 

tim es as long as GN i f  both converged to  the same so lu tio n  even 

allow in g fo r  the reduced number o f  SD ite r a t io n s  req u ired . However,

i t  should be remarked th a t for  the same s iz e  problem, tp and t j  are

con stan t. Therefore the r a t io  becomes more favourable fo r  the SD 

method i f  the com plexity o f  the o b jec tiv e  fu n ction  in c r e a se s , even 

though th is  could mean proportion al in crea ses  in  1% and t^ .

N ev erth e less , i t  was to  be expected th a t the main use o f  the SD 

algorithm s would be when GN f a i le d .  The qu estion  arose as to  whether 

i t  was p o ss ib le  to  determine when to  change from the SD method to  GN 

during the op tim isa tion  p ro cess , i . e .  to  determine when a p o in t had been 

reached from which GN would converge to  the s o lu t io n . I t  was thought 

th a t one p o ss ib le  method would be to  compare w ith the GN

correctio n  v ecto r  fo r  the same value o f  X . However, even at a p o in t  

from which GN would converge to  the so lu tio n  i t  was found th a t the two 

s e t s  o f  co rrectio n s could be q u ite  d if fe r e n t ;  d if fe r e n t  orders o f  magnitude, 

even corresponding components having op p osite  s ig n  were noted . Thus i t  

was decided to  adopt the method used in  the C utteridge algorithm , i . e .  

to  tr y  GN from the i n i t i a l  p o in t and from the p o in ts  generated by each 

i te r a t io n  o f  the SD method, term inating GN according to  the c r i t e r ia  

o f  S ection  3 . 2 . 2 .  The r e s u lt s  using  th is  method in  conjunction  w ith  

SDB (unlim ited) are given  in  Table 4 .11 .  Execution tim es were reduced 

in  a l l  ca se s .
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I n i t ia l
displacem ent

d

T otal no.
o f  SDB 

i te r a t io n s

No. o f  GN 
i t e r a t io n s  on 

sub-problem

T otal no . o f  GN 
i te r a t io n s  on 
main problem

1.2 3 31 40
1 .0 2 18 30
0 .8 2 16 25
0 .6 0 0 9
0 .4 2 16 15
0 .2 0 0 6

-0 .2 0 0 5 .
-0 .4 0 0 6
-0 .6 0 0 7
-0 .8 2 39 19
-1 .0 1 18 13

Table 4 .11  R esu lts using  GN p r io r  to  each SDB ite r a t io n  

4 .8 .  R esu lts obtained using b a s ic  problems

During the development o f  the SD methods a l l  the oth er problems 

d escribed  in  Chapter III  were used and the r e s u lt s  obtained compared 

w ith those o f  GN/N (fo r  SDA) and GN/M (fo r  SDB and SDC). These 

r e s u lt s  are not f u l ly  presented  here because a c o n s is te n t  s e t ,  th a t i s  

one w ith a l l  the various parameters o f  the methods s e t  to  the same values  

fo r  each run, was never produced. However some general r e s u lt s  may be 

s ta te d .

I t  was found th a t whenever the GN methods converged to  a so lu tio n  

the eq u iv a len t SD method converged to  a s o lu t io n , and when the two so lu ­

t io n s  were the same, the SD method took fewer i t e r a t io n s .  Normally, 

the to t a l  number o f  GN ite r a t io n s  required by the SD method in  so lv in g  

Equations . (4 .3 ) exceeded those required by GN on the f u l l  problem.

An exception  to  th is  ru le  was observed for Rosenbrock's fu n ction  where 

both SDA and SDB reached the so lu tio n  in  one main ite r a t io n  c o n s is t in g  

o f  3 GN i t e r a t io n s . GN/N and GN/M took 3 and 16 ite r a t io n s  

r e s p e c t iv e ly  on th is  problem.

I t  was necessary  to  enforce the o r ig in a l accuracy requirem ents to  

ensure th a t SDA and SDB converged to  a so lu tio n  o f  the m odified
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Rosenbrock fu n ction  in  one ite r a t io n ;  w ith relaxed  accuracy requirem ents 

two i te r a t io n s  were required . SDC required two i te r a t io n s  on th is  

problem even w ith th e  o r ig in a l s p e c if ic a t io n , and on Rosenbrock's 

fu n ction  i t  took f iv e  i t e r a t io n s .  This was caused by non-unim odality

in  the X-search thought to  be due to  in accu racies in  the p o in ts  given

by the y-search  to  which SDC i s  s u sc e p tib le .

On the HDS problem, SDA converged from the three s ta r t in g

p o in ts  but SDB and SDC fa i le d  from (50,50)^  and (500,500)^ , 

experiencin g  the same d i f f i c u l t y  as GN/M from th ese  p o in ts . From 

(5 ,5)^  , SDC was again appreciab ly  worse than the other two SD methods.

4 .9 ,  D iscu ssion

Comparisons o f  the three SD methods w ith th e ir  f i r s t  d er iv a tiv e  

cou n terp arts, have shown th a t in  general th e SD methods have a greater  

range o f  convergence and when both types o f  method converge to  the same 

so lu t io n , the SD methods require fewer i t e r a t io n s .  However, the use o f  

co rrectio n  component l im it in g  has been noted to  cause some d ev ia tio n  from 

the la t t e r  ob servation . SDB and SDC , which include an extra  

u n iv a r ia te  search , have greater  convergence ranges than SDA, which fu rther  

dem onstrates the u se fu ln ess  o f  th is  techn ique. The accuracy problems 

th a t SDC encountered w ith the X-search on sim ple examples suggests  

th a t SDB i s  the b e s t  o f  the three a lgorith m s.

The convergence ranges o f  the SD methods were extended by the use 

o f  correctio n  component l im it in g , but not as s ig n i f ic a n t ly  as for GN .

This r e s u lt  i s  not su rp r isin g  because as the co rrectio n  component l im it  

i s  decreased , the d ir e c t io n s  given by the SD methods and by GN become 

more s im ila r . Thus th ere i s  l i t t l e  p o in t in  using an SD method i f  

severe  co rrectio n  lim it in g  i s  to  be imposed. However the remarks made 

e a r l ie r  in d ic a te  th a t th is  may not be a d isadvantage. With no
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co rrec tio n  component l im it in g  the convergence range o f  SDB for  the 

t r a n s is to r  model problem was noted to  be between two and three tim es 

th a t o f  GN .

The dangers o f  inaccuracy have again been demonstrated. Although 

a su b s ta n tia l reduction  in  computing tim e r e su lted  from a re la x a tio n  o f  

the accuracy co n d itio n s , the robustness o f  the SD algorithm s 

ev en tu a lly  became a ffe c te d  though th is  may not have been due to the  

reduced accuracy o f  the u n iv a r ia te  search parameter. However, even 

with t h is  reduction  in  computing tim e, for  most problems the SD 

algorithm s were unable to  compete w ith the e f f ic ie n c y  o f  th e ir  GN 

counterparts when both converged. This w i l l  probably remain so un less  

e ith e r  Equations ( 4 .3 ) . can be so lved  more qu ick ly  or u n less  fu rther  

approxim ations are introduced . On the tr a n s is to r  model problem the 

former i s  thought u n lik e ly  because an eva lu ation  o f  0(^) took seven  

tim es as long as an ev a lu a tion  o f  f (x )  even a fte r  th e c a lc u la tio n  o f  

£  and i t s  f i r s t  and second d e r iv a t iv e s . The in trod u ction  o f  fu rther  

approxim ations was avoided fo r  the reasons already g iven . Thus i t  i s  

thought th a t the main b e n e f it  o f  the SD methods i s  to  be derived when 

GN f a i l s .  C erta in ly  the com plexity o f  the SD methods e lim in ates  

any thought th at they might rep lace the need for  a tw o-part op tim isation  

method.
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CHAPTER V

APPLICATION OF METHODS TO RC CIRCUIT DESIGN

Further engineering t e s t  examples were taken from the f i e ld  o f  

c ir c u i t  d esign , an a p p lica tio n  area in  which there has been a research  

in te r e s t  a t the U n iv ersity  o f  L e ice ster  fo r  a number o f  y ea rs . One 

o f  the products o f  th is  research has been the development o f  a program 

fo r  the sy n th es is  o f  3-term inal lumped lin e a r  networks conta in ing  two 

types o f  elem ents, r e s is to r s  and ca p a c ito r s , using  the technique o f  

c o e f f ic ie n t  matching (Calahan (6 7 ) ) . Development o f  the program, 

which i s  known as the Automated Network Design Program (ANDP), i s  

s t i l l  continuing and consequently sev era l versio n s e x i s t .  One v ers io n , 

w ritten  in  A lg o l, was su ita b le  for the incorporation  o f  the second 

d e r iv a tiv e  methods to  f a c i l i t a t e  fu rth er  in v e s t ig a t io n s .

The method o f  c o e f f ic ie n t  matching in v o lves the use o f  an op tim isa tion  

algorithm  and in  the p a r tic u la r  versio n  o f  ANDP used th is  was a two-part 

algorithm  com prising the F letcher-R eeves method o f  conjugate gradients  

(CG) and GN , i . e .  a general fu n ction  method and a sum o f  squares method.

The r e s u lt s  o f  Chapter IV in d ica ted  th a t the range o f  convergence 

o f  the SD methods was grea ter  than th a t o f  GN . As w e ll as providing  

fu rth er  examples fo r  te s t in g  th is  prem ise, the network design  a p p lica tio n  

enabled the comparison o f  a general fu n ction  method with the SD methods. 

I f  the ex tra  convergence range o f  the SD methods could be obtained w ith  

a few CG it e r a t io n s ,  l i t t l e  or no b e n e f it  would be derived from th e ir  

use s in ce  they are far  more complex. A lte r n a tiv e ly , the r e s u lt s  could  

g ive  an in d ic a tio n  as to  whether the use o f  a th ree-p art o p tim isa tion  

method would be b e n e f ic ia l .

5 . 1 .  The Automated Network Design Program

The main fea tu res o f  ANDP have been described  by C utteridge and
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Krzeczkowski (68) although th e program given  in  the appendix o f  th e ir  

report does not correspond e x a c t ly  to  the v ersion  used by the author.

The performance o f  any 3-term inal RC network i s  defin ed  com pletely  

by a t r ip l e t  o f  s h o r t -c ir c u it  adm ittance fu n ction s which are r a t io s  o f  

polynom ials in  the complex frequency. From an i n i t i a l  network, ANDP 

attem pts to  fin d  a su ita b le  network stru ctu re  com plete w ith network 

elem ent va lu es such th a t polynom ials s p e c if ie d  by the user are r e a lise d  

to  w ith in  a m u lt ip lic a t iv e  constant by a p rescrib ed  accuracy. The 

i n i t i a l  network, which i s  a lso  s p e c if ie d  by the d esig n er , must y ie ld  

polynom ials o f  the r e q u is ite  degrees.

Given the va lu es o f  the network elem ents, the corresponding p o ly ­

nomial c o e f f ic ie n t s  can be eva lu ated . Thus the problem i s  reduced to  

one o f  so lv in g  a s e t  o f  m sim ultaneous equations in  n . unknowns where 

m i s  the number o f  c o e f f ic ie n t s  to  be matched and n i s  the number o f  

elem ents p lus the number o f  common fa c to r s  [see  la t e r ) .  However, a su ita b le  

so lu tio n  to  the eq u ations, i . e .  one w ith p o s it iv e  elem ent v a lu e s , may not 

always e x is t  fo r  the p a r tic u la r  arrangement o f  RC elem ents under 

co n sid era tio n . For th is  reason , ANDP has an autom atic f a c i l i t y  for  

adding or removing an elem ent when i t  appears th at the s p e c if ie d  polynom ials 

w i l l  not be r e a lis e d  w ith  the current top ology . Thus the program r e l i e s  

h e a v ily  on the o p tim isa tion  algorithm  used to  attempt to  so lv e  the sim ul­

taneous equations and fo r  th is  a p p lic a tio n , the two-part CG-GN algorithm  

i s  the b e s t  o f  those tr ie d  so fa r  (Xrzeczkowski (69) ) .

The b a s ic  procedure i s  as fo llo w s . When an RC network topology

has been defin ed  a number o f  CG ite r a t io n s  are evaluated  fo llow ed by a 

number o f  GN it e r a t io n s .  The c r ite r io n  for  changing from the former 

method to  th e la t t e r  i s  based on the value o f  the o b je c tiv e  fu n ction  and 

i t s  ra te  o f  decrease over a number o f  i t e r a t io n s .  I f  GN succeeds in  

reducing the o b je c tiv e  fu n ction  below a cer ta in  sm all value (1 .0  x 10 ^ )̂ 

th e network c o e f f ic ie n t s  have been matched to  the d es ira b le  accuracy and
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and the program term in ates. Otherwise one o f  the sev era l a lte r n a tiv e  

GN term ination  c r i t e r ia  must be s a t i s f i e d  ev en tu a lly  in d ic a tin g  th a t  

the polynom ial c o e f f ic ie n t s  are u n lik e ly  to  be r e a lis e d  w ith the current 

top ology . The removal o f  an elem ent i s  e f fe c te d  i f  over a number o f  

i t e r a t io n s  i t s  value decreases a t an in crea sin g  r a te . Since the  

O ptim isation v a r ia b les  are the logarithm s o f  the network elem ents, 

elem ent va lu es must remain p o s it iv e  though they can become very sm all.

I f  n e ith er  elem ent removal nor su c ce ss fu l GN term ination  i s  in d ica ted , 

ANDP w i l l  attempt to  fin d  a su ita b le  elem ent to  add to  the network. 

This i s  done by examining the e f f e c t  o f  adding a s in g le  elem ent to  the 

e x is t in g  network between each p a ir  o f  nodes in  turn . Both types o f  

elem ent, r e s is to r  and ca p a c ito r , are considered u n less  the current 

topology already has an elem ent o f  th at type between the p a ir  o f  nodes 

under exam ination. The value assign ed  to  the a d d itio n a l elem ent i s  

the one which m inim ises the o b jec tiv e  fu n ction  when other v a r ia b les  

are h eld  constant a t th e ir  current va lu es; the necessary  value o f  the 

new element can be c a lcu la ted  e a s i ly .  For each o f  the new networks 

thus d efin ed , a s in g le  GN ite r a t io n  i s  c a lcu la te d . Those networks 

in  which the new elem ent decreases in  value are considered no fu rth er . 

A lso discarded are those networks which have too many v a r ia b le s  whose 

GN co rrectio n s exceed a cer ta in  amount, th is  in d ic a tin g  in s t a b i l i t y .  

From the remaining networks, the one which has th e low est o b je c tiv e  

fu n ction  i s  chosen and the process r e s ta r te d  by applying CG ite r a t io n s  

to  the new network. This network m od ifica tion  stage  i s  known as the 

v ir tu a l elem ent a n a ly s is . Should a l l  p o s s ib le  networks be d iscarded , 

the program term inates having fa i le d  in  i t s  o b je c t iv e . ANDP w i l l  

a lso  term inate i f  one p a r tic u la r  elem ent shows a tendency to  in crease  

at an in creasin g  r a te . The la t e s t  developments o f  ANDP inclu de a 

f a c i l i t y  for  changing the number o f  nodes o f  the network in  the event
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o f  v ir tu a l elem ent a n a ly s is  fa ilu r e  (Savage ( 70 ) ) .

5 . 2 .  The t r i a l  problems

The actu a l example on which th is  in v e s t ig a t io n  was based was 

taken from the report by C utteridge and Krzeczkowski. The d esired  

adm ittance fu n ction s are given by:

^11 .. ^12
11 22 &1122 ^1122 ' ^1122 

where = A = (p + a) (1197p3+56613.14p^+28368.584p+191.184)

= (P + a) (3p3-1.14p2+197.176p+77.616)

A l l 22= Cp + a> (800000p2+408000p+3840)

and p i s  the complex frequency v a r ia b le .

The in c lu s io n  o f  the common fa c to r  (p + a) i s  n ecessary  to  

e lim in a te  the n ega tive  c o e f f ic ie n t  th a t would otherw ise occur in  the  

polynom ial expression  for  A^2 I network theory demands non-negative  

polynom ial c o e f f ic ie n t s  fo r  an RC r e a l i s a t io n . Thus Â  ̂ , A2 2

and Aj2 &re q u a rtics  and ^ ^ ^ 2 2   ̂ cubic which g iv es  a to t a l  o f  19

polynom ial c o e f f ic ie n t s .  An attempt to  match th ese  c o e f f ic ie n t s  th ere ­

fore  y ie ld s  19 eq u ation s.

The number o f  v a r ia b les  i s  equal to  the number o f  network elem ents 

p lu s one (fo r  a ) . This qu antity  v a r ie s  during a run o f  ANDP u n less  a 

so lu t io n  i s  found w ithout the ad d ition  or removal o f  elem ents o f  the  

o r ig in a l network top ology. I f  the network topology i s  a lte r ed  the 

e f f e c t  o f  changes to  the program i s  in creased  so th a t even minor changes 

can r a d ic a lly  modify the program path .

This was i l lu s t r a t e d  by the d if fe r e n t  so lu tio n s  given by the v ers io n  

o f  ANDP reported by C utteridge and Krzeczkowski, which w i l l  be c a lle d
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ANDPl , and the v ersion  o f  ANDP made a v a ila b le  to  the author (ANDP2) 

when both were used on the t e s t  problem w ith eq u iva len t data. The 

i n i t i a l  network in  both cases co n s isted  o f  4 r e s i s t o r s ,  4 cap acitors  

and 5 nodes p lus the referen ce  node 0 . I n i t i a l  va lu es o f  the 

v a r ia b le s  were s e t  to  1 .0  . The network m o d ifica tion s e f fe c te d  by 

ANDP2 are shown in  Figure 5 . 1 .  The f i r s t  m o d ifica tion  was the 

ad d ition  o f  a r e s is to r  between nodes 0 and 4 ; the second m od ifica tion  

was the ad d ition  o f  a cap acitor  between nodes 0 and 3 ; the th ird  

and f in a l  m od ifica tion  was the ad d ition  o f  a r e s is t o r  between nodes 

1 and 2 . ANDPl i s  reported to  have made the same f i r s t  and 

second m o d ifica tio n s, but a d if fe r e n t  th ird  m o d ifica tio n . Three 

subsequent topology m od ifica tion s were required before  the so lu tio n  

network (S o lu tio n  A) shown in  Figure 5 .2  was obtained . The so lu tio n  

network given  by ANDP2 (S o lu tio n  B) i s  shown in  Figure 5 . 3 .

Since i t  would have been d i f f i c u l t  to  draw any con clu sion s from a 

comparison o f  d if fe r e n t  v ers io n s  o f  ANDP when to p o lo g ic a l m od ifica tion  

was n ecessa ry , i t  was decided to  use i n i t i a l  network stru c tu res  from 

which a so lu tio n  could be obtained by m erely changing elem ent and common 

fa c to r  v a lu es . The two to p o lo g ie s  used were those o f  S o lu tio n  A and 

S olu tion  B , and w i l l  be denoted Topology A and Topology B resp ec­

t iv e ly .  Thus p r io r  to  to p o lo g ic a l m od ifica tion  the former having 12 

elem ents y ie ld ed  19 sim ultaneous equations in  13 unknowns and the 

la t t e r  having 11 elem ents gave 19 sim ultaneous equations in  12 

unknowns.

5 . 3 .  The m odified version  o f  ANDP2

In order to  a sse ss  the use o f  the SD algorithm s on th ese  problems 

ANDP2 was m odified to  produce a th ird  v e rs io n , ANDP3 , to  enable a 

prescribed  number o f  ite r a t io n s  o f  SDB or SDC to  take p lace  a t the
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INITIAL
STRUCTURE

R esis to r  added T4 
between nodes 0& 4 |

3

Capacitor added  i ^  
between nodes 0  s 3 |

Resistor  added  . 4 
between nodes 1 &2 I

CZD

FINAL
STRUCTURE

INITIAL

FINAL:

INITIAL;

FINAL:

INITIAL:

FINAL:

INITIAL

FINAL:

OBJECTIVE
FUNCTION

VALUES

1 - 7 7 x 1 0 ’ 

3 - 5 6 x 1 0 “

3 - 1 4 x 1 0 “

2 - 9 9 x 1 0 “

1 - 0 4 x 1 0

1 - 2 9 x 1 0
-2

1 - 1 2 x 1 0 “

5 - 4 3 x 1 0
-1A

Figure 5 .1  Network m o d if ic a tio n s  g iv en  by ANDP2
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p o in t when the program would norm ally have changed o p tim isa tion  methods 

from CG to GN . A fter the p rescrib ed  number o f  SD ite r a t io n s  

the program would en ter  the GN phase and proceed as normal. Thus 

the o p tim isa tion  algorithm  became a th ree-p art process com prising  

CG - SDB (or SDC) - GN . The second d e r iv a tiv e s  required were 

ca lcu la ted  num erically . Since there were more sim ultaneous equations  

than unknowns, gen era lised  Gauss-Newton was app lied  to  Equations (4.3)  

in  the SD methods.

A fu rther m od ifica tion  to ANDP2 was the ad d ition  o f  a f a c i l i t y  to  

enable a prescrib ed  number o f  ex tra  CG ite r a t io n s  to be c a lcu la ted  a t  

the p o in t when the o p tim isa tio n  method would normally have been changed 

in  favour o f  GN , This f a c i l i t y  was used to  compare CG w ith SDB 

and SDC .

5 . 4 .  R esults obtained

In the f i r s t  s e t  o f  t r ia l s  ANDP2 and ANDP3 were su p p lied  with  

an i n i t i a l  network c o n s is t in g  o f  Topology A with elem ent and common 

fa c to r  va lu es s e t  to  1 .0  , th is  being the i n i t i a l  value recommended in  

C utteridge and Krzeczkowski's report should no other inform ation be

a v a ila b le . ANDP3 was tr ie d  w ith one and two ite r a t io n s  o f  each o f  the

two SD algorith m s, a to ta l  o f  four ru n s. N either ANDP2 nor 

ANDP3 reached any s o lu t io n . ANDP3 w ith SDC f a i l e d  w ith overflow  

problems w hile the other three runs a l l  f a i le d  to  fin d  a su ita b le  new

network a t the f i r s t  v ir tu a l elem ent a n a ly s is .

Consequently the i n i t i a l  va lu es app lied  to Topology A were moved 

c lo se r  to the s o lu t io n , by e ith e r  h a lv in g  or doubling as appropriate, 

provided th is  did not overshoot the so lu tio n  v a lu e . The new i n i t i a l  

v ector  o f  v a r ia b les  was th erefore:

= ( 0 . 5 , 0 . 5 , 2 . 0 , 1 . 0 , 1 . 0 , 0 . 5 , 0 . 5 , 0 . 5 , 1 . 0 , 1 . 0 , 0 . 5 , 0 . 5 , 1 . 0 ) ^  .
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Once again ANDP2 fa ile d  to  reach S o lu tion  A but ANDP3 w ith one 

SDB ite r a t io n  p rescribed  was su c c e s s fu l. The c r ite r io n  for  changing 

from CG was s a t i s f ie d  a f te r  37 i t e r a t io n s ;  fo llow in g  the s in g le  

SDB ite r a t io n  14 GN ite r a t io n s  were required to  reach the so lu tio n .  

Use o f  SDC w ith in  ANDP3 again fa i le d .

A number o f  t r ia l s  using ad d itio n a l CG ite r a t io n s  follow ed by the 

normal process through GN were then conducted. The ad d ition a l 

i te r a t io n s  were used on the i n i t i a l  topology on ly . The r e s u lt s  are 

shown in  Table 5 . 1 .  The standard v ersio n  o f  ANDP2 entered a 

v ir tu a l elem ent a n a ly s is  CVEA) a f te r  3 GN it e r a t io n s .  The program 

ev en tu a lly  fa i le d  at a la t e r ,  u n su ccessfu l v ir tu a l elem ent a n a ly s is .

One or two ex tra  CG ite r a t io n s  on the i n i t i a l  topology were s u f f ic ie n t  

to  d ir e c t the process to  a s o lu t io n , but not th at o f  the i n i t i a l  topology. 

The so lu tio n  given i s  shown in  Figure 5 . 4 .  Four or more ex tra  CG 

i t e r a t io n s  always gave S o lu tion  A , though i t  i s  in te r e s t in g  to note  

th at the number o f  GN ite r a t io n s  required did not decrease m onotonically  

as the number o f  CG ite r a t io n s  in creased .

Using Topology B w ith the recommended i n i t i a l  va lu es ANDP3 

converged to  S o lu tion  B w ith e ith e r  one SDB i te r a t io n  or one SDC 

i t e r a t io n . 49 CG ite r a t io n s  were required before the CG term ination  

c r ite r io n  was s a t i s f i e d ,  th er e a fte r  convergence to the so lu tio n  was 

obtained w ith one it e r a t io n  o f  e ith e r  SD method fo llow ed  by 17 GN
\

i t e r a t io n s .  The r e s u lt s  for  ANDP2 are shown in  Table 5 . 2 .  Even 

w ith  ex tra  CG it e r a t io n s .  S o lu tion  B was never obtained . The 

b a s ic  v ersion  fa i le d  to  reach any so lu tio n ; a t the f i r s t  v ir tu a l elem ent 

a n a ly s is  a r e s is to r  was added and the program ev en tu a lly  term inated at  

a la te r  v ir tu a l elem ent a n a ly s is . Two o f  the runs reached a fourth  

s o lu t io n . S o lu tion  D , shown in  Figure 5 . 5 .  Two other runs term inated  

because the run time l im it  was reached although a generous amount o f  time
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was allowed enabling many to p o lo g ic a l m od ifica tion s before the lim it  

became e f f e c t iv e .  Two fu rth er  runs term inated at the f i r s t  v ir tu a l  

element a n a ly s is  and one run fa i le d  because o f  a large elem ent va lu e .

5 .5 .  D iscu ssion

The a p p lica tio n  o f  the SD sum o f  squares o p tim isa tion  methods to  

RC network design  has fu rth er  demonstrated the grea ter  range o f  

convergence to  a so lu tio n  th a t i s  obta inab le  by use o f  th ese  methods in  

p reference to  GN . This was the case on both o f  the t r i a l  i n i t i a l  

networks. On the f i r s t  example use o f  CG ite r a t io n s  overcame the  

convergence d e fic ie n c y  o f  GN . This was not so on the second example 

where the CG-GN op tim isa tion  method fa i lé d  to  g ive  the required  

s o lu t io n , which in  some sen ses was the so lu tio n  c lo s e s t  to  the i n i t i a l  

estim a te , d e sp ite  the c a lc u la tio n  o f  CG ite r a t io n s  a d d itio n a l to  those  

norm ally used. In th is  case the new SD op tim isa tion  methods were 

undoubtedly o f  b e n e f it .  I t  i s  p o ss ib le  th at in  the second example an 

a lte r n a t iv e  general fu n ctio n  m inim isation method would y ie ld  a p o in t  

from which GN would converge to  the required s o lu t io n , but a fte r  

sev era l years o f  research  on the network design  program by various  

workers, CG i s  s t i l l  the favoured method fo r  th is  a p p lic a tio n .

Of the two SD methods tr ie d , SDB again appears to  be b e tte r .  

Although i t  would probably be p o s s ib le  to  overcome the overflow  problems 

encountered by SDC , the im p lica tio n  i s  th a t SDB i s  more s ta b le  and 

th erefore  more r e l ia b le .
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CHAPTER VI

FURTHER EXTENSIONS TO SECOND DERIVATIVE ALGORITHMS

The aim o f  th is  chapter i s  to  d iscu ss  two exten sion s to  the second 

d e r iv a tiv e  algorithm s which are more ra d ica l than those o f  Chapter IV;

( i )  the use o f  so lu tio n s  to  Equations (4.3)  other than 

the one given by ^  = 2  X = 0 ,

( i i )  the use o f  equations other than Equations (4 .3 ) or ( 4 . 4 ) .

To s im p lify  exp lan ation , co rrectio n  vecto rs  ^  derived  from the  

v ecto r  fu n ction  ^(X) s a t is fy in g  the con d ition  expressed in  ( i )  are 

denoted by ^  i others are sim ply referred  to  as " a ltern a tiv e  

co rrectio n  vectors"  which are derived from " a ltern a tiv e  so lu tio n s"  o f  

Equations ( 4 . 3 ) .  Thus - method" i s  a general term which can be

app lied  to  methods SDA , SDB and SDC .

6 . 1 .  Use o f  a lte r n a t iv e  co rrectio n  vectors

Of the many p o s s ib le  r ea l so lu tio n s  o f  Equations (4.3)  only  one 

has been considered so fa r . The question  th a t arose was whether the  

a lte r n a tiv e  so lu tio n s  could be used b e n e f ic ia l ly .  Two p o s s ib le  uses  

were conceived: the p ro v is io n  o f  fu rth er so lu tio n s  to  a m u lt i-so lu t io n  

problem and the p ro v is io n  o f  an a lte r n a t iv e  s tra teg y  when a problem 

so lu tio n  was not reached by the p a r tic u la r  6 ^ - method in  u se . The f i r s t  

o f  th ese  can be i l lu s t r a t e d  by considering  a m u lt i-so lu t io n  sim ultaneous 

quadratic equation problem where m = n , e . g .  the m odified versio n  o f  

Rosenbrock's problem, which i s  p r e c is e ly  represented  by Equations ( 4 . 3 ) .  

The a lte r n a tiv e  co rrectio n  v ecto rs  th erefo re  y ie ld  a lte r n a tiv e  problem 

s o lu t io n s .

The p ro v is io n  o f  an a lte r n a tiv e  s tr a teg y  when th e 6^ - method fa i le d  

was seen as analagous to  the r e s ta r t  f a c i l i t y  o f  the C utteridge algorithm
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w ith the minor d iffe re n c e  th a t the la t t e r  was based on u n iv a r ia te  m u lti­

m odality . I t  should be remarked th a t in  the SD algorithm s m u lti­

m odality in  the u n iv a r ia te  searches ( c f . Figure 4.4)  provided a fu rther  

p o s s ib i l i t y  fo r  an a lte r n a tiv e  s tr a teg y  but lack o f  tim e prevented  

in v e s t ig a t io n .

6 . 1 . 1 .  Generation o f  a lte r n a tiv e  co rrectio n  v ectors

Chapter IV described the method by which determ ination o f  6^ for  

a p a r tic u la r  value o f  X was attempted based on the knowledge o f  the  

so lu t io n  to  Equations (4.3)  a t X = 0 . Minor m od ifica tion s to th is  

method enabled i t  to  be ap p lied  to  a lte r n a tiv e  so lu tio n s  once 5̂ (X) had 

been determined fo r  some X , wherein lay  the d i f f ic u l t y ;  no value o f  X 

e x is te d  fo r  which ^  could be imm ediately eva lu ated .

I n i t ia l  attem pts a t fin d in g  a lte r n a tiv e  so lu tio n s  used the C utteridge  

algorithm  su ita b ly  m od ified . Instead  o f  term inating the algorithm  

when convergence was in d ica ted  ( c f .  Figure 4 .1)  the process was d irected  

to  the next r e s ta r t  p o in t . The so lu tio n  search was term inated when a l l  

r e s ta r t  p o in ts  had been used or when the p rescrib ed  computer run time had 

exp ired . In order th a t some r e s ta r t  p o in ts  were generated i t  was 

n ecessary  to  force  the f i r s t  i te r a t io n  to  be o f  the descent typ e.

T r ia ls  on the use o f  a lte r n a tiv e  correctio n  vecto rs  were required  

but although th e above method was m oderately su c ce ss fu l at generating  

a lte r n a tiv e  s o lu t io n s , i t  was very expensive in  terms o f  both descent and 

GN it e r a t io n s .  I t  was decided to  attempt to  generate so lu tio n s  by 

means o f  GN only  and incorporate th is  method in  the p rev io u sly  developed  

algorith m s. The occurrence o f  so lu tio n  jumps in  e a r l ie r  work suggested  

th a t th is  was fe a s ib le  and indeed some su ccess was obtained by merely 

applying GN from a s ta r t in g  p o in t derived from changing the s ign s o f  

the s ta r t in g  p o in t which y ie ld e d  the ^  - s o lu t io n .
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The v ersion  which was incorporated in to  the SD algorithm s was 

as fo llo w s . For ease o f  im plementation £ 2  > the value to  which X 

was s e t  at the beginning o f  each SD ite r a t io n  (see  S ection  4 . 3 ) ,  was 

chosen for  the value o f  X at which so lu tio n s  to  Equations (4 .3)  would 

be sought. The normal procedure was used to  determine ^ ( 6 2 ) ; i f  

th is  fa i le d  fu rther so lu tio n s  were not generated . I f  ^ ( 2 2 ) was 

found i t  was d efined  as an o r ig in  from which orthogonal d ir e c t io n s  were 

generated using the Gram-Schmidt o r th o g o n a lisa tio n  process (see  

B irkhoff and MacLane ( 7 1 ) ) ,  the i n i t i a l  d ir e c tio n  being defin ed  by the  

o r ig in a l estim ate o f  ^ ( 5 2 ) th a t had been given  to  GN . Along the  

orthogonal d ir e c t io n s , on both s id e s  o f  the o r ig in , p o in ts  were generated  

by the Fibonacci sequence and a t th ese  the value o f  9 , obtained by

su b s t itu t in g  fo r  £  in  Equation ( 4 . 5 ) ,  was examined. I f  a decrease in  

0 was d iscovered , provided th e previous p o in t had given  an in crease  in  

8 , GN was in i t ia t e d .  This procedure i s  i l lu s t r a t e d  in  Figure 6 . 1 .

The f i r s t  s tep  length  was ca lcu la ted  from the range o f  in te r e s t  and the 

number o f  p o in ts  req u ired , two parameters to  the algorithm . When GN 

converged to  a new so lu tio n  i t  was stored  togeth er  w ith the GN s ta r t in g  

p o in t to  be used la te r  to  generate a fu rther s e t  o f  orthogonal d ir e c t io n s  

i f  req u ired . Once the supply o f  new so lu tio n s  had been exhausted the  

algorithm  would term inate.

The use o f  d e r iv a tiv e  inform ation a t the 0 eva lu a tion  sta g e  was 

a lso  considered . For example, in  Figure 6 . 1 ,  a n ega tive  gradient at the  

s ix th  p o in t (counting from the l e f t )  would in d ic a te  the presence o f  a 

minimum which could not be deduced from an exam ination o f  0 va lu es  

alone a t the p o in ts  shown. However, in  p r a c tic e  d e r iv a tiv e  eva lu a tion s  

involved  a l o t  o f  work fo r  very l i t t l e  reward so th e ir  usage was dropped.
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6 . 1 . 2 .  V e r if ic a t io n  o f  generation  method

In order to  v e r ify  th a t the method o f  generating m u lti-so lu t io n s  

was reasonably e f f e c t iv e  i t  was app lied  to  two problems which were known 

to  have severa l so lu t io n s . The f i r s t  one used was Brown and Gearhart’s 

fo u r -c lu s te r  problem (72) ,  which i s  defin ed  by:

2
51 -  (x i - X2 ) (xi  - s in  X2 )

52  = (cos X2 - x i ) ( x 2 - cos x i )  .

This p a ir  o f  equations has an in f in i t e  number o f  s o lu t io n s , four o f  which 

are c lo se  togeth er  in  th e  f i r s t  quadrant. The approximate va lu es o f  

th ese  are:

= (0 . 68 ,  0 .82)'' , = (0 . 64 ,  0 . 8 0 ) '

X* = (0 . 71 ,  0 . 7 9 ) '  , x^ ? (0 . 69 ,  0 . 7 7 ) '  .

Brown and Gearhart conducted e x ten s iv e  t e s t s  on th is  problem using  

sev era l d é f la t io n  techniques from eleven  s ta r t in g  p o in ts , only two o f  

which were rep orted . In no run were more than two o f  the four so lu tio n s

o f  the f i r s t  quadrant found; th is  was a ttr ib u ted  to  the tendency o f  the

a p p lica tio n  o f  d e f la t io n  a t a p o in t to  d ir e c t  the o p tim isa tion  algorithm  

away from i t s  v ic in i t y .

The o r th o g o n a lisa tio n  method w ith GN included was app lied  from one 

o f  the i n i t i a l  p o in ts  g iv en , namely ( 0 . 9 ,  1.0)^ . GN was in i t ia t e d  

from th is  p o in t to  g ive  a so lu tio n  to  d e fin e  as an o r ig in  a f te r  which the  

o b je c tiv e  fu n ction  was evaluated  at 15 p o in ts  in  each orthogonal 

d ir e c t io n  on each s id e  o f  the o r ig in . GN was again used where in d ica ted  

and fu rth er s e t s  o f  orthogonal d ir e c t io n s  were generated as so lu tio n s  were 

found.

When the search was r e s tr ic te d  to  th e f i r s t  quadrant, only two
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so lu tio n s  were found. When the search was expanded to  four quadrants, 

seven d is t in c t  so lu tio n s  were found, in clu d in g  the four in  the f i r s t  

quadrant.

The second problem used was the m odified Rosenbrock problem to  

which the same procedure was app lied  from th e i n i t i a l  p o in t ( - 30 ,5 )^ .

Al l  four so lu tio n s  were found in  a to t a l  o f  17 GN it e r a t io n s .

The r e s u lt s  o f  the two t r i a l  problems in d ica ted  th a t the method 

was adequate a t fin d in g  m u ltip le  so lu t io n s .

6 . 1 . 3 .  R esu lts obtained

I n i t ia l  t r ia l s  on the use o f  a lte r n a tiv e  co rrectio n  v ecto rs  were

conducted on the tr a n s is to r  model problem w ith  the problem parameters

con stra in ed . Figure 4 .2  showed p lo t s  o f  log .fQ c + ^(A)) aga in st X

fo r  various ^-paths found when the components o f  x were s e t  to  1 .0
*

above the components o f  fo r  the tr a n s is to r  model problem. The

path la b e lle d  ”A” corresponds to  the ^  - so lu t io n . Of the remaining 

^  - p a th s , f iv e  were traced back through X = 0 . These are la b e lle d  

”B", "C", "D", "E” and "F". From the i n i t i a l  p o in t defin ed  above, f iv e  

runs were conducted using one o f  the a lte r n a tiv e  co rrectio n  vecto rs  on 

the f i r s t  i te r a t io n  and ^  - so lu tio n s  on subsequent i t e r a t io n s .  Apart 

from th is  m o d ifica tio n , the o p tim isa tion  method used corresponded to  SDB 

with a co rrectio n  l im it  o f  0 .5  . Normal SDB u sin g  only ^  

so lu tio n s  fa i le d  to  reach a problem so lu tio n  from th is  p o in t (see  Table 

4 . 1 0 ) .  The method using the a lte r n a t iv e  co rrectio n  v ecto rs  fared no 

b e tte r .

A s im ila r  procédure was adopted using two a lte r n a t iv e  so lu tio n s  

from d = - 2 .0  , th is  time w ith no co rrectio n  l im it in g . Whereas the  

normal SDB method f a i le d ,  use o f  the a lte r n a tiv e  6 - so lu tio n s  in  the  

f i r s t  i te r a t io n  ev en tu a lly  led  to  the so lu tio n  in  each c a se . During
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fu rth er  t r ia l s  on both SDB and SDC a few more su ccesses  were recorded  

from p o in ts  from which the sequence o f  ^  - so lu tio n s fa i le d .

In order to  examine t h is  method fu rth er , and a lso  to  determine the 

e f f e c t  o f  using  a lte r n a tiv e  so lu tio n s  to  fin d  m u ltip le  so lu tio n s  o f  

an a p p lica tio n  problem, th e tr a n s is to r  model problem was used w ithout 

co n stra in in g  the v a r ia b le s . In S ection  3 . 1 . 6  two problem so lu tio n s  

were g iv en , one o f  which had n egative  components. Although t h is  second 

so lu tio n  i s  in v a lid  in  the engineering sen se , i t  i s  p e r fe c t ly  v a lid  when 

used as an op tim isa tion  t e s t  ca se . I t  was a lso  required to  know how 

the use o f  a lte r n a tiv e  so lu tio n s  compared with sim ply generating  

d if fe r e n t  i n i t i a l  p o in ts  fo r  the SD methods. Although GN was used 

in  the o r th o g o n a lisa tio n  procedure described  in  S ection  6 . 1 . 1 ,  th ere was 

no reason why th is  could n o t be su b stitu te d  by SDB and the orth ogon a lisa ­

t io n  used to  generate s ta r t in g  p o in ts  fo r  the o r ig in a l problem. Although 

id e a l ly  the o r ig in  should be a so lu t io n , i f  one had not been found 

p rev io u sly  an a rb itrary  p o in t and d ir e c t io n  could be used to  s ta r t  the  

o r th o g o n a lisa tio n . This technique was a lso  te s te d  on the unconstrained  

tr a n s is to r  model problem u sin g  SDB .

Table 6 .1  shows the r e s u lt s  obtained using GN and SDB on the  

tr a n s is to r  model problem w ithout imposing the co n stra in t o f  p o s it iv e  

parameter v a lu e s . The ta b le  shows which, i f  e ith e r , o f  the two problem 

s o lu tio n s  was given on a number o f  t r i a l s  fo r  various va lu es o f  d , 

where as b efore the i n i t i a l  v a r ia b le  va lu es were given by:

fo) *x> = max(x^^ + d, 0 .1)  for i  = 1 , 2 , . . . , 8  .

I t  i s  in te r e s t in g  to  note th at fo r  each method the frequency o f  
*

convergence to  x^ i s  not le s s  than th at achieved when the v a r ia b le s  were 

transform ed, a r e s u lt  th a t might appear to  be contrary to  the fin d in g s or 

opin ion o f  other research ers Ce.g. C utteridge and Dowson ( 6 0 ) ) .  In th is
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d
Solu tion  

given  
by GN

S olu tion  
given  

by SDB
1.5 * F
1.4 * F
1.3 * F
1.2 * F
1.1 * 2
1.0 F 1
0 .9 F 1
0 .8 F 1
0 .7 1 1
0 .6 1 1
0.5 1 1
0 .4 F 1
0 .3 1 1
0 .2 1 1
0 .1 1 1

-0 .1 1 1
-0 .2 1 1
- 0 . 3 1 1
-0 .4 1 1
-0 .5 1 1

d
S olu tion  

given  
by GN

S olu tion  
given  

by SDB
- 0 . 6 1 1
- 0 . 7 F F
—0.8 F 1
- 0 . 9 F
- 1 . 0 F
- 1 . 1 F 1
- 1 . 2 F 1
- 1 . 3 1 1
- 1 . 4 F 1
- 1 . 5 F 1
- 1 . 6 F 2
- 1 . 7 F 2
- 1 . 8 F 2
- 1 . 9 F 1
T^.O F 2
- 2 . 1 F "2
- 2 . 2 F 2
- 2 . 3 1 2
- 2 . 4 F 2
- 2 . 5 F F

* = not attempted  

F = fa i le d

S o lu tion  1 -  ( 0 . 9 , 0 i 4 5 , 1 . 0 , 8 , 0 , 8 . 0 , 5 o 0 , 1 . 0 , 2 , 0 )

S olu tion  2 X. = (0 . 8985 , 0 . 9740 , 11 . 65 , 3 . 25 1 , 6 . 71 1 , - 8 . 76 4 , 1 . 25 1 , -0 .5 2 5 1 )^  
“ 2

Table 6 .1  T ran sistor  model problem unconstrained

case the s in g le  known u n rea lisa b le  so lu tio n  d id  not prove to  be a major 

d is tr a c t io n , as might have been the case i f  there had been more such 

s o lu t io n s .

The use o f  a lte r n a t iv e  co rrectio n  v ecto rs  and m u ltip le  s ta r t in g  p o in ts

was examined on a l l  th ose t r i a l s  o f  Table 6 .1  which e ith e r  fa i le d  to  produce
*

a problem so lu tio n  or converged to  , The two methods are denoted by 

I and II r e s p e c t iv e ly .

A flow chart o f  Method I i s  shown in  Figure 6 . 2 .  B a s ic a lly  the  

method follow ed the normal SDB method except th a t at each ite r a t io n  the
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START

search For alternative correction vectors storing maximum oP two

use next alternative correction vector to give one iteration
have all alternative correction vectors been used ? no
ges

do one normal SDB iterationdo one normal SDB iteration

termination oF SDB indicated ?termination oF SDB indicated ?no
ges

STOP

F igure 6 .2  Flow chart o f  Method I
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o rth o g o n a lisa tio n  was used to  search fo r  a lte r n a tiv e  co rrectio n  v e c to r s , 

s to r in g  a maximum o f  two. I f  any were found th ese  were used in  turn to  

d efin e  one m odified i t e r a t io n  follow ed by use o f  the normal SDB method 

u n t il  term ination  was in d ica ted . A fter  the a lte r n a t iv e  co rrectio n  

v ecto rs  had been used , the o r ig in a l SDB was continued. The r e s u lt s  for  

t h is  method and fo r  Method II are shown in  Table 6 .2 .  For Method I ,

Table 6 .2  shows the number o f  a lte r n a tiv e  co rrectio n  v ecto rs  found on 

the f i r s t  f iv e  i te r a t io n s  and the r e s u lt  o f  pursuing the s tra teg y  

d escrib ed . In no case were any a lte r n a tiv e  correctio n  vecto rs  found 

a fte r  the th ird  SDB i t e r a t io n . On the s ix  t r i a l  p o in ts  from which 

normal SDB fa i le d  com pletely , only one y ie ld ed  x* when Method I was 

a p p lied . On four o f  the s ix  runs no a lte r n a tiv e  co rrectio n  v ecto rs  were 

found. Of the nine t r ia l  p o in ts  from which SDB converged to  x j  » 

three gave 3c* when Method I was used.

Method II co n s isted  o f  using the orth o g o n a lisa tio n  procedure on the 

tr a n s is to r  model problem i t s e l f ,  but using x^ the o r ig in  on ly  i f  i t  

had been loca ted  by SDB . For those i n i t i a l  d isplacem ents from which 

SDB fa i le d  to  converge, im plying th a t in  a p r a c tic a l case 3̂ 2 would not 

have been known, the orth o g o n a lisa tio n  was generated from the p o in t given  

by the i n i t i a l  displacem ent and 0 was used to  d efin e  the f i r s t  d ir e c t io n .  

Table 6 .2  shows the number o f  s ta r t in g  p o in ts  so generated and th e r e s u lt  

o f  u sin g  normal SDB from each. x* was found in  seven cases out o f  the 

nine where the orth o g o n a lisa tio n  was s ta r ted  from ^  and in  one case out 

o f  the s ix  which required the arb itrary  i n i t i a l  d ir e c t io n .

The o r th o g o n a lisa tio n  procedure in  both Methods I and II used 10 

fu n ction  ev a lu a tio n s in  each d ir e c t io n  and the maximum absolu te value o f  

the v a r ia b le s , e ith e r  6  ̂ or Xĵ  ( i = l , 2 , . . . , 8 )  as the case may b e , was 

100.0 . Sm aller step s in  the o r th o g o n a lisa tio n , e ith e r  by reducing the 

range or in crea sin g  the number o f  fu n ction  e v a lu a tio n s , did not produce
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more a lte r n a tiv e  correctio n  v ecto rs  fo r  Method I at p o in ts  from which 

normal SDB fa i le d . Because o f  the sm all number found, i t  i s  d i f f i c u l t  

to  draw conclusions on the use o f  a lte r n a t iv e  co rrectio n  v ecto rs  in  th is  

ca se . There does, however, seem to  be a co rr e la tio n  between the p er­

formance o f  the ô g - method and the ease o f  fin d in g  a lte r n a t iv e s . In 

Method I I ,  use o f  the arb itrary  i n i t i a l  o rth o g o n a lisa tio n  d ir e c t io n  

y ie ld e d  more s ta r t in g  p o in ts  than by u sin g  as the o r ig in , but the

su ccess ra te  on th ese  was no b e tte r  than th a t o f  Method I u n less  fin d in g

X* i s  counted as su ccess .—2
The s u i t a b i l i t y  o f  the use o f  a lte r n a t iv e  co rrectio n  v ectors fo r  

fin d in g  m u ltip le  so lu tio n s  o f a problem i s  th erefo re  open to  doubt.

In the cases where SDB found x* s im ila r  numbers o f  s ta r t in g  p o in ts  

were generated by Methods I and II; but whereas those for  Method I were 

more l ik e ly  to  converge to  a s o lu t io n , 15 out o f  21 as opposed to  6 

out o f  23 , Method II produced the known a lte r n a tiv e  problem so lu tio n  

from a grea ter  number o f  t r i a l  displacem ents d . I t  would appear th at 

the a p p lica tio n  o f  only one a lte r n a tiv e  co rrectio n  vecto r  i s  in s u f f ic ie n t  

to  ensure th a t the path o f  the method i s  d irec ted  away from th at given by 

pure ^  moves. When SDB fa i le d  to  converge. Method I was in e f f ic i e n t  

at fin d in g  a lte r n a tiv e  correctio n  v ecto rs  w hile  Method II generated many 

unproductive s ta r t in g  p o in ts , the o v e r a ll su ccess ra te s  being id e n t ic a l .

6 .2 .  Use o f  a lte r n a tiv e  equations

Two v a r ia tio n s  on Equations (4 .3 )  were considered . The f i r s t  

was intended to  reduce the amount o f  computation in  an ite r a t io n  o f  an

SD method w hile h o p efu lly  r e ta in in g  improved convergence p ro p erties  

over GN . This amounted to  a s im p lica tio n  o f  the equations to  resto re  

l in e a r it y  w ith resp ect to  the co rrectio n  v e c to r . The second v a r ia tio n  

was the in c lu s io n  o f  h igh er d e r iv a tiv e s  in  Equations (4 .3 )  w ith  the
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in te n tio n  o f  in creasin g  the so lu tio n  convergence range fo r  a given  

problem.

6 .2 .1 .  Linear correctio n  v ecto r

S ection  4 .1  mentioned th a t in  the e a r ly  sta g es  o f  research  GN was 

applied  to  Equations (4 .1 ) and i f  su c c e ss fu l a lin e a r  search to  minimise 

(J>CX) = f ( x  + XO was used to  d efin e  the new p o in t. This i s  equ iva len t 

to  applying Method SDA to  equations o f  the form:

n 3s. W  1 n n 3 ^ s.(x )
0. ,1, J. ^

C i= l ,2 , . . . ,m ) .  (j6.1)

This makes ^  a lin e a r  fu n ction  o f  X so the equations need be so lved

only once per it e r a t io n . In ad d ition  i t  was remarked e a r l ie r  th at

so lu tio n s  to  Equations ( 4 .1 ) ,  and hence a lso  ( jS .l) , do not always e x i s t .

In the t r i a l s  done subsequently , i f  a so lu tio n  to  Equations 05.1) was not

forthcom ing, an a lte r n a t iv e  method was used fo r  th a t i t e r a t io n . The two

a u x ilia r y  methods considered were GN and SDB . The r e s u lt s  obtained

on the tr a n s is to r  model problem w ith p o s i t iv e ly  constrained parameters

and no co rrectio n  lim it in g  are given  in  Table 6 .3 ,  which shows, for
*

those cases which converged to  x  ̂ , the number o f  i t e r a t io n s  based on 

Equations C 6.1), the number o f  i te r a t io n s  req u ir in g  the a u x ilia r y  method 

and the to t a l  number o f  GN ite r a t io n s  required in  the attem pts to  

so lv e  Equations ( 6 .1 ) .

Let the methods using  Equations (6 .1 ) be denoted by SD(.GN) and 

SD(SDB) . Comparison w ith  e a r l ie r  t r i a l s  fo r  eq u iva len t i n i t i a l  

displacem ents rev ea ls  th a t SD(GN) had one more su ccess than GN 

Ccf. Table 3 .7 ) and SD(SDB) had f iv e  more than GN but one le s s  

than SDB ( c f .  Table 4 .10) . The su ccess achieved by SD(SDB) from 

d = 1 .4  had not been p rev io u sly  recorded by any method except w ith
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I

severe correctio n  lim it in g  imposed. An exam ination o f  the r e s u lt s  

revealed  th a t in  cer ta in  cases an e x c e ss iv e  number o f  GN ite r a t io n s  

had been used in  u n su ccessfu l attem pts to  so lv e  Equations (j6.1). 

N ev erth e less , even tak ing th is  fa c to r  in to  account, i t  i s  in te r e s t in g  

to  note th a t in  most cases more GN ite r a t io n s  were required to  so lv e  

the su b sid iary  sim ultaneous equations in  method SDCSDB) than in  method 

SDB . Bearing in  mind th at Equations (6 .1 ) had to  be so lved  once per 

i t e r a t io n  whereas Equations (4 .3 ) required so lv in g  sev era l tim es per 

i t e r a t io n , th is  r e s u lt  bears testim ony to  the d i f f i c u l t y  o f  so lv in g  

Equations (6 .1 ) and the e f f ic ie n c y  o f  the procedures developed for  SDB . 

I t  i s  probable th erefore  th a t the aim o f  reducing computation time in  

the second d e r iv a tiv e  method was not r e a lis e d ;  the operating system  

f a c i l i t i e s  did not perm it easy v e r i f ic a t io n  o f  th is  con clu sion .

6 .2 .2 .  Use o f  h igher d e r iv a tiv e s

An obvious ex ten sion  to  Equations (4 .3 ) i s  to  include the th ird  

d e r iv a tiv e  term or even h igh er d e r iv a tiv e  term s. C erta in ly  the r e s u lt  

o f  S ection  4 .2  regarding a reduction  in  the o b jec tiv e  fu n ction  fo r  a 

su ita b le  choice o f  X i s  s t i l l  v a lid  provided th a t the h igh er d er iva ­

t iv e s  are continuous in  the neighbourhood o f  the current p o in t . This 

means th a t the computation procedure described  in  Chapter IV i s  

ap p licab le  to  the rev ised  eq u ation s.

Some prelim inary t r i a l s  using  Equations (4 .3 ) m odified to  include  

the th ird  d e r iv a tiv e  term were conducted on the HDS and tr a n s is to r  model 

problems. I t  was expected th a t the th ird  d e r iv a tiv e  method would 

require fewer i te r a t io n s  than the eq u iva len t SD method when both con­

verged to  the same s o lu t io n , and th a t the th ird  d e r iv a tiv e  method would 

extend the range o f  so lu tio n  convergence in  the tr a n s is to r  model problem. 

However, the former r e s u lt  was not obtained c o n s is te n t ly  and the la t t e r
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r e s u lt  was not obtained at a l l .  The reasons fo r  t h is  are not known; 

the p o s s ib i l i t y  o f  a program error or inaccuracy cannot be excluded.

The use o f  h igher d e r iv a tiv e s  can a lso  be app lied  to  the general 

fu n ction  m inim isation method. Equations (.2 .6 ), which form the b a s is  

o f  C u tter id g e's  descent method, can be extended to  include a th ird  

d e r iv a tiv e  term thus :

- _ / S f  + V f 9^f 1 Y 7 A A 9^f \
i  ■ K  i l l -  i 2 t i l

( 1 = 1 ,2 , . . . , n ) .  (6 .2 )

Since th is  i s  so lved  by ^  = 0̂  a t u = 0 , the methods o f  Chapter IV 

are again a p p lica b le . C utteridge e t  a l .  have noted considerab le  

improvement over the s te e p e s t  descent method by the in c lu s io n  o f  the 

second d e r iv a tiv e  term. The major d iffe re n c e  between the C utteridge  

approach and th a t o f  the methods o f  Chapter IV i s  whereas in  the former 

approach a l l  va lu es o f  y are considered , the la t t e r  approach i s  

unable to  cross the f i r s t  d isc o n tin u ity  o f  the o b jec tiv e  fu n ctio n . 

N ev erth e le ss , there i s  s u f f ic ie n t  evidence to  suggest th a t Equations (6 .2 )  

m erit in v e s t ig a t io n .

6 .3 . D iscu ssion

Although the method o f  generating  a lte r n a tiv e  so lu tio n s  worked w e ll

enough on the fo u r -c lu s te r  and m odified Rosenbrock problem s, much more

d i f f i c u l t y  was experienoed on the tr a n s is to r  model problem w ith

unconstrained v a r ia b le s , p a r t ic u la r ly  on runs where SDB fa i le d  to  g ive
*

a so lu t io n . Even when SDB reached x^ » the use o f  m u ltip le  

s ta r t in g  p o in ts  has much to  commend i t  s in ce  i t  i s  the sim pler method. 

These t r i a l s  have th erefo re  not produced any evidence th a t the use o f  

a lte r n a tiv e  co rrectio n  v ecto rs  i s  b e n e f ic ia l .
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The replacem ent o f  Equations (4 .3 )  by ones which y ie ld  a lin e a r  

correctio n  v ecto r  was expected  to  g iv e  a more e f f i c i e n t ,  i f  le s s  robust 

method. That i t  did not was su rp r is in g  but the conclusion  drawn was 

th a t the procedures developed fo r  the normal SD methods were 

reasonably e f f i c i e n t .

The few num erical t r i a l s  th a t were done on equations which included  

higher d e r iv a tiv e s  were d isa p p o in tin g  and su ggest th a t fu rth er  research  

in to  th ese  i s  req u ired . Lack o f  time prevented in v e s t ig a t io n  in to  

the use o f  h igh er d e r iv a t iv e s  in  gen era l fu n ction  m in im isation , but 

ex tra p o la tin g  from a comparison o f  second d e r iv a tiv e  methods w ith f i r s t  

d e r iv a tiv e  methods su g g ests  th a t i t  would be w orthwhile.
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CHAPTER VII 

RESUNŒ AND CONCLUSIONS

Chapter II presented  a number o f  methods fo r  lo c a l unconstrained  

op tim isation  which were ca teg o rised  according to  whether they were 

ap p licab le  to  a general o b jec tiv e  fu n ction  or to  one which could be 

expressed as a sum o f  squares. The research  undertaken by the author 

has concentrated to  a large ex ten t on the use o f  second d e r iv a tiv e s  

in  algorithm s fo r  the sum o f  squares problem. The reasons for  th is  

were th r e e -fo ld :

( i )  sev era l authors have suggested  th a t the use o f  second 

d e r iv a tiv e s  in  general fu n ction  m inim isation can be o f  

b e n e f it  in  many in sta n ces;

( i i )  a good term inal performance i s  g en era lly  achieved by f i r s t  

d e r iv a tiv e  sum o f  squares algorithm s when app lied  to  cer ta in  

problems in  e le c t r ic a l  c ir c u i t  design;

C iii)  there was a lack o f  second d e r iv a tiv e  sum o f  squares algorithm s

The f i r s t  and th ird  p o in ts  were mentioned in  Chapter II w hile the second 

p oin t was i l lu s t r a t e d  in  Chapter I I I ,  which reported on a s e r ie s  o f  t r ia l s  

conducted on a tr a n s is to r  model problem and a lso  on a number o f  more 

sim ple problem s. Each problem could be form ulated as the op tim isation  

o f an o b jec tiv e  fu n ction  expressable as a sum o f  squares with zero  

res id u a ls  a t the so lu t io n . The three main algorithm s used were Gauss- 

Newton (GN) , Newt on- Raph s on (NR) and a quasi-Newton method due to  

G il l ,  Murray and P i t f ie ld  (GMP) . Several means o f  ad ju stin g  the f u l l  

co rrectio n  v ecto rs  given by th e f i r s t  two methods were a lso  examined 

s in c e , as was expla ined  in  Chapter I I ,  th is  was a su b ject on which 

c o n f lic t in g  views were ev id en t.
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A comparison o f  s im ila r  im plem entations showed th at in  gen era l, 

where convergence to  the same so lu tio n  was observed, GN required  

fewer ite r a t io n s  than NR , im plying th a t the former was more e f f i c i e n t  

on th is  type o f  problem. GMP g en era lly  required the la r g e s t  number 

o f  ite r a t io n s  but as the form o f  the algorithm  i s  d if fe r e n t  from the 

other two and as computer run tim es were not obtainable to  a su ita b le  

accuracy no conclusion  could be drawn regarding the r e la t iv e  e f f ic ie n c y  

o f  GMP . However, on the tr a n s is to r  model problem, where convergence 

to  the so lu tio n  was obtainable only from p o in ts  q u ite  near the so lu tio n ,  

i t  was observed th at GN was b e tte r  than a l l  three forms o f  NR used 

and GMP was worse than two o f  the NR im plem entations. Furthermore, 

on the more d i f f i c u l t  problems i t  was observed to  be b e n e f ic ia l  to  seek  

u n iv a r ia te  m inim isation at each i t e r a t io n  rather than to  adopt the o th er , 

l e s s  accurate correctio n  sc a lin g  methods. I t  was concluded th at  

reduced accuracy should be accepted w ith  caution  even though fa s te r  run 

tim es might be observed on sim pler problems. The b e n e f it s  o f  correction  

component lim it in g  were a lso  i l lu s t r a t e d ,  but there are d i f f i c u l t i e s  in  

s e le c t in g  a su ita b le  l im it  to  apply.

Thus research was d irected  towards the development o f  a second 

d e r iv a tiv e  sum o f  squares method. Chapter IV described  the in v e s t ig a t io n  

o f  sev era l p o s s i b i l i t i e s  and gave the r e s u lt s  o f  the most su c ce ss fu l  

v e r s io n s . The methods developed were a l l  based on equations derived  

from the Taylor s e r ie s  in  a s im ila r  way to  the d er iv a tio n  o f  th e b a s ic  

equations o f  the GN method. The so lu tio n  o f  the new eq u ation s, 

which i s  unobtainable a n a ly t ic a l ly ,  was attempted by applying an a u x ilia r y  

op tim isa tion  method. In the f in a l  v ers io n s  o f  the second d e r iv a tiv e  

CSD) algorithm , the op tim isa tion  method used was GN . Thus the SD 

method e s s e n t ia l ly  co n sisted  o f  the repeated a p p lica tio n  o f  GN to  a 

number o f  sub-problem s.
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The r e s u lt s  o f  Chapter IV demonstrated th at the new SD methods 

required  fewer i te r a t io n s  than GN when both converged to  the same 

so lu t io n  and th at the SD methods extended the range o f  so lu tio n  

convergence on d i f f i c u l t  problems. The former r e s u lt  i s  only  o f  

academic s ig n if ic a n c e  s in ce  the SD methods require fa r  more c a lc u la ­

t io n s  to  be performed and so are u n lik e ly  to  compete w ith a su c ce ssfu l  

performance o f  th e ir  f i r s t  d e r iv a tiv e  counterparts. However, the la t t e r  

r e s u lt  could mean the d iffe re n c e  between fin d in g  and not fin d in g  a 

so lu t io n . On the tr a n s is to r  model problem, i t  was observed th a t one 

SD method had a so lu tio n  convergence range o f  between two and three  

tim es th a t o f  GN when no co rrectio n  lim it in g  was app lied  in  e ith e r  case . 

Hence i t  i s  envisaged th a t the new methods would only be used in  the event 

o f  fa i lu r e  o f  the more sim ple methods.

In Chapter V two o f  the new methods were app lied  to  problems in  the 

design  o f  e le c t r ic a l  networks com prising r e s is t o r s  and cap acitors on ly .

The r e s u lt s  demonstrated th at the improved so lu tio n  convergence range, 

which was again observed, could not n e c e s s a r ily  be obtained by m erely  

doing a few ite r a t io n s  o f  a general fu n ction  m inim isation method. In one 

o f  the two t r i a l  networks in v e s tig a te d  the problem so lu tio n  was reached  

u sing  a th ree-p a rt algorithm  contain ing an SD method whereas i t  was not 

obtained by use o f  the o r ig in a l tw o-part conjugate gradient/GN method 

even though ex tra  conjugate gradient it e r a t io n s  were ca lcu la ted  in  an 

attempt to  obtain  convergence. Thus there i s  evidence th a t op tim isation  

algorithm s c o n s is t in g  o f  more than two methods may be w orthw hile.

Chapter VI d iscu ssed  some ex ten sio n s to  the SD algorithm s using  

a lte r n a tiv e  co rrectio n  v ecto rs  and a lte r n a tiv e  b a s ic  eq u ation s. Numerical 

t r i a l s  showed th at use o f  a lte r n a tiv e  co rrectio n  v ecto rs  was u n lik e ly  to  

be o f  b e n e f it  because o f  d i f f i c u l t i e s  encountered in  th e ir  ev a lu a tio n  and 

the lack o f  su ccess w ith th ose found. R esu lts obtained by r e s ta r t in g  the
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b a s ic  algorithm  from su ita b le  p o in ts  generated by an orth ogon alised  search  

process proved to  be more su c ce ssfu l as w e ll as req u irin g  le s s  com putation.

Among the a lte r n a tiv e  b a s ic  equations considered was one which . 

produced a lin e a r  co rrection  v e c to r , thereby e lim in a tin g  the need fo r  

applying the su b sid iary  o p tim isa tio n  algorithm  more than once per 

i t e r a t io n . However, i t  was found th at on the tr a n s is to r  model problem  

the number o f  i te r a t io n s  o f  the su b sid iary  method was not reduced and 

the range o f  convergence was im paired. Thus use o f  th ese  equations  

was abandoned.

Chapter VI a lso  included a short d isc u ss io n  on the use o f  th ird  

d e r iv a tiv e s  in  the b a s ic  eq u ation s, both fo r  sum o f  squares m in im isation  

and fo r  general fu n ction  m in im isatioh . U nfortu nately , lack o f  tim e 

prevented adequate in v e s t ig a t io n . This i s  considered to  be an area  

fo r  fu rth er  research .

Thus the case fo r  use o f  any one o f  the p resen t SD algorithm s 

r e s t s  w ith the improved convergence range i t  could g iv e . I t  i s  

p o ss ib le  th at a general fu n ction  method in  a two-part algorithm  could  

g ive  a s im ila r  improvement in  which case the p referred  method would be 

the one g en era lly  req u ir in g  le s s  computer tim e. The r e s u lt  o f  Chapter 

V has demonstrated th at i t  cannot be assumed th at the improvement w i l l  

be obtained by a general fu nction  method.

A wider usage o f  the SD algorithm s req u ires more com putational 

e f f ic ie n c y  w ith in  an ite r a t io n ;  th ere are two methods o f  ach iev in g  t h i s .  

The f i r s t  i s  to  so lv e  the b a s ic  equations o f  the SD methods more 

e f f i c i e n t ly .  An in d ic a tio n  o f  the v i a b i l i t y  o f  thereby producing a 

method which would compete w ith the com putational e f f ic ie n c y  o f  a f i r s t  

d e r iv a tiv e  method fo r  a given problem may be determined by an exam ination  

o f  the tim es taken to  compute the problem and sub-problem o b je c tiv e  

fu n c tio n s . In the case o f  the tr a n s is to r  model problem such an
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approach i s  thought to be impract icable .

Tlie second method o f  achieving further  computational e f f i c i e n c y  i s  

by the in troduct ion  o f  approximations.  Such an approach i s  l i a b l e  to  

adversely  e f f e c t  the convergence ranges o f  the algorithms but on cer ta in  

problems t h i s  may not be important.

It  i s  c l e a r  that the second der iv a t iv e  sum o f  squares algorithms  

s u f f e r  because no closed-form s o lu t io n  of  th e i r  b a s ic  equations  e x i s t s .  

Tliis i s  not the case with second d er iv a t iv e  general funct ion  minimisation  

algorithms and th erefore  the e f f e c t i v e n e s s  o f  th e i r  use can be more e a s i l y  

assessed .  As has been shovvn elsewhere ,  there i s  undoubtedly a great  

number o f  in s tan ces  where the use o f  second d e r iv a t iv e s  in general  

funct ion minimisation i s  b e n e f i c i a l .

F i n a l ly ,  one point  needs further  emphasis. The GN method used 

here could have been extended to  continue from p o ints  o f  s in g u l a r i t y  

which were not s ta t io n a ry  thereby creat ing  an algorithm to f u l f i l  

the condit ions  o f  Wolfe’ s convergence theorem. Although t h i s  was 

not required for  the reasons s ta ted  in Sect ion  3 . 2 . 2 ,  such a modif ication  

might have extended the range throughout which convergence to a s o lu t ion  

was obtained.  However, s im i lar  m odif ic at ions  could be applied to  the  

SD methods. I t  therefore  remains an open question whether the observed 

d i f fe r e n c e  in so lu t io n  convergence ranges would s t i l l  apply to the  

modified a lgorithms.
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APPENDIX I

TO SHOW THAT A POSITIVE VALUE OF THE SEARCH PARAMETER IS NORMALLY SUITABLE 

IN THE GAUSS-NEWTON AND SECOND DERIVATIVE METHODS

For there to  e x i s t  a t the current p o in t a value o f  X > 0 which 

w il l  reduce the o b jec tiv e  fu n ction  in  the Gauss-Newton method or in  

the second d er iv a tiv e  method we must have at th a t p o in t:

[ w  fCx + i C x ) ) ] < 0

X=o

We note that

Jx fCx + ICX))
X=o

n %6. m 3s. -,
J  - n - }  (X)j (I.l)

where ^  = x + £(X) .

Ci) Gauss-Newton (m=n): i f  the component fu n ction s are 

d if fe r e n t ia b le  and the so lu tio n  has not been reached, a su ita b le  value  

o f  X e x i s t s .

The Gauss-Newton equation fo r  m=n is

I . e .

X£(x) + J = 0

n 3s.Cx)
Xs.Qc) + I  — ~ —  6. = 0  C i= l ,2 , . . . ,m )

j= i b  ^
n 3 s .(x )  36.

(x) + I — ^ = 0 ( i = l , 2 , . . . ,m ). s 1
j= i

Ensuring th a t ^(o) = £  and s u b s t itu t in g  fo r  the d e r iv a tiv e s  in  Equation

C I . l ) :

“ a "I
Jx = -2  % fs .^ x )} 2  3 0

J  i = l
X=o

with eq u a lity  a f  the so lu t io n . Hence r e s u l t .
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C ii) Gauss-Newton (m^n): i f  the component fu n ction s are d if fe r e n ­

t ia b le  and the gradient o f  the o b jec tiv e  fu nction  i s  non -zero , a su ita b le  

value o f  X e x i s t s .

From Equation (2, 20) :

m 3s. Cx) n m 3s. (x) 3s. (jc)
X I  — r — * I  6.  I — Ir------------------------- C k = l , 2 , . . . , n )

i = l  j = l   ̂ i = l

m 3s. n 36. m 3s. (x) 3s.
i  a T -*  - a f  = °  C k = i ,2 . . . . ,n )
1=1 K 3=1 1=1 3 K

( 1 . 2)

Ensuring th a t ^(o) = 0 , making the appropriate su b s t itu t io n  we have
2

Pa 1 m r n 36. 3s (x ) \
[ A f Q ç . 6 C x ) ) J  = -2  .% .1 I f f - - 5 7 7 -   ̂ 0
L J 1=1 '‘3 = 1 3 ^

X=o 

m 3s.
w ith e q u a lity  when  ̂ s .  ^  = 0 ( k = l ,2 , . . .  ,n) .

i = l  \

Hence r e s u lt .

C iii)  Second d er iv a tiv e  method (m=n): i f  the component fu n ction s are

tw ice d if fe r e n t ia b le  and a so lu tio n  has not been reached, a su ita b le  value

o f  X e x i s t s .

Equations (4 .3 ) d efin e  the co rrectio n  v ecto r

n 3 s .(x )  n n 3^ s.(x )
+ J .  — i i r  h  * 2 J ,  J ,  a z f e -  h ^ k  = ° ( i= 1 .2 . . . . .m )

3=1 j 3 = 1 k= l  3 K

n 3s. (x)’ 36 .. n n 3 ^ s.(x ) 36.
* J  - f e - i f  " J -  a i r l s r - i r f  *k = ° ( i = i . 2 , . . . , m )

J=1 3 3=1 k=i 3 K

Again ensuring th a t 6 (o) = 0̂  , we have
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^  fCx + H X ) )
m

-2 I { s . ( x ) }   ̂ 0
i= l

X=o

with e q u a lity  a t the so lu tio n .

Hence r e s u lt .

Civ) Second d e r iv a tiv e  method (m?̂ n) : i f  the component fu n ction s  

are tw ice d if fe r e n t ia b le  and the grad ien t o f the o b jec tiv e  fu n ction  i s  

n on -zero , a su ita b le  value o f  X e x i s t s .

Equations C4.4) d efin e  the co rrectio n  vector:  

m fr n 9s. , n n 9^s.  ̂ r9s. n 9^sm (r n dS. n n d^S. \

* 2 j= l k = i ^ V \
y 6

( r = l , 2 , . . . ,n) .

At the p o in t X = 0 , choosing £  = 0. we have 

m rr n 9s. 96.> 9 s . \
j . f . *  ! 1 ^ } - » ( k = l ,2 , . . . ,n)

which i s  eq u iva len t to  Equation (1 .2 ) .  Hence r e s u lt  from ( i i )  above
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ABSTRACT

THE USE OF SECOND DERIVATIVES IN APPLIED NUMERICAL OPTIMISATION

P. R. DIMMER

Local u n co n s tra in ed  num erical o p t im is a t io n  tech n iq u es  a re  
ap p l ie d  to  a v a s t  number o f  problems from v a r io u s  branches o f  
en g in ee r in g .  The a v a i l a b le  methods may be d iv id ed  in to  two 
c la s s e s :  those  t h a t  assume no s p e c ia l  form f o r  th e  o b je c t iv e  
fu n c t io n  and those  t h a t  r e q u i r e  an o b je c t iv e  fu n c t io n  in  th e  form 
o f  a sum o f  sq u a res .  While th e re  e x i s t  a number o f  methods o f  th e  
f i r s t  c la s s  t h a t  use second d e r i v a t i v e s ,  u n t i l  now th e re  has been 
a lack o f  second d e r iv a t iv e  methods o f  th e  second c l a s s .

Although methods o f  th e  f i r s t  c la s s  can be a p p l ie d  to  an 
o b je c t iv e  fu n c t io n  in  th e  form o f  a sum o f  sq u a re s ,  i t  i s  g e n e r a l ly  
recogn ised  t h a t  i f  th e  sum i s  zero a t  th e  s o lu t io n  methods o f  th e  
second c la s s  e x h ib i t  b e t t e r  te rm in a l  convergence. This i s  
dem onstrated  h e re  u s ing  s e v e ra l  examples, in c lu d in g  a t r a n s i s t o r  
model problem where th e  o b je c t iv e  fu n c t io n  i s  d e f in ed  to  be the  
sum o f  th e  squares  o f  th e  r e s id u a l s  o f  a s e t  o f  h ig h ly  n o n - l in e a r

methods f o r  th e  design  o f  e l e c t r i c a l  c i r c u i t s .  The main o b je c t iv e  
o f  t h i s  r e s e a rc h  was to  de term ine  whether th e  use o f  second 
d e r iv a t iv e s  could be o f  b e n e f i t  in  the  s o lu t io n  o f  th e se  problems.

A number o f  second d e r iv a t iv e  sum o f  squares  o p t im is a t io n  
a lg o ri th m s were d ev ised ,  in v e s t ig a te d  and a s se ssed  u s in g  the  
t r a n s i s t o r  model problem as a s tan d a rd  t e s t  c a se .  The most 
su c c e ss fu l  methods were then  in c o rp o ra te d  in to  a program f o r  the  
s y n th e s is  o f  th r e e - te rm in a l  lumped l i n e a r  networks comprising 
r e s i s t o r s  and c a p a c i to r s .  The development o f  th e  a lgo rithm s and 
t h e i r  performance on th e se  and v a r io u s  o th e r  t r i a l s  i s  d e sc r ib e d ;  
based on the  r e s u l t s  ob ta in ed  some co n c lu s io n s  a re  drawn reg a rd in g  
th e  a re a s  where the  new a lg o r i th m s  a re  l i k e l y  to  be o f  b e n e f i t .


