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The structure of binary molten salt mixtures : 
a neutron diffraction study

by

Yaspal Singh Badyal

Abstract

Structural modification in a series of polyvalent metal chloride - alkali 
chloride binary molten salt mixtures has been investigated using the pulsed 
neutron diffraction technique. Structure factors have been measured for NiClg- 
KCl, NiCb-LiCl and ZnClg-LiCl samples spanning the entire composition range. 
The key finding was that the degree of structural modification is dependent on 
the relative size and polarising power of the two cation species. The mixtures of 
NiCb, and ZnCb, witii LiCl largely appear to be admixtures of the two pure salt 
structures, whereas adding KCl to NiCb results in a better ordered, more 
regularly tetrahedral local structure around the metal cation and enhancement of 
the first sharp diffraction peak (FSDP). A simple model involving charge 
ordering of discrete tetrahedral units by alkali counter-ions is proposed as an 
explanation for the enhanced intermediate range order.

In order to identify some of the partial structure factor contributions to the 
enhanced FSDP, the scattering was measured for three isotopically-enriched 
NiCl2+2KCl samples. A complementary isotopic substitution experiment was 
performed on three ZnCl2+2KCl samples. The results generally confirm the 
findings of the composition study, with a strong similarity between the two 
molten salt systems also being evident. In addition, RMC modelling supports the 
proposed model for intermediate range order in the mixtures.

Structure factors were also measured for AlCls-LiCl and AlCls-NaCl samples 
covering the entire composition range. Several features consistent with strong 
charge ordering of discrete tetrahedral units by alkali counter-ions were 
identified. In addition, RMC modelling of the data for pure AICI3 strongly 
challenges the 'established' view of the structure and an alternative 'sparse 
network liquid' model is proposed which emphasises the similarity to ZnC^.
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Chapter 1 

Introduction

1.1 Background to the study of molten salt mixtures

In contrast to the large num ber of structural studies w hich have been 
undertaken on pure molten salts, comparatively little work has been done on 
m olten salt mixtures. This is despite the fact that molten salt m ixtures often 
exhibit attractive properties such as low -tem perature eutectics of possible 
relevance to energy storage and other commercial applications^. The relatively 
low-melting mixtures of aluminium chloride w ith alkali chlorides, which are the 
subject of chapter 8 , form a particularly good case in point. Such m olten salt 
mixtures are also of interest because they are part of a class of complexing binary 
system s w hose therm odynam ic and physical properties display  strong 
com positional dependences w hich are not com pletely understood. The 
comparative lack of structural information on such mixtures is largely due to the 
increased complexity of binary systems. In the general case of a binary mixture 
containing four components, ten partial structure factors are required to describe 
the structure. However, in the case of the metal chloride - alkali chloride molten 
salt mixtures described in this thesis, which have all been studied using time-of- 
flight neutron diffraction, the number of partial structures falls to six because of 
the common anion species.

This chapter begins with a brief survey of molten salt studies to date starting 
w ith  investigations of the pure salt structures before m oving on to consider 
binary mixtures. This is followed by some background concerning the topics of 
central interest to this investigation, namely, the first sharp diffraction peak 
(FSDP) and intermediate range order. Finally, there is an overview of thesis 
contents.

1 A good source of information about the range of applications of molten salts is Lovering [1.1].
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1.1.1 Review of structural studies to date

Molten salts form one of the simplest classes of so-called ionic liquids and as 
such have always attracted a great deal of interest from both experimentalists 
and theorists. In 'sim ple' liquids such as condensed inert gases the ordering is 
largely determ ined by rather weak van der W aals' forces combined w ith the 
ub iqu itous short-range repulsive forces preventing overlap  of atoms. 
Consequently, the experimental observations can explained adequately using 
interaction potentials of the simple Lennard-Jones type (see, for example, Yarnel 
et al [1.2]). In ionic liquids, however, longer range Coulombic forces are also at 
w ork and these play a major role in determining the structure and dynamics of 
the liquid. The long-range forces give rise to charge-charge correlations beyond 
first neighbours. This ordering can, at least to a first-order approximation, be 
m odelled using a simplified 'bare' potential, whose general form for
rigid ions can be written as

+ (1 -1 )

w here the second term  represents the short-range, m ainly repulsive, 
contribution (see, for example, Rovere and Tosi [1.3]). (j>apir) m ay also 

incorporate terms for the van der Waals contribution and for the effects of ionic 
motion.

Using potentials of this form, excellent agreement has been obtained between 
experim ent and theory for the structures of the sim plest m olten salts, the 
m onovalent alkali halides. Analyses of the experimental results for alkali 
chlorides have suggested a trend in local coordination from octahedral to 
tetrahedral as the cation size decreases from CsCl to LiCl [1.4,1.5]. This has been 
supported  by Monte Carlo and Molecular Dynamics simulations using both 
rigid and polarisable (shell model) ion potentials [1.6, 1.7]. However, this 
approach has been less successful in modelling the data for divalent metal 
halides, particularly w ith respect to the cation distribution (see, for example, 
Pastore et al [1.8]). Extensive neutron scattering studies of alkaline earth and 
transition metal halides have revealed trends in local and intermediate order as a 
function of cation size which are not readily explained using a simple ionic 
model [1.9]. In the case of MX] melts with small cations, such as ZnCh [1.10], the
first peak in g++(r) virtually coincides w ith that in g (r), whereas for melts
containing larger cations, such as BaCh [1 .1 1 ], the peak is at higher r as w ould



be expected from the requirement to maximise the separation of doubly charged 
cations. Also evident in the case of small cations, but not for large cations, is a 
FSDP at G ~ 1 Â 'I in S++{Q) usually taken to be indicative of intermediate range 
ordering involving the cations. A lthough W ilson and M adden [1.12] have 
recently pu t forw ard a polarisable anion model w hich can reproduce the 
observed trends, it still appears necessary to invoke 'covalency' effects [1.9] to 
account for all the features of divalent salts in both the liquid and solid phases 
(see section 7.3.3). The incorporation of 'covalency corrections' into theoretical 
structure factors and radial distribution functions rem ains one of the m ost 
pressing theoretical problems in the field of molten salt studies.

More recently, there has been increased interest in m olten trivalent metal 
halides which in some cases depart even further from the simple ionic model 
and are probably best described as molecular fluids. Attempts have been made 
to relate the limited neutron and X-ray diffraction data to the distinct melting 
behaviours of lanthanide trichlorides, YCI3 , AICI3  and SbCl3  using Pettifor's 
phenomenological chemical scale as a measure of the covalent character of 
bonding [1.13-1.15]. Theoretical attention has focussed on AICI3 , which is of 
special interest because of the anomalous increase in m olar volum e upon 
melting, despite there being no reliable diffraction data on the liquid prior to this 
doctoral study (see, for example, Abramo & Caccomo [1.16]). As will be seen in 
chapter 8 , there is little evidence to support the 'established' view of the liquid 
structure, implicitly assum ed in all theoretical studies to date, as consisting 
predominantly of discrete dimers.

For the reasons mentioned earlier, the binary molten salt mixtures which have 
been m ost closely studied using diffraction methods are also those containing 
AICI3  (see chapter 8  and references therein). Although Saboungi and co-workers 
were able to show by MD simulation [1.17,1.18] that structural features of AICI3 - 
NaCl melts normally attributed to 'covalency' could be reproduced using an 
ionic model, it is now recognised that polarisation effects play a major role in 
determ ining structure (again, see chapter 8 ). There is also considerable 
thermodynamic and spectroscopic evidence for halide 'complex' form ation in 
the alkali chloro-aluminate melts and, generally, for both divalent and trivalent 
metal chloride mixtures w ith alkali chlorides. Ferrante et al [1.19] discuss the 
themodynamic stability of such halo-complexes using the concept of an effective 
length over which the units are screened by the surrounding ionic liquid. 
However, for the results described in this thesis, a simpler approach based on a 
consideration of the relative polarising power of the two cation species has been 
adopted, which also generates insights regarding intermediate range order in



the mixtures. The next section provides some general background on the FSDP 
and its relationship to intermediate range order.

1.1.2 The first sharp diffraction peak and intermediate range order

A  FSDP or 'prepeak' is observed at values of Q in the range 0.5 - 2 Â"! in the X- 
ray or neutron structure factors of a diverse range of glasses and liquids. This is 
w idely recognised as indicating the occurrence of interm ediate range order 
(IRO) on a length scale of r ~ 2n/Q in such materials (the w idth of the FSDP 
also provides a measure of the real-space coherence length). In the case of 
m olten salts where the FSDP usually occurs at g  -  1 Â‘l, this suggests 
fluctuations in density of period approximately 5-10 Â in real space. The FSDP is 
also anomalous in that its behaviour as a function of temperature and pressure 
may differ markedly from that of other peaks in the total structure factor. For 
example, in chalcogenide glasses the FSDP exhibits a (reversible) increase in 
intensity w ith tem perature rather than the expected Debye-Waller behaviour 
[1.20]. W ith increasing pressure, the FSDP diminishes rapidly and shifts to 
higher Q, unlike the other peaks in the structure factor [1.21]. At present, 
controversy still surrounds the general origin of the FSDP although it m ust be 
noted that there is no reason why the structural origin should be the same for all 
materials .

Most proposals for the structural origin of the FSDP can be divided into three 
broad categories : quasi-crystalline (layer-type) structures, the form ation of 
clusters, or ordered voids w ithin a network structure. The first of these was 
suggested because the crystal structures of many glass-forming chalcogenides 
(for example, GeSe]) are layer-like [1.20]. However, a layer-like structure is not a 
general explanation for the FSDP since this feature is also observed in  the 
diffraction patterns of glasses such as Si0 2  which are not believed to have such a 
structure. The second explanation, involving correlations between clusters, again 
only seems to apply in those cases where the formation of such structures is 
clearly evident (for example, in arsenic sulphide thin films [1.22]). The third 
suggestion ascribes the FSDP to the existence of low-density regions or voids in 
the structure [1.23]. The attraction of this theory is that it provides a natural 
explanation in terms of changes in void volume for the anomalous pressure and 
tem perature dependences of the FSDP in chalcogenide glasses. However, 
Salmon [1.24] points out that in most molten and glass binary systems, AB2 , the 
predom inant contribution to the FSDP is from the A-A partial structure factor 
and thus concludes that A-A correlations are generally responsible for IRO.



The ubiquitous nature of the FSDP has also prom pted the suggestion that the 
feature arises from random packing of structural units (see Price et al [1.25]). In 
the case of molten ZnCl2 , however, the units will be ZnCl4 ‘̂ tetrahedra and the 
requirem ents of stoichiometry necessitate some sharing of Cl" ions which will 
inevitably give rise to correlations betw een neighbouring units and hence 
deviations from randomness. In addition, the results of reverse Monte Carlo 
(RMC) modelling of isotopic data for molten ZnCl2  suggest the FSDP is due to 
definite correlations of cations rather than random  packing of structural units 
[1.26]. It has been suggested by Wood and Howe [1.27] that the FSDP in the Zn- 
Zn partial structure factor for molten ZnCl2 arises from the angular dependence 
of interionic forces. This implies the effect of adding a 'network brealdng' alkali 
halide to molten ZnCl2  w ould be to destroy IRO because the isolated ZnCL^" 
units formed in such mixtures would no longer be constrained by the need to 
share anions. However, Allen et al [1.28] actually observed enhancement of the 
FSDP w ith increasing alkali halide in their total structure factor data for ZnCl2 - 
KCl melts.

The principal aim of the research in this thesis was to explore, in detail, the 
nature of intermediate range order in metal chloride - alkali chloride molten salt 
mixtures. Diluting network-forming polyvalent melts by adding alkali halide 
was also intended to be a means of probing the stability of local structural units 
and of possibly shedding new light on the structure of the pure liquids.

1.2 Overview of thesis contents

In chapter 2, the theoretical background to the neutron diffraction technique is 
described. This chapter also contains an overview of the theoretical models used 
to describe liquid structure and explains the role of computer modelling.

Details of sample preparation and the method of collecting data on the ISIS 
LAD and SANDALS instruments are given in chapter 3. The particular checks 
and tests employed in each phase of experimentation are emphasised.

The data analysis procedure used once the data had been collected, is outlined 
in chapter 4. The problems peculiar to each of the ISIS instrum ents, and the 
m ethods used to overcome them, are highlighted. The problems encountered 
w ith SANDALS are particularly worthy of note.

The RMC technique, used to model some of the data presented in chapters 7 
and 8 , is the subject of chapter 5. A description of the method and an extended 
discussion of its characteristics and limitations is presented.



The research is described in three parts beginning w ith  the results of 
composition studies of the NiCb-KCl, NiC^-LiCl and ZnCl2 -LiCl m olten salt 
mixtures in chapter 6 . Analysis of trends in peak height and position reveals the 
contrasting effect of alkali cation type on the local order and geometry of the 
Ni2+ ion. A model involving charge ordering between NiCL^' tetrahedra and K+ 
counter-ions is proposed as an explanation for the enhanced IRO observed in the 
NiCl2 -KCl melts.

In chapter 7, the results of isotopic substitution studies on molten NiC^-KCl 
and ZnCl2 -KCl samples of the same (nominal) 2 / 3  alkali halide concentration are 
described. RMC modelling of the NiCl2 -KCl data lends further support to the 
charge-ordered model proposed as an explanation for enhanced intermediate 
range order in the mixtures. RMC modelling also highlights the strong structural 
similarities between the two molten salt mixtures.

The results of composition studies of AlCl3 -LiCl and AlCl3 -NaCl m olten salt 
mixtures are described in chapter 8 . A shift in FSDP position to higher Q w ith 
increasing alkali halide is observed, which is consistent w ith  strong charge 
ordering between tetrahedral AICI4 '  units and alkali counter-ions. In addition, 
RMC modelling of the data for pure liquid AICI3  challenges the 'established' 
view of the structure of this anomalous liquid. A new structural m odel is 
proposed which emphasises the similarities to molten ZnCl2 -

The final chapter contains a summary of the key points emerging from the 
research presented in this thesis. In addition, suggestions for future work are 
provided in the form of a programme of study centred on exploring in further 
detail the links between strongly charge-ordered molten salt structures and 
intermediate range order.
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Chapter 2 

Theory

2.1 Introduction - describing liquid structure

Because liqu ids are am orphous their m icroscopic stru c tu re  is best 
represented mathematically by some form of distribution function. The one 
m ost commonly used, and arguably the most useful, is the pair distribution 
function, g(r) (sometimes know n as the pair correlation function). This is 
defined such that given an atom^ centred at the origin |r| = 0  then  the 
probability of finding another atom centred in a small elem ent of volum e 
dV at position r is given by

(2.1)

where is the mean atomic num ber density. The distribution function g(r )  

o b v io u s ly  represen ts an average over time because the instan taneous 
positions of atoms vary, particularly in  the case of a fluid. An im m ediate 
sim plification is possible in the case of liquids (and other non-crystalline 
samples such as glasses) where the structure is usually isotropic so that g(r)  

depends on the m agnitude but not the direction of the r  vector, hence g(r)  

can be replaced by g{r)  (which is an average over spherical polar angle 
coordinates and the entire volume of the sample).

The discussion in this chapter is divided into two m ain sections. The first 
covers the theoretical background to the experimental determ ination of g{r)  

functions using neutron diffraction. The second concentrates on theoretical 
m odels of liquid structure produced by calculation or com puter sim ulation 
and the comparison of the resulting model g(r)  w ith experimental functions.

1 The discussion in this chapter refers to atoms although it is equally valid for ions and 
molecules.



2.2 Theoretical background to neutron diffraction

2.2.1 The dijferential scattering cross-section

The pair d istribu tion  function is derived  from  the ang le-dependen t 
differential scattering cross-section (per unit solid angle) which is defined as

d a  / . _  flux scattered into solid angle dQ. at angle 29  . .
dQ. ’ incident flux of wavelength dQ.

and is the quantity actually m easured in a neutron diffraction experiment. 
This cross-section can be related to the structure of a sample by using the 
wave-like properties of the neutron. If the incident neutrons are considered 
as plane waves described by a wave-function of the form

= (2.3)

where is the wave-vector (|A| = ^ ^ ) ,  then the scattered wave from a static 
nucleus j at point rj, m easured at position r (with respect to an arbitrary

origin close to j), will be spherically symmetric and of the form

'Psc(d = i— (2.4)

([2.1], section 1.4)

w here ^  is the wave-vector after scattering. The process of scattering from a 
single fixed nucleus is illustrated in figure 2.1. The quantity bj is defined as

the scattering length and although in general it is a complex quantity  the 
im aginary component, which can make b vary rapidly w ith neutron energy, 
is only im portant for a few highly absorbing nuclei ([2.2], section 2.2). Hence 
for m ost scattering experiments, b is independent of Jcq. In addition, because 
the w avelength  of therm al neutrons is very large com pared  to the 
dim ensions of nuclei then it is a basic result from diffraction theory that 
scattering is isotropic (spherically symmetric) so b is also independent of 
angle. Thus the scattering length usually only depends on the type of nucleus.

The scattering from an assembly of N  nuclei is obtained simply by summing 
over all the atoms so that



(2.5)
c -4 1

w here the second exponential term  is the phase of the incident wave at 
nucleus j .  In practise, the distance \r\ from the sample to the detectors is large 
com pared to so using the far-field approxim ation ( |r - ry | = r) the above 

equation becomes

(2-6)

w here is the scattering vector and hQ is the m om entum

transferred  to the nucleus j by the scattered neutron. The differential 
scattering cross-section is effectively the ratio of the scattered and incident 

neutron wave intensities after normalising for the J / 2  dependence of \Yscf^ 

hence

f (2.7)
^  \¥inc\ \ j k  I

([2.3], section 1.2).

Since cross-sections are measured over a period of time which is m uch longer 
than  the lifetime of therm al fluctuations, the above quantity  is a therm al 
average (as denoted by (...)). This equation is central to all diffraction 
experim ents - the spatial inform ation about nuclear positions is reflected in 
phase shifts between scattered waves giving rise to observable interference.

2.2.2 Coherent and incoherent scattering and the sta tic structure  
factor S(Q)

Because neutron scattering lengths vary even between isotopes of the same 
element, and, between different spin states of species w ith non-zero nuclear 
spin (since the neutron itself has non-zero spin), the m easured scattering will 
include contributions from isotopic and spin incoherence. It is thus useful to 
express the total differential scattering cross-section as the sum  of tw o terms 
consisting of a coherent and incoherent component.

10



For a collection of N  static nuclei of the same elem ent and assum ing a 
random  distribution of isotopes and spin orientations, the right hand side of 
eqn. 2.7 can be expanded and rewritten as

2

+ (2 jl)

([2.3], appendix 1).

The first term  in the above equation depends on the m ean scattering length, 
bj,  and represents the coherent scattering since it contains the phase factor 
(reflecting structure) as if all nuclei were the same. The second term depends 
on the m ean square deviation of the individual scattering lengths bj from

the m ean and represents the incoherent scattering. Obviously, it contains no 
phase factor and hence positional inform ation because of the assum ed 
random  distribution of isotopes and spins.

Integrating the first term in the differential scattering cross-section over all 
An steradians of solid angle gives the coherent scattering cross-section

^coh ~ ^^b  (2.9).

Similarly integrating the second term gives the incoherent scattering cross- 
section

= (2.10).

Thus the total scattering cross-section formed by the sum of the two is

(jjc = Anb'^ (2 .1 1 ).

Cross-sections are usually quoted in barns (bn or lO'^^m^) and extensive data 
is available in the 'barn  book' [2.4]. The differential scattering cross-section has 
units of barns per scattering unit per steradian (bn.sr'l).

Eqn. 2.8 can also be rewritten as

where S{Q) is the static structure factor explicitly defined as

11



^(0 = N GL13)

or, more rigorously, as

N

N
- m G,0 (2.14) 

(see [2.5])

w here N 5 q  q is the excluded forward scattering term corresponding to the 

intensity at 0  = 0. This term can be neglected because it is only significant in a 
very narrow  region (hence the delta function) around Q = 0 so it is never 
m easured  in  a conventional d iffraction experim ent. The rela tionsh ip  
betw een the static structure factor and the real-space pair d istribu tion  
function is considered next.

2 .2 .3  The Fourier transform relationship between S{Q) and g{r)

Because neutrons used in diffraction experiments have wavelengths several 
o rders of m agnitude larger than  nuclear dim ensions, the nuclei can be 
regarded as point scatterers so their positions may be represented using 5 
(delta) functions. Hence the following alternative definition of the pair 
d istribution function

CL15)

([2.6])

where p{r) is the radial density function giving the probability of finding two 
nuclei separated by r. The % )  term, generated w hen r = 0 and r.j=Lk/ is

subtracted to exclude self correlation.

Since g(r) —> 1 for large values of |r|, we can use the expression  
pit)  = Polsil) “  1] + Po to rearrange eqn. 2.15 as

12



I N N \
Z Z  -  (C; -  )] ) - Po = P o k (d  - 1] + ^(r) (2 .16).

Using Fourier transformation, we now obtain (see [2.6], pages 8-9 for details of 
the mathematical relations used)

= i + p J k « - i ] . - ‘̂  = « 0  (2.17)

w here the expression on the left hand side is clearly identical to that for the 
structure factor in eqn. 2.14. Thus, there is a Fourier transform  relationship 
betw een and g{r) { S [ 0 jp  is to be regarded as the density of points in 
reciprocal space just as Pog{r) is the density of points in real space). The above 
definition of the structure factor is valid for all types of sam ple w hether 
crystalline or amorphous. However, as was m entioned in the introduction, 
we can assume spherical symmetry in the case of liquids. 5(g) and g{r) then 
depend only on the m agnitude of Q and r , respectively, so the integral over 
spherical polar angular coordinates can be performed directly to give

S W  = 1 + 4)tpoJ“ r2[g(r)- (2.18).

The inverse transform is given by

4 ( ,)= i+  i _ r e 2 [s(0 - i ] ^ ! ! ^ d e  (2,19).
2^ Po " Qf

Note that the limits of the integral in eqn. 2.19 imply that data covering the 
entire range of Q from 0  to is required for a complete knowledge of the pair 
d is trib u tio n  function. In practise, Q^ax is of course fin ite  and  the 
approxim ation 5 '(0  = 1 at large Q is used. Nonetheless, it is desirable to 
measure the differential cross-section over as large a Q range as possible.

2.2.4 The static approximation and S{Q)

The discussion so far contains the implicit assum ption of elastic scattering 
because only static nuclei (implying no energy transfer) have been considered. 
H ow ever, in real diffraction experiments, and, particularly in the case of

13



liquids w here atoms do not rem ain in specific sites and diffusion occurs, 
there is strictly no elastic scattering.

The fraction of an incident neutron beam that is scattered into solid angle 
dQ. having interchanged energy within the range Mco is given by the double 
differential scattering cross-section, d^a/dQdcù. This is related directly to the 
'scattering law', S{Q,œ), by the following equation

(2 .20).dQdco kf)

In general, diffraction experiments are perform ed w ithout energy analysis 
and so m easure the 'total scattering'. A detector at scattering angle 26 will 
count all neutrons scattered into its direction irrespective of any energy 
transfer during the scattering process. With time-of-flight diffractometers (see
3.3.1 for an explanation of the underlying principles) there is the additional 
complication that each time channel is actually a sum over all incident and 
corresponding scattered neutron energies w ith an equal total flight time t. 
Hence the m easured cross-section is the integral over all possible energy 
transfers, carried out at constant 26 (and t), of d^(j/dQ.dco w eighted by the 
detector efficiency, D(k), so that

da _ r , A:' d^a

constant 29 
(constant t)

w here Eg is the incident neutron energy. The factor k'/kg is in troduced 
because neutron flux depends on particle velocity (which is proportional to 
the wave-vector k ).

The relationship betw een mom entum  transfer, HQ, and energy transfer, hco, 
for neutrons of mass m„ scattered through an angle 26 is given by

= 2 E o - A m - 2 [ E o ( E g 4 - W ] ^ c o s 2 9  (2.22)(A0 ^
2m,I

([2.3],pg.43).

Thus a com plicated cross-section is m easured. H ow ever, if the incident 
neutron energy is large compared to that exchanged between the neutron and

14



the system, that is to say Eg »  hco, then the collision can be regarded as elastic 
(|U| = |&o|) and the scattering vector becomes

Q = 4 rs in  e (2.23).
A

Thus integration at constant 6 (and t) in equation 2.21 is now equivalent to 
in tegration  at constant Q and the differential cross-section becom es, as 
requ ired , a function  of Q. This assum ption is know n as the 's ta tic  
app rox im ation ' and is equ ivalen t to an effective decoup ling  of the 
inform ation on the structure from  that on the dynam ics. In the static 
approxim ation, and assum ing the detector efficiency is the same for any 
scattered neutron energy, the measured cross-section is

d a
dQ.

(2.24)

([2.3], section 1.7).

This is the same expression as eqn. 2.7 bu t w ith nuclear positions, L'y(0/ 

m onitored  at time t, then averaged over all t, so we have the average 
instantaneous structure w ith no information on dynamics.

Deviations from the static approximation are negligible for X-rays because of 
the high photon energies at the wavelengths used in diffraction experiments. 
H ow ever, for therm al neu trons, w hich by defin ition  have energies 
comparable to the thermal energies of atoms in a liquid, the deviations can be 
large so corrections for inelastic scattering are necessary. These are discussed 
in  chapter 4 (section 4.2.7).

2.2.5 Scattering from  multicomponent liquids

The discussion so far has been limited to single component systems and is 
now extended to the more general case of scattering from m ulticom ponent 
samples. For this, it is convenient to reformulate the differential cross-section 
in terms of self, F , and distinct, i(Q.), scattering rather than the equivalent 
expression in terms of coherent and incoherent scattering introduced earlier. 
Thus eqn. 2.7 can be rewritten as

15



and finally as

£ = / ' (g )+ m = N b j + sf  2  (2.25)
;  t*J

^  -1) (2.26).

The distinct term  (sometimes called the interference function) contains the 
inform ation on atomic positions whereas the self term  is the single atom 
scattering (when j  = k).

For a multicomponent system there is a self and distinct term for each pair of 
atom  types {a ,  P). The m easured scattering is a linear sum  of these terms 
weighted for concentration and scattering length so that

-  Z  Ca 6^ + % (G) - 1] (2.27)

([2.7], section 8.2.3)

w here Cg, is the atomic fraction and bĝ  is the coherent scattering length for 
elem ent a  . The S^^{Q) terms are the partial structure factors (FSFs) according
to the definition of Faber and Zim an [2.8]. The PSF is related  to the 
co rrespond ing  partia l pair d is trib u tio n  function, g ^ (r), by F ourier 
transform ation so

SaH(Q) = 1 + (2.28)

([2 .6 ], pg. 1 1 )

just as in the single component case (eqn. 2.18). The partial pair distribution 
function is then given by the inverse transform

The function g^ (r) gives the probability of finding a p  type atom at a distance 
r from an a  type atom located at the origin.
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There are alternative definitions of the PSFs such as those of Bhatia and 
Thornton [2.9] which are derived from the Fourier transform s of the local 
num ber density and concentration fluctuations in the long-wavelength limit 
(Q —>0). A lthough  the B hatia-T hornton PSFs have usefu l physical 
significance in the long-wavelength limit, where they are directly related to 
the therm odynam ic properties of a system (see [2.6], appendix 4), it is the 
Faber-Zim an (henceforth referred  to as F-Z) definition w hich has been 
adopted in this thesis.

The various definitions of the PSFs differ in their norm alisation. Because 
the differential cross-section m ust approach the value of the first term  in eqn. 

2.27 (viz. the mean self scattering T  ) at high g , the second term, which we 
shall now call the total structure factor F(Q), is asymptotic to zero as Q —> 
Hence the F-Z PSFs are normalised to unity at large values of Q.

For a two component system, with atoms of type a and &, F ( 0  can be w ritten

F(Q) = clbl  [S„„ (Q)- l ]  + c lb l[Si,iW )-l]  + 2c^ci,bM Sab(Q)-1] P-30).

Since Sgi,(Q) = Sj^giQ) there is an additional coefficient of 2 in the last term. It 
should  be noted that unlike S{Q), w hich is dim ensionless, F(Q) has the 
dim ensions of and is usually quoted in barns (lO'^^m^) per atom. Fourier 
transfo rm ation  of F{Q) gives the corresponding total pair d istribu tion  
function, G(r), w ritten as

G ( ' )  =  : +  — ^ r  (2 .3 1 )
2n^Po ' '0  Qr

which after substituting eqn. 2.29 can be re-written as

G{r) = 1 -f- clbl[gaa (' ) - 1] + clbl[gij},{r) - 1] + 2caC}ybabb[gab{r) - 1] (2.32).

N ot surprisingly, G{r) is a linear sum  of the various partia l structures 
w eighted for concentration and scattering, just as in the original F{Q). The 
function is norm alised to unity  at high r. The exact form  of the above 
equations is of course only valid for pure molten salts w ith two types of atom, 
such as liquid AICI3 . Generally, for a system w ith n com ponents there are 
7î(n + l)/2 distinct pairs of atom types and hence PSFs contributing to the

17



m easured F{Q). The m olten salt m ixtures m ainly stud ied  in  this thesis 
contain three components so six partial structures have to be considered.

The PSFs and the corresponding partial pair distribution functions can be 
extracted from the m easured total structure factor data using the m ethod of 
isotopic substitution. This involves varying the coefficients of, for example, 
the partials in eqn. 2.30 by changing the coherent scattering lengths, b^,  of 
particular elements using different isotopic enrichments. The result is a set of 
total structure factors, w ith known coefficients for the S^piQ) terms, w hich

form a set of sim ultaneous equations that can be solved to determ ine the 
unknow ns - the PSFs. There are o ther m ethods to determ ine PSF 
inform ation such as anomalous X-ray scattering (AXS) [2.10], and possibly in 
the near future, anomalous neutron scattering (ANS). These involve varying 
/  (the X-ray form factor) or b by working near the absorption edge for a 
particular element. Finally, there is isomorphic substitution where one type 
of atom is replaced by another of similar size so there is a difference in /  or 6  

because of the different atomic numbers. However, this last m ethod assumes 
chemical similarity and is probably the least reliable.

A detailed  descrip tion of the data analysis procedure, includ ing  the 
corrections, used to derive the F(Q) and G(r) functions presented  in  this 
thesis is provided in chapter 4. The technique of isotopic substitu tion is 
discussed in detail by D.A. Allen in his doctoral thesis [2.11].

2.3 Theoretical models of liquid structure

2.3.1 Introduction

A  successful theory of the liquid state will be one w hich explains the 
macroscopic properties of the liquid from a knowledge of the (microscopic) 
forces betw een atoms - calculated ideally from a first-principles quantum  
m echanical treatm ent of the electronic system. This is, as yet, an unsolved 
problem^. In order to test theories based on the interaction between particles, 
equations relating the potential function, <j){r), and g{r) are essential so that 
theoretical functions may be compared w ith those derived experimentally. 
However, to do this, several drastic approximations have to be made. Firstly, 
the interactions between particles are usually assumed to be pairwise so that

2 In the sense that there is no comprehensive theory of the liquid state which works well for 
all types of liquid under all conditions of temperature and pressure.
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the total potential energy of the system, 0 (ri,r2  Ln )' i® given by the sum
of two-body interactions over all Â (iV + l)/2 pairs i.e.

 :N)= (^33)'

It is also assum ed that the potential (j){r) is spherically sym m etric so that
r i j= \r i - r j[

The assum ption of pairwise additivity only holds if the potential between 
any pair of particles is unaffected by the presence of others. In real liquids this 
assum ption may break dow n if, for example, ions are polarised by other 
nearby ions. Furtherm ore, in order to relate g(r) to (j){r) it is necessary to 
make another assum ption about a higher order distribution function in  the 
generalised force equation

d u jr n )  ^ d(j){ri2 ) u/^^(z:i,Z:2,Z:3) d(j){ri )̂
r̂.1 J p̂ g{ri2)■J—,— -̂--------   dr (2.34)

([2.12])

w here the function U{r\2 ) = -KQTlr^g{ri2 )\ and is called the potential of mean 
force. The above equation implies the mean force on particle 1 is the direct 
effect of particle 2  plus the net effect of all the other particles (the first and 
second terms, respectively, on the right hand side of eqn. 2.34), represented by 
particle 3, hence the inclusion of the three-body num ber density function, 
n^^^{L\ni2 L̂2). This density function is defined such that the probability of 
volum e elem ents centred at positions rj, 12 and £ 3  being occupied by 

particles is given by (zii, 1 2 , rg )dr%dr2 (;(z:3 - Clearly, in order to solve eqn. 2.34, 
and, because pair scattering theory can not provide any inform ation about 
three-body (or higher) correlation functions, some form of approxim ation for 

is required. However, this step, usually referred to as the 'closure 
approxim ation ', means any disagreem ent between theory and experim ent 
becomes more difficult to pinpoint - it could be due to a problem in the choice 
of <̂ (r) or the particular form of the closure approximation itself.

M ethods based on some form of closure approxim ation lead to integral 
equations which, given a choice of pair potential, can be solved for g{r). The 
m ain schemes used in this analytical approach are considered next.
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2.3.2 Integral equations for the pair distribution function

The Born-Green equation [2.13], one of the first to be proposed, used the 
superposition  approxim ation due to Kirkwood [2.14] for the three-body 
density function as the product of only pair distribution terms such that

=Po&h2k k 3k k i )  (2.35).

The use of the above app rox im ation  leads to the so luble  YBG 
(Yvon,Born,Green) equation. An iterative approach to solving for g(r) is 
usually adopted. The physical meaning of the superposition approxim ation is 
that in  a triplet of particles each pair correlates independently of the third. 
This assum ption is only likely to be true in certain limiting cases such as low 
densities w here the particles are effectively uncorrelated. The YBG equation 
rarely  w orks well (it has been show n to be characterised by num erical 
instabilities [2.15]) and has not even been applied to ionic liquids - which are 
usually of high density and strongly coupled.

Of m ore im portance to the study of m olten salts have been the Percus- 
Yevick (FY) and H ypernetted Chain (HNC) equations and m odifications 
thereof. Both the FY and HNC approximations involve carrying out a cluster 
expansion for and then  neglecting certain term s w hich m ake the 
sum m ation difficult ([2.16], chapter 5). In order to describe these equations, it 
is convenien t to in troduce the d irect correlation function , c(r), and 
relationships first proposed by Ornstein and Zernike [2.17]. They suggested the 
division of the total correlation function, h{r), which is sim ply defined as 
^(r) = ^ ( r ) - l ,  in to  tw o parts ; a direct pair term  and  an ind irect one 
representing the effect of the remaining particles® so that

h{r) = c(r)+Po J c(|r -  / |)A ( /)d / (2.36).

The latter term  represents a convolution of h{r) and c(r). The usefulness of 
the function c(r) lies in the fact that it is both accessible experimentally and 
has a shorter range (than h{r)) comparable to that of the pair potential 
function. In the FY approximation, c{r) is linked to (j){r) and g{r) by

® The separation is analogous to that in the generalised force equation (eqn. 2.34).
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, whereas w ith the HNC approximation, the relationship becomes

c(r) = h{r) -  ln[g(/ )] -  p(r)/ÆgT (2.38).

Again, these approximations work best at low densities bu t are more accurate 
than  the YBG equation. The HNC m ethod has been generally favoured 
because it retains one extra term in the cluster expansion (compared w ith the 
PY) and so might be expected to yield more accurate results. However, the PY 
equation  is know n to be superior w hen repulsive forces are dom inant 
because of partial cancelling in the excluded term s. This advantage is 
highlighted by the crude, but useful, hard-sphere solution of the PY equation 
orHSPY([2.6],pg. 22).

A third useful approximation is the mean spherical approxim ation (MSA) of 
W aisman and Lebowitz [2.18]. The pair potential is assum ed to consist of a 
repulsive hard core and a coulomb tail so that

g{r) = 0  r<Gg

= rXTg (2.39)

w here Gg is the charged hard-sphere diameter. Because the MSA is a theory 
for charged hard  spheres it cannot relate the properties of m olten salts to 
realistic interatomic potentials. Real ions interact through continuous, finite 
(except at r = 0) potentials w hereas the MSA m odel assum es infin ite 
repulsion w hen r < G g .  Not surprisingly, the success of MSA models depends 
critically on a proper choice of Gg.

It is now  generally  accepted th a t for m ulticom ponent system s any 
com parison betw een theory and experim ent should be m ade either at the 
level of the PSF or the partial pair distribution function - if these are 
available. The integral equation methods described above can of course be 
generalised  for m ulticom ponent liquids to link p artia l pair po ten tia l 
functions, <̂ »„̂ (r), to g ^(r) functions. However, in recent years a different 
approach to studying liquid structure based on com puter m odelling has 
become popular. These methods are described in the next section.
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2.3.3 Com puter modelling

Com puter modelling methods have the advantage of not requiring any form 
of closure approximation. These methods are exact in the sense that, because 
the positions and velocities of all the particles are known, there is no need to 
m ake assum ptions about higher o rder d istribu tion  functions and  the 
equations governing the behaviour of the system can be solved to as high an 
accuracy as desired for a given form of ^(r). The Monte Carlo (MC) and 
M olecular Dynamics (MD) methods are the two basic techniques commonly 
used. They bo th  involve m odelling the behaviour of a large num ber of 
particles under the influence of a specified interatomic potential. They differ 
in that the MC m ethod uses the pair potential directly in the computational 
process whereas MD uses the derivative of the function.

Finite com puting power restricts the num ber of particles to typically of the 
order oi N  ~ 10  ̂-10^ corresponding to a simulation cube w ith sides of length 
L ~ 10 -  20 atomic diam eters. The lim ited sim ulation size gives rise to a 
sta tistical erro r, w hich can be m inim ised by collecting sta tistically - 
independent configurations, as well as surface effects w hich are m inim ised 
th ro u g h  the use of periodic boundary  conditions. The usual m ethod  
(sometimes referred to as 'ghosting') is to surround the simulation cube w ith 
images of itself so that a particle leaving through one side re-enters via the 
opposite side w ith the same velocity - this also preserves the num ber density 
constraint. A brief description of the m ain sim ulation techniques will be 
provided next as the details are amply covered elsewhere (see, for example,
[2.16], chapter 3).

The principle of the MC method is to produce a statistical ensemble of atoms 
w ith a Boltzmann distribution of energies. This is done by generating a series 
of atomic configurations from sequential, random  displacem ents of the N 
particles in the model. A configuration is accepted or rejected according to a 
criterion which ensures that a given configuration occurs w ith a probability 
proportional to the Boltzmann factor, for that configuration, where
Uj is the total potential energy of the system and the tem perature T is fixed.
This m ethod of sampling configuration space was devised by Metropolis et al
[2.19] and is w idely used hence M etropolis Monte Carlo (MMC) is often 
synonymous w ith MC. Usually, between 10^ and 1 0  ̂configurations need to be 
generated for adequate statistics. No time scale is involved and the order in 
w hich the configurations occur has no special significance. The equilibrium  
properties are found by averaging over the set of accepted configurations.
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In the MD m ethod, N ew ton 's equations of m otion are solved for each 
particle moving under the influence of all its neighbours (the forces between 
atoms being calculated from the specified potential). Starting from a set of 
initial coordinates and velocities, usually chosen randomly, the trajectories of 
each particle are computed and the new positions and velocities after a short 
time step. At, are determined. The process then continues to be repeated and 
the time evolution of the configurational and velocity d istribu tions is 
followed. Once the transient effects of the initial starting configuration have 
died out4 the equilibrium properties can then be calculated as time-averages 
over the configurations w hich arise after subsequent tim e steps. The MD 
m ethod has the great advantage (over MC) of allowing tim e-dependent 
phenom ena, as well as thermodynamic equilibrium properties, to be studied. 
However, the relaxation time for the process needs to be significantly smaller 
than the time-scale of the simulation - usually limited to ~ lO'^^ s w ith a time 
step between configurations of At ~ 10"14 s.

The MC and MD m ethods are not, in principle, restricted to pairw ise 
additivity of the potential function although this is usually assum ed in order 
to simplify calculation. Ideally, explicit knowledge of the electronic ground 
state is required to obtain a correct description of the interatomic forces. In 
conventional computer methods, as described above, no attem pt is m ade to 
solve this complex many-body problem, instead, interactions betw een atoms 
are m odelled  using  empirical potentials. H ow ever, in  recent years 
considerable progress has been m ade in combining the conventional MD 
technique w ith  in teratom ic potentials derived from  a first-p rincip les 
treatm ent of the quantum  electronic system - an approach based on methods 
in troduced  by Car and Parrinello [2.20]. C urrently, these m ethods are 
restricted to systems consisting of only a few hundred atoms (even w ith the 
use of supercom puters) so they rem ain of limited value. Details of recent 
developm ents of the ab initio MD technique and some of the results of its 
application can be found in Galli [2 .2 1 ].

C ertain fundam ental limitations apply to all computer m odelling methods. 
The m ost obvious of these is the finite sim ulation size. This restricts the 
accuracy of m odel pair distribution functions (and their transform s) since 
5nax i® set by j L  ; beyond r = \ L ,  the distribution is distorted by the periodic 
boundary  condition. This can limit the usefulness of com puter m ethods in 
the study of ionic liquids where there are long-range interactions. It is also

4 The simulation evolves rapidly and a Maxwellian distribution of particle velocities is 
usually attained, on average, after 6-10 collisions per particle.
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impossible to study spatial fluctuations of wavelength greater than L. In the 
MD m ethod, the boundary conditions can lead to spurious time-recurrences 
as local disturbances propagate through the periodic system. Despite these 
difficulties, computer methods have been successfully applied, for example, 
to the study of m olten alkali halides [2 .2 2 ] w ith generally good agreem ent 
betw een the pair distribution functions derived from MC sim ulation and 
experim ent. This is m ainly a reflection of the good choice of interatom ic 
potentials. In general, choosing the 'correct' potential and obtaining more 
than  just qualitative agreement w ith the data poses a severe challenge w ith 
conventional com puter methods. Iterative techniques [2.23, 2.24] to improve 
on the initial choice of (j){r) have been developed but greatly increase the 
com putational burden.

The reverse Monte Carlo (RMC) m ethod does not require an interatom ic 
potential and so avoids the problem  of choosing the 'correct' one. It is a 
m ethod  for p roducing  three-dim ensional m odels of the struc tu re  of 
disordered materials that agree quantitatively w ith the diffraction data. The 
reduced com putational dem ands of this technique can allow the lim itation 
on sim ulation size to be eased. Details of the RMC m ethod and its practical 
use are given in chapter 5.
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Figure 2.1. The process of scattering from a single fixed nucleus at position rj. 
The nucleus acts as a point scatterer so the incident plane wave is scattered 
into a spherical wave. The differential scattering cross-section, is
effectively the norm alised fraction of the incident flux scattered into an 
elem ent of solid angle, dQ.



Chapter 3 

Experimental Method

3.1 Introduction

The aim of experim ent was to derive reliable pair d istribution functions 
from accurately m easured structure factors. This necessitated both care in the 
preparation of samples and a suitable instrum ent for the neutron diffraction 
experiment. It is appropriate to consider these basic requirem ents in a little 
more detail before proceeding to describe how they were actually met.

The essential requirement in sample preparation was to produce mixtures to 
an  accurate chemical com position using pure, anhydrous ingredients. In 
addition, the final samples had to be thoroughly mixed and homogeneous. 
Furtherm ore, isotopic substitu tion experim ents required  sam ples of the 
correct isotopic enrichm ent to ensure optim um  condition ing  for the 
experim ent.

The specifications of the diffractometer also had to be adequate in certain 
regards. Firstly, in order to derive a satisfactory G(r), the Q range had to be 
sufficiently large, required to extend beyond ~ 15 Â-1, to avoid
truncation of structure and subsequent loss of inform ation in the Fourier 
transform . g,nin/ ideally, had to extend below ~ 0.5 Â‘l so that the structure 
factor could be reliably extrapolated to the long-wavelength limit as a check 
on normalisation. Count rate of the instrum ent was im portant especially in 
isotopic substitution experiments where high statistical accuracy was required 
for reliable differencing. High Q resolution was not a critical requirem ent 
although it still had to be good enough to check there were no Bragg peaks i.e. 
the sample had completely melted.

The rem ainder of this chapter is divided into two m ain sections. The first 
deals w ith  sam ple p repara tion  and the second gives details of the 
diffractometers and how they were used.
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3.2 Sample preparation

3.2.1 Preparing the pure salts

The first (lengthy) stage in preparing the mixtures was the drying of the pure 
single salts. Because inorganic salts are invariably hygroscopic and 'ultrapure' 
(> 99.99 mole %) raw  chemicals were used, absorbed m oisture is the most 
significant im purity. The water content of samples had to be m inim ised for 
several reasons. Firstly, m olten salts are highly reactive and high vapour 
pressure products, such as HCl gas, resulting from the hydrolysis of absorbed 
w ater can cause sealed sample tubes to explode. Furtherm ore, the hydrogen 
in w ater is a strong scatterer of neutrons hence contributing to background as 
well as being the optim um  m oderating element so giving rise to significant 
inelastic scattering. For these reasons it was essential the salts were dried and, 
during subsequent handling, kept dry.

The low vapour pressure salts were dried by heating them  gently under 
vacuum . The salt was first loaded into a test tube, under a dry  argon 
atm osphere, in an evacuable glovebox. Research grade (> 99.998 % VPMi 
purity) argon was used to refill the glovebox after it had been 'rough' pum ped 
dow n to a pressure of less than IxlO 'l torr over a period of at least 8  hours, 
prior to handling the salt. The salt was crushed to improve the efficiency of 
drying. A leak-tight transfer vessel was used to move the loaded salt to a 
vacuum  drying rig. Once the transfer vessel had been pum ped dow n to 
'rough' vacuum, heating could begin. Initially the salts were slowly heated to 
no m ore than about 70°C and left at that tem perature for at least 24 hours. 
This was to allow most of the absorbed water in the salt to be driven off at low 
tem perature w hilst lim iting any reaction w ith the salt (which w ould  upset 
the stoichiom etry of the substance). The pressure w ould then be reduced 
using a diffusion pum p. The outgassing, primarily of water, from the heated 
salt w ould  delay attainm ent of base pressure by the diffusion pum p so 
p ressure m easurem ents p rovided  an indication of w hen  the salt was 
sufficiently dry. Raising the tem perature of the salt increm entally w ould  
naturally  cause a corresponding increase in vacuum  pressure. How ever, 
unless the pressure soon began to fall again after each step in tem perature, it 
was assum ed that the original increase was due entirely to the raised vapour 
pressure of the salt itself i.e. not due to a temporary surge from liberalisation 
of trapped  w ater vapour. Once a safe maximum tem perature was attained

Volume parts per million.
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vacuum  drying was continued for at least a couple of days thereafter. In the 
case of ZnCl2 , which has a high vapour pressure, the m aximum tem perature 
used for drying was limited to about 100°C so, to compensate, the salt was 
vacuum  dried for a longer period than usual. The specific details of the 
vacuum  drying procedure for each type of salt are given in table 3.1.

The vacuum  drying technique could not be used for AICI3  because it 
sublimes at 180°C under normal atmospheric pressure and has a significant 
vapour pressure (~ 1 torr) even at 100°C. Instead, a technique of drying by 
sublimation was employed and the apparatus used is shown in figure 3.1. The 
salt was slowly heated over 3 days to a final tem perature of ~ 150°C w ith a 
d iffusion/rotary  pum p combination being used to draw the sublim ed salt to 
the cold trap (an ice/w ater bath) where it condenses. The principle of the 
technique can be understood from figure 3.2 which compares the vapour 
pressures of AICI3  and Ice I. At temperatures above 100°C the vapour pressure 
of AICI3  becomes appreciable and significant amounts of the salt and absorbed 
w ater are liberated to travel down to the cold trap. At the tem perature of the 
cold trap (~ 0°C) the vapour pressure of AICI3  is ~ 1x10"^ torr. Given, that this 
is approximately the base pressure attainable with a diffusion pum p and that 
the pressure in the trap will be at least an order of m agnitude higher than 
this, the AICI3  vapour may be expected to condense readily. However, the 
vapour pressure of Ice I is « 4.6 torr at the same tem perature and so water 
vapour will tend not to condense in the trap and continues on tow ards the 
pum p. In practise, the pressures registered by the Penning gauge positioned 
near the inlet of the diffusion pum p were in the region of 2-5x10"^ torr, or 
even higher, depending on the AICI3  heating tem perature. The effectiveness 
of drying by sublimation was checked using CHN combustion microanalysis^. 
The water content of a small sample of AICI3  collected from the cold trap was 
estim ated at ~ 0.5% by weight - this m ust be regarded as an upper limit 
because of the likelihood of absorption of water during subsequent storage 
and handling of the sample.

Once dried, by whichever method, the pure salt was returned to the glovebox 
in the leak-tight transfer vessel. The glovebox would now be evacuated using 
a diffusion pum p rather than just being 'roughed' out since a better vacuum  
w as required once the salts had been dried. The glovebox w ould then be 
refilled  w ith  research  grade argon to a slight overp ressu re  against 
atm ospheric (so any leaks tend to be outward) before handling. W orking as

2 CHN stands for carbon,hydrogen and nitrogen.
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quickly as possible (to minimise absorption of residual m oisture) the dried 
salt pow der was loaded into necked, transparent fused quartz tubes and sealed 
tem porarily  using a rubber tube and clamp before rem oval from  the 
glovebox. The clamped tubes were reduced in argon pressure dow n to about 
0.5 atm. before sealing off at the neck using a gas torch. The sealed salt powder 
usually contained considerable 'dead ' space and was melted in order to reduce 
this. The resulting solid cast was much easier to handle than the pow der and 
the survival, w ithout exploding, of such 'pre-m elted ' salts provided a very 
crude check that they were, to some extent, dry.

3.2.2 Preparing the mixtures

The m ixtures were m ade by weighing out the appropriate masses of the 
dried, 'pre-m elted ' pure salts required for a given composition and loading 
them  into fused quartz containers before sealing off. This was done using 
glovebox and sealing-off procedures similar to those described above for 
handling the dried salts. The sealed mixtures were 'pre-m ixed' by heating to 
at least 25°C above the liquidus (according to the relevant phase diagram) and 
m aintaining at that tem perature for more than 18 hours. The aim was to 
ensure the samples were thoroughly mixed and hom ogenous. These were 
then cooled as rapidly as possible, to minimise phase separation. In the final 
glovebox operation, the 'pre-mixed' samples were re-tubed into quartz sample 
containers, usually of 6  mm internal diameter and 1  m m  wall thickness, 
before sealing off in the usual manner. At this stage, the sam ples w ere 
visually inspected to check for homogeneity and the quartz container checked 
for signs of chemical attack by the molten mixtures. Table 3.2 details the 
preparation  of the m ixtures and indicates if there w ere signs of chemical 
attack (such as pitting of the quartz surface and bonding between sample and 
quartz).

Fused quartz was used for sample containment mainly because of its general 
resistance to chemical attack. However, molten salts can be highly corrosive 
and effects on quartz such as devitrification (recrystallisation) may be expected 
to occur at high tem peratures (> 1000°C). The extent of such change depends 
of course on the precise temperature and time hence the checks after samples 
have been 'pre-m ixed'. Another advantage of quartz is the extremely low 
coefficient of therm al expansion and the related property of high therm al 
shock resistance. In addition, because quartz lacks a distinct m elting point 
(like m ost glasses) and softens over a broad tem perature range it is an easy 
m aterial to handle and shape ([3.3] gives further details on the properties of

29



quartz). The main disadvantage of quartz is that it is not a featureless scatterer 
of neutrons, so container peaks may be confused w ith those of the sample if 
the background subtractions or corrections are significantly in error. More 
suitable materials from this point of view, such as Ti-Zr alloy and vanadium , 
are prone to chemical attack (vanadium  also presents problem s w ith  
inelasticity corrections at high temperatures). Reducing the wall thickness of 
the quartz containers w ould have been the best means of m inim ising the 
problem  but because of the high vapour pressures encountered, particularly 
w ith the NiCl2  and AICI3  mixtures, a wall thickness of 1.0 m m  was retained.

3.3 The neutron diffraction experiment

3.3.1 Conducting the experiment

A lthough the aim was to obtain accurate structure factors w hat is actually 
m easured in a neutron diffraction experiment is the differential scattering 
cross-section (see chapter 2 - theory) of the sample. This was done by the usual 
m ethod of normalising the sample scattering to the incoherent scattering of a 
vanadium  reference sample after first normalising for the total incident flux 
(by dividing by the appropriate monitor count n) and subtracting relevant 
backgrounds. The general method is summarised in the following equation

"I 0 »

where S, C, V and B refer to the sample, container (empty), vanadium  and 
background scattering respectively and the and term s are the num bers 
of sam ple and vanadium  atom s in the beam. The above sim plified  
expression neglects the necessary corrections for absorption, m ultip le 
scattering and inelasticity. Details of these corrections and how they were 
applied are given in the next chapter which discusses data analysis.

The series of em pty container, vanadium  and background m easurem ents 
required for the analysis of each sample were usually undertaken first. In the 
case of the em pty container (a quartz tube of dimensions closely m atching 
those of the sample containers) the scattering was m easured at the same 
tem peratures as the m olten samples. This allowed a test of the Leicester 
furnace sam ple environm ent [3.4] used for heating, before risking actual 
samples. The vanadium  scattering was usually m easured in the furnace at 
room  tem peratu re  using a rod  of 8 . 0  mm diam eter thus in tercep ting
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approxim ately the same beam profile as the contained samples (typically of 
the same diameter). The furnace background was also m easured at close to 
room  tem perature.

The sample scattering was measured at least 20°C above the melting point of 
pure salt samples or the tem perature of the liquidus in the case of mixtures. 
The disappearance of Bragg peaks in the highest Q resolution (viz. highest 
scattering angle) bank of detectors was taken as indication of complete 
m elting. Data was then collected in short (2-4 hour) scans so any time- 
dependen t changes in sam ple or container scattering from  incom plete 
mixing, chemical attack or devitrification could be m onitored. Only scans 
w hich agreed (perhaps, after renormalisation) were used. Detector stability 
was also m onitored by comparing the integrated (over all Q) counts from 
each detector in a group, scan by scan. The counts from unstable detectors 
were omitted. The m easured samples were cooled quickly to just below the 
m elting point of the composition before being cooled more gently (to avoid 
therm al shock to the sample container or the furnace element). The aim was 
to minimise phase separation so that a visual check of the hom ogeneity of 
the sample could be made after the run. It was also possible to check, very 
crudely, the liquid density of the sample by comparing the estimated height of 
liquid in the container against the often visible liquid tide-mark.

The diffractom eters used in these experim ents were both  time-of-flight 
(TOP) instrum ents exploiting the pulsed  beam of the R utherford  ISIS 
neutron source. The principle of TOP neutron diffraction can be understood 
from  the equation for elastic scattering (eqn. 2.23) w hich suggests how to 
m easure the scattering as a function of Q. Standard steady-state diffraction 
uses a continuous flux of neutrons of a fixed wavelength, selected from the 
w hite beam  of a thermal reactor neutron source, to m easure scattering as a 
function of Q by scanning in angle 26. In TOP neutron diffraction, however, 
a pu lsed  beam  of neutrons w ith  a d istribution  of velocities and  hence 
w avelengths is used to measure scattering as a function of Q at fixed angle 
detector banks. From their arrival times at the detectors the scattered 
neutrons are sorted according to their time of flight over a know n flight path 
(which depends on their velocity) hence effectively scanning in A. Details of 
the TOP technique can be found in specialised texts such as [3.5].

TOP neutron diffraction has some advantages over the steady-state method. 
For exam ple, the fast neutron background can be avoided by stopping 
counters betw een pulses (reactor sources m ust rely on shielding w hich is
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never completely effective). The TOP m ethod also makes efficient use of all 
w avelengths of neutrons generated in the pulsed beam. However, it is the 
high epitherm al flux available from accelerator-based pulsed sources that 
provides the principal advantage of TOP over steady-state diffraction where 
the neutron  beam  is usually lim ited to therm al energies. The result is a 
h igher for TOP instrum ents like LAD (Liquids and A m orphous
m aterials Diffractometer) although new er diffractom eters like SANDALS 
(Small Angle N eutron Diffraction for Amorphous and Liquid Samples), by 
concentrating detectors at low scattering angles, have been more closely 
op tim ised  to exploit ep itherm al neutrons. The LAD and  SANDALS 
instrum ents, both used for the research in this thesis, are described in detail 
in the rem ainder of this chapter.

3.3.2 The LAD instrument

LAD is a total scattering instrum ent optimised for the study of am orphous 
solids and liquids. The wavelengths of incident neutrons, em erging from a 
liquid m ethane (lOOK) moderator, typically cover the range 0.1 - 7.0 Â. The Q 
range available is 0 . 2  - 1 0 0  Â 'i, although in practise data is only collected up to 
~ 40 Â‘l. Figure 3.3 shows the layout of the instrum ent and the positioning of 
the detectors. There are 7 banks of detectors at mean scattering angles of ± 5°, 
10°, 20°, 35°, 58°, 90° and 150° making a total of 14 detector groups. ^He gas- 
filled detectors make up the banks at 5°,10° and 150° whereas the rest are 
scintillator banks. The resolution AQ/Q of the instrument^ varies from 0.5% 
at the 150° detector bank dow n to 10% at the 5° bank. The detectors are 
collimated to a w idth of about 4 cm at the sample position. The incident beam 
is usually collimated to a rectangular shape of maximum height 40 mm and 
w id th  2 0  mm, although this can be altered by the use of beam-defining slits.

The count rate of an instrum ent can be gauged from the 'C-num ber' (count 
rate per Q bin per unit volume of a standard vanadium  scatterer) which, in 
the case of TOP diffractometers, varies as a function of Q and also depends on 
the scattering angle 20 (particularly w hen there are different types of fixed 
detectors). The count rate on LAD, w hen counts from all detector groups are 
in tegrated , matches that of the D4B diffractometer bu t only in a narrow  
region of Q around 1 Â 'I. Reference [3.7] (appendix B) provides a detailed 
explanation of the 'C -num ber' as a performance index and also provides

 ̂ The quantity AQfQ is approximately constant for a given 29 detector angle.
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m easured values (pg. 1.10) for each of the LAD detector banks at a given value 
of Q.

Experience w ith  conducting experim ents on LAD has h ighlighted some 
recurrent problems w ith detector stability and normalisation. The scattering 
(calibrated to vanadium ) from some of the opposing groups of detectors 
w ould often show a normalisation error of as m uch as 20%. In addition, the 
data from the 5° and 10° banks was often unusable not only because of low Q 
resolution  bu t also the poor match, even after renorm alisation, w ith  the 
scattering from other groups.

3.3.3 The SANDALS instrument

SANDALS is a high performance, low angle, total scattering instrum ent for 
the m easurem ent of structure factors in amorphous solids and liquids. The 
instrum ent exploits the high epithermal flux from ISIS thus benefiting from 
reduced sample absorption and improved statistics. The wavelength range of 
inc iden t neu trons, em erging from  a poisoned liqu id  m ethane (lOOK) 
m oderator, is typically 0.05 - 4.0 Â. The use of epithermal neutrons allows the 
detectors to be concentrated at low scattering angles and yet still provide an 
acceptable Q range. The com bination of high neutron  energies and low 
scattering angles minimises the m agnitude of the recoil corrections necessary 
and thus facilitates the study of materials containing light atoms.

Figure 3.4 shows the layout of SANDALS and the positioning of detector 
groups. The detectors are of a ZnS scintillator type and use coincidence 
counting from photomultiplier tubes to reject spurious background. They are 
arranged on the inside of a slightly tapered cylinder forming a surface of near 
constant resolution {AQjQ -  3%). This is because the detectors set at lower 
scattering angle have a longer flight path, although the corollary of this is that 
they also have poorer statistics. The full design complement of detectors (see 
table 3.3), arranged in four banks, will eventually cover the range of scattering 
angles from 3° to 41° in a continuous span. A limited detector complement 
was available at the time of the SANDALS experim ents described in this 
thesis (the AICI3  m ixtures study in chapter 8 ). The m easurem ents of the 
AlCl3 -NaCl mixtures were conducted on an instrum ent w ith 360 detectors 
arranged to give continuous coverage of the scattering angle range 1 1 ° - 2 1 °. 
For the purposes of data analysis the detectors were grouped into 6  at average 
angles 11.79°, 13.07°, 14.61°, 16.23°, 18.09° and 20.12°. The AlCl3 -LiCl mixtures 
experim ent conducted later, benefited from additional detectors covering the
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scattering angle range 3° - 11°. These detectors provided another 4 groups at 
average angles 3.88°, 5.02°, 6.75° and 9.34°. The usable Q range of the data 
collected in  these experim ents was ~ 0.4 - 25. Â 'i. The statistics of the 
instrum ent peaked at g  ~ 1.0 Â"1 and the 'C -num ber' (integrated for all 
detectors) was already equal to or better than D4B up to -  5.0 Â 'i [3.8] at the 
time of these experiments.

The major problem  encountered w ith the use of this instrum ent was the 
very large furnace background which often accounted for as m uch as 60% of 
the total scattering m easured from a sample. Clearly, because this is a small 
angle scattering instrum ent a large background is to be expected since the 
detectors view more of the furnace directly illuminated by the neutron beam 
than  at high angles. However, the use of epitherm al neutrons, w ith their 
negligible absorption cross-sections, gives rise to severe problem s w ith any 
attem pt to collimate either the detectors or the incident beam. Collimating 
the detectors leads to a greatly increased instrum ent background because of 
the scattering from the collimators themselves, even w hen m ade of highly 
abso rb in g  BC4 . C onsequently , the detectors on SANDALS w ere left 
uncollimated and have an effectively unrestricted view of the entire furnace. 
The circular (32 mm diam eter) m ain beam  was defined by a series of 
collimators placed well back from the sample position so any background was 
stopped by the surrounding massive shielding.

An attem pt was m ade in a series of tests aimed at reducing the furnace 
background, conducted w ith  the assistance of A.K. Soper (instrum ent 
scientist), to m atch the shape of the incident beam more closely to the sample 
geometry by using a rectangular aperture (thereby minimising the am ount of 
illum inated  furnace vanadium ). However, the resulting  reduced furnace 
background was at the expense of increased background from the instrument. 
Since neither effective collimation of the incident beam  nor of the sample 
scattering to the detectors was possible, a reliable furnace correction scheme 
was essential for successful analysis of the SANDALS data. The following 
chapter on data analysis gives further details of the tests conducted to 
establish the precise sources of the large furnace background and of the 
furnace correction scheme developed to deal w ith this problem. Even w ith a 
reliable furnace correction there was significant disagreem ent at low Q 
betw een the spectra from different detector groups. This is believed to be due 
to a modified background w hen there is a sample in the beam. Fortunately, 
the effect appears to be confined to increased slopes on the data which were 
readily removed in a manner also described in the next chapter.
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Salt
Vacuum drying param eters

Max. temp. 
(°C)

D uration
(days)

Final vacuum

NiClz 300 7 6. X 10'^
ZnCl2 100 14 2. X 10"^

KCl 250 7 5. X 10'^
LiCl 250 7 4 .X 10"^
NaCl 250 7 1 . X 1 0 '^

Table 3.1. Details of the vacuum drying procedure for the single salts. The 
maxim um  tem peratures reached and the duration of the drying process are 
shown. The final vacuum  pressures attained, w ith no liquid nitrogen in the 
cold trap of the diffusion pum p, are also shown.

M ixtures
Mixing parameters 

Mixing temp. D uration 
(°C) (hours)

C om m ents

NiCl2 -LiCl 1 0 4 0 1 8 Sample tubes crack on cooling (possible 
expansion of solid ?). Some roughening 
of quartz surfaces although solid can be 
removed cleanly.

NiCl2 -KCl 1 0 4 0 1 8 H igh tem perature n eeded  to m elt 
NiCl2 and ensure mixing. Little sign of 
chemical attack especially at high KCl 
concentration where solid com es away 
cleanly from quartz.

ZnCl2 "LiCl 5 0 0 1 8 Little sign of chemical attack and solid 
comes away cleanly from quartz.

ZnCl2 -I<Cl 5 5 0 1 8 Som e tendency to stick to quartz, 
indicating limited bonding.

AlCls-LiCl 3 0 0 4 8 Extra tim e needed to mix two liquids 
present in AlClg-rich com positions. 
Samples 'pre-mixed' at least twice. No  
signs of chemical attack - quartz surfaces 
remain smooth.

AlCls-NaCl 3 0 0 4 8 Again, extra tim e needed to mix two 
liquid phases. N o signs of chem ical 
attack.

Table 3.2. Details of the preparation  of the m ixtures, including typical 
tem peratures and durations of mixing, along w ith com m ents concerning 
signs of chemical attack etc.



Bank Number of detectors R esolution
__________________ Design Actual (1992) A g /g

3°-11° 300 100 0.03-0.16
11°-21° 600 360 0.03
19° - 31° 400 0 0.03
29°-41°_________ 200__________ 0___________0.02

Table 3.3. The design and actual complement of detectors on ISIS SANDALS, 
as of December 1992 [3.6]. There is provision for additional detectors to be 
installed up to a scattering angle of 1 2 0 °.



Furnace (< 150°Cj raw AlCl
Thermal strip (120-140°C)

Cold Trap

Ice-water bath (0°C)

Diffusion + 
rotary pump Vacuum valves 

Penning pressure gauge

Figure 3.1. Schematic diagram of the sublimation-drying kit used in the 
preparation of AICI3 . The thermal strip was essential to prevent premature 
condensation of the sublimed AICI3  before it reached the trap.
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Figure 3.2. Comparison of the vapour pressures of solid AICI3  (+ and solid 
curve)[3.1] and ice I (o and dashed curve)[3.2].
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Chapter 4 

Data analysis

4.1 Introduction

In the previous chapter, the im portance of obtaining accurate structure 
factors and reliable pair distribution functions was emphasised. In practise, 
this entails m aking corrections to the raw  data (which also has to be 
norm alised) for counter deadtim e, detector efficiencies, background  
scattering, m ultiple scattering, attenuation and inelasticity. The first part of 
this chapter provides an outline of the general TOP data analysis procedure, 
in particular the corrections, and is followed by a discussion of the specific 
problem s w ith  data reduction encountered on the LAD and SANDALS 
instrum ents.

4.2 General procedure for the analysis of TOP data

The data was analysed using the Rutherford ISIS ATLAS package for which 
further details can be found elsewhere [4.1]. The steps in the general sequence 
of analysis, as shown by the flow diagram of figure 4.1, are now described in 
tu rn .

4.2.1 Correction fo r  counter deadtim e and norm alising to the 
incident neutron spectrum

The first correction to be applied is for counter deadtime. This is because all 
detectors are 'dead ' and unable to record another neutron event for a short 
period after a neutron has been counted. The deadtime correction is normally 
only of the order of a few percent and so can be made using a simple formula 
(see [4.1], pg. 2-3). Having corrected for counter deadtime, the usual next step 
is to norm alise to the incident neutron spectrum. This is done by dividing 
the sample counts by the counts registered by a monitor detector positioned 
in the incident beam  just ahead of the sample. This has the effect of
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norm alising for the wavelength distribution of the incident beam as well as 
for the tim e-integrated flux deposited on the sam ple. The reason it is 
perform ed at this stage is to take into account the small (1 -2 %) variations in 
the incident spectrum due to changes in proton beam steering and m oderator 
tem perature. The normalised scattering is now in the form of count rate per 
Q-hin.

4.2.2 M easuring the wavelength-dependent total cross-section

The total cross-section for neutrons, (Tt-(A), arises from  the tw o m ain 
processes of scattering and absorption such that

=  (4 .1 )

w here (Tgc(A) is the total scattering cross-section and (Tj.(A) is the absorption 
cross-section. A lthough the wavelength dependence of absorption, resulting 
from  the inverse linear relationship betw een probability of capture and 
neu tron  velocity, is common knowledge, the dependence of the scattering 
cross-section on neutron energy is less widely appreciated. This dependence 
arises because the scattering cross-section actually represents the integral of 
the differential scattering cross-section, at a given w avelength, over all 
scattering angles i.e.

= 4;rj'^ (A )sm 2eje (4.2)

in the static approximation. Hence (Tsci^) will deviate from its 'bound' value 
(as usually quoted in tables such as that of Sears [4.2]) for m aterials w ith 
structure . Furtherm ore, cTscW  w ill also vary dram atically  betw een its 
'bound' and 'free' values w ith neutron energy for samples containing light 
atoms. Since cyj-{X) clearly depends on the details of S{Q,oj) and thus the 
therm odynam ic state of the sample, it should (ideally) be m easured for each 
sam ple during the diffraction experiment itself. An accurate o-^[X) leads to 
im proved corrections for m ultiple scattering and attenuation^. In order to 
m easure o’t'(A), a transm ission monitor is usually placed after the sample. 
The energy dependence of the total cross-section is determ ined from  the 
incident and transm itted neutron spectra.

 ̂ Sometimes the term absorption is used in place of attenuation altliough the latter is more 
precise since the scattering process also contributes to a reduction in neutron flux.
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4.2.3 Corrections for m ultiple scattering

Clearly, some neutrons will scatter from the sample more than once before 
being detected, and, since single scattering is assum ed in  the theory, 
corrections m ust be m ade for such m ultiple scattering. The m ultip le 
scattering contribution to the differential scattering cross-section (DCS) can't 
be evaluated exactly because this requires detailed know ledge of sam ple 
structure and dynamics (if inelastic scattering is significant). Hence the usual 
approaches to calculation involve m aking some assum ptions particularly  
about prim ary scattering. In the ATLAS algorithm , the scattering cross- 
section, as determined from (T7-(A), is used to calculate the multiple scattering 
at each wavelength which, in the isotropic approximation, is assum ed to be 
uniform  w ith scattering angle. Improved calculations, perhaps using a Monte 
Carlo algorithm  as described by Sears [4.3], are needed to deal w ith  thick 
samples. However, the general consensus is that the isotropic approxim ation 
will give acceptable results if the sample scatters less than  ~ 2 0 % of the 
incident beam. As all the thesis experim ents used sam ples w hich were 
approxim ately 10% scatterers, the ATLAS algorithm was appropriate in all 
cases.

4.2.4 Corrections for attenuation

Corrections for attenuation are necessary because of the reduction of the 
incident and scattered neutron flux by the sample itself (self shielding) as well 
as furnaces, shields, container etc. thus the experimental scattering intensity, 

, for the simple case of a sample in a container is given by

ŝc ~ ^s,sch ^c,sctc (4-3)

w here and 7̂  represent the scattering from the separate sam ple and 
container, respectively. Instrum ent backgrounds, w hich are usually small 
anyw ay, have been neglected in the above sim ple form ulation . The 
coefficients, are the usual Paalm an and Pings [4.4] attenuation factors

w here the scattering occurs in region i and attenuation occurs in region(s) /. 
The attenuation factors depend only on sample geometry and the total cross- 
section so they can be calculated, in the static approxim ation, to w hatever 
num erical precision is required. The ATLAS package uses the formalism of 
Soper and Egelstaff [4.5] which involves numerical integrations to estimate 
the corrections for a cylindrical geometry (as illustrated in figure 4.2). The
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advantage of this formalism is that it is sufficiently general as to allow 
additional corrections for furnaces and radiation shields to be incorporated if 
these are significantly absorbing or scattering.

4.2.5 Smoothing the vanadium scattering

A stan d ard  vanad ium  sam ple is used to independen tly  calibrate for 
instrum ent factors, such as detector efficiencies, because vanadium  has a 
largely incoherent scattering cross-section ( = 5.08 bn) so the DCS for this
elem ent can, in  theory, be estim ated reasonably accurately. In  fact, the 
scattering from vanadium  exhibits the usual statistical noise plus some weak 
Bragg peaks due to the small coherent cross-section (Oco/;. = 0.018 bn). Since 
the sample scattering has to be divided by the vanadium  calibration, steps 
m ust be taken to ensure neither effect is propagated to the data. To do this, an 
expansion in terms of Chebyshev polynomials, with zero weighting of points 
in the regions of Bragg peaks, is used in the routine VANSM to produce a 
best fit to the norm alised vanadium  scattering. This has the effect of 
sm oothing out the noise while sim ultaneously rem oving the Bragg peaks. 
The order of the polynom ials fitted were adjusted to give the optim um  
sm ooth fit (as judged from the residuals) w ithout introducing spurious 
ripples.

4.2.6 Calculating the differential cross-section

The smoothed vanadium  scattering is divided by the calculated calibration 
correction which takes into account multiple scattering, attenuation and also 
includes a vanad ium  inelasticity  (Placzek) correction. The resu lting  
vanadium  calibration, CALy{Q), can be written as

CALv{Q) = ^ l ^ A n  (4.4)

([4.1], pg. 2-14)

where and are the detector and monitor efficiencies, respectively. It is 
now possible to evaluate the sample DCS by applying the calculated multiple 
scattering and attenuation corrections w hen subtracting the backgrounds 
from  the sam ple scattering and finally calibrating to vanadium . The 
algorithm  used in the routine ANALYSE to calculate the DCS for the simple 
case of sam ple in a container is show n in appendix A l. Note tha t the 
sequence of steps is critical. For example, the m ultiple scattering m ust be
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subtracted  before the attenuation corrections can be applied because the 
theory for the latter assumes only single scattering. The final step (5) accounts 
for the num ber of scattering centres i.e. atoms in the neutron beam  so that 
the final DCS is in units of barns per unit steradian per atom.

4.2.7 Inelasticity (Placzek) corrections.

As explained in section 2.2.4, the assumption of wholly elastic scattering i.e. 
the static approxim ation means that (theoretically) the in tegration of the 
double differential cross-section occurs at constant Q. In practise, w hat is 
actually m easured is the very complicated TOP differential cross-section (see
[4.1], eqn. 1.2.12) and an inelasticity correction for the difference between this 
and the desired F(Q) is required. Ideally, the correction would be determ ined 
from a knowledge of the dynamical structure factor, F{Q,œ), bu t this w ould 
obviate the need for a diffraction experim ent ! Fortunately, Placzek [4.6] 
showed that for large atoms (those having masses much greater than that of a 
neutron) the inelasticity correction is essentially independent of the detailed 
dynamics of the system and is related to simple param eters such as nuclear 
mass, sample tem perature etc. Inelasticity corrections based on the Placzek 
approach only compensate for the recoil of single particles and do not take 
into account the effects of any collective (phonon) modes in the sample. The 
Placzek correction, P{Q,6), is largest for light atoms and larger scattering 
angles as the energy integration path deviates further from constant Q. The 
ATLAS routine PLATOM uses a modification of the Powles form ula [4.7] 
derived by Howe et al [4.8]. The correction is calculated solely for the self 
scattering, P , and the corrected function, 7̂ ,̂.,., is subtracted  (using the 
INTERFERE rou tine) from  the DCS to give the d istinc t sca ttering  
corresponding to the second term in eqn. 2.25. Note that because the DCS is 

theoretically asymptotic to at high Q (see section 2.2.4), the m easured 
cross-section is normalised to this level prior to subtracting Icorr-

4.2.8 M erging the data

The counts from all the detectors, which up to this point have been ordered 
into detector groups centred at nominal scattering angles, need to be m erged 
to form a single composite F{Q) w ith improved statistics and an optim um  Q 
range. In practise, the choice of g-ranges for each detector group to be 
included depends to a some extent on the judgem ent of the experimentalist. 
The general approach adopted was to only merge those regions of each
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spectrum  which overlapped w ith at least one other neighbouring group at 
lower or higher scattering angle. Good agreement betw een the spectra from 
neighbouring groups provides confidence in the accuracy of the corrections 
em ployed especially those w hich vary greatly w ith scattering angle i.e. 
attenuation and Placzek. If a spectrum  differed m arkedly from m ost of the 
others it could be rejected entirely. The merging of data is achieved in the 
MERGE routine by a flux-weighted averaging over the specified g-ranges.

4.2.9 Fourier transformation : F{Q)=^G{r)

The composite F(g) has now to be Fourier transform ed (see eqn. 2.30) into 
the corresponding total pair distribution function^. -However, the lim itations 
of an experimental F(g) function lead to systematic errors in the calculated 
G[r). The finite upper lim it of the diffraction data, gmax/ gives rise to 
spurious term ination ripples of period throughout real space. This is

because is invariably not quite zero so that, in effect, the structure
factor is m ultiplied by a step window function w ith a value of unity up to 
gmax arid zero there-after. Obviously, a careful choice of the gmax to be used 
in transform ation needs to be made so as to minimise truncation at high g  
and any possible loss of structural information. In addition, the statistical 
noise at h igh g  will also contribute significantly to term ination ripple 
because of the g^ dependence of the Fourier transform (conversely, this also 
means that the extrapolated low -g  portion of F(g) has little effect on G(r)). 
The finite gmax ako limits the resolution of peaks in real space to Ar = •

By varying gmax it is possible to begin to distinguish between ripple and data 
from  the resulting transforms. It is also possible to suppress term ination 
ripple by using a window function, W(Q), that tapers F(g) smoothly to zero 
at gmax- However, the G{r) is now convoluted by a peak shape function w ith 
increased side-lobes leading to a further w orsening of the real space 
resolution. The w indow function used for some of the results in  this thesis 
was the cosine function which is of the form

M e )= -I %  L os A Q - Q ' )
(Gmax Q )

for g '< g<gm ax (4.5)

2 Prior to transformation, the missing low-Q portion of the data was always fitted with a 
smooth curv'e leading to the theoretical long-wavelength limit if this was known - otherwise 
it was simply extrapolated.
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w ith W{Q) being equal to unity up Q' (n is simply the adjustable order of the 
cosine function). The w indow function was always applied over the smallest 
fraction of the data as possible i.e. Q' close to g^ax- A lthough the use of a 
window function has the advantage that its effects on G(r) are predictable, in 
practise it was usually found that removal of most of the ripple entailed an 
unacceptable broadening of the data peaks. For this reason, an alternative 
approach involving sm oothing of the structure factor data at high g  was 
generally favoured. This was done by fitting a piece-wise cubic spline w ith 
knots of non-uniform  spacing as defined by the equation a + bQ^. The 
transform  of the smoothed F(g) was always compared to the original and 
w ith  the result of using the w indow  function, in order to confirm  that 
m ainly ripple was rem oved w ith m arginal effect on the 'real' peaks (see 
figures 8 .1 -2 ).

4.2.10 Checks on F(g) and G{r)

Given the likelihood of errors in param eters such as density, the actual 
am ount of sample and sample container in the beam etc. it is necessary to 
employ a few simple rules to check the results of data analysis. Below is a 
brief outline of the main rules and constraints usually employed.

i) As m entioned earlier, at high g  the DCS should be asymptotic to the 
theoretical self scattering - if not, the data is renormalised to this level. Once 
the self scattering is subtracted, the resulting F(g) should oscillate about zero 
at high g .

ii) A t low g , F(g) should be asym ptotic to the therm odynam ic long- 
w avelength limit as given by

n
F ( g ^ 0 )  = ^ -^ C ( ,5 ^  (4.6)

a=l

where a  is the atomic species and Ô takes account of the small contribution 
from  isothermal compressibility.

iii) A t low r, the total pair d istribution  function should  tend to the 
theoretical base-level dependent on sample composition as given by
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G(r -» 0) =
^ Y

V a = l  j
(4.7).

In practise, G(r) oscillates about this value at low r because of term ination 
ripple and also often exhibits prom inent artefacts due to spurious slopes on 
the F(Q) data.

iv) G(r) should  also exhibit peaks at the distances expected from  a 
knowledge of sample composition and atom sizes. Definite peaks or troughs 
at r  ~ 1.6 and ~ 2.6 A usually indicate container under/ over-subtraction since 
they correspond to the Si-O and 0 - 0  nearest neighbour distances for quartz.

4.3 Analysis of LAD data

The m ost significant problem encountered w ith LAD data was the presence 
of an unexpected droop at high Q in the DCS spectra generated using the 
routine ANALYSE. The DCS had been expected to be asymptotic to a single 
value at high Q, w ith  some renorm alisation usually required to make this 
equal to the theoretical self scattering level. However, as can be seen from 
figure 4.3, the DCS falls off w ith increasing Q and this high- Q droop generally 
becom es m ore pronounced  w ith  decreasing sca ttering  angle. These 
observations make it possible to discount any link w ith  inelasticity effects 
although they do indicate a correlation w ith neutron energy (the fall-off 
seems to start at around /I =0.1 A). The link w ith neutron energy suggests 
that at high Q we may be in the wings of a broad absorption resonance. 
H owever, in the case of our samples the only possible species that could be 
responsible for this is chlorine and other users have not always observed a 
pronounced  h ig h -g  droop w ith  their samples also containing chlorine. 
A nother possible cause is the vanadium  calibration w hich is usually  
perform ed at close to room tem perature (to minimise the difficult correction 
for inelasticity) and may be inappropriate for the high tem peratures of our 
sam ples. How ever, this implies that heat from the w ater-cooled furnace 
affects the stability of the detectors which seems rather im probable. The 
difference between the actual and m easured backgrounds for the vanadium  
and sam ple scattering is m uch more likely to be the cause of the h igh -g  
droop. In our experiments, the scattering for the vanadium  rod was always 
greater than for the sample. In addition, the sam ple-dependent background 
m ay be expected to increase w ith neutron energy (because there is less 
absorption) and w ith  decreasing scattering angle as m ore of the furnace
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becomes visible. Although sample-dependent backgrounds w ould explain the 
trends observed w ith the high-g  droop phenom enon they still m ight not be 
the true explanation - further work is necessary to fully resolve this matter.

As regards processing the data, a droop at high g  obviously m akes 
d e te rm in a tio n  of the true asym ptotic level, and  thus the correct 
renorm alisation factor, rather difficult. The approach taken to dealing w ith 
this problem  was to rely on the renorm alised high-angle detector groups 
(least affected by droop) as a guide to renormalising the rem aining spectra. In 
the case of the mixtures described in chapter 6 , the regions of the data clearly 
affected by droop were not used in the merged structure factor. However, for 
the isotopic data discussed in chapter 7, the SUBSELF program  (described in 
more detail in section 4.4 below) was used to remove the spurious slopes in 
the DCS spectra thus allowing better statistics at high g  in the final structure 
factors. An inevitable consequence of h igh-g  droop is increased uncertainty 
in the absolute norm alisation, which is reduced to probably no better than 
approxim ately ± 5%. The uncertainty was com pounded by the fact that in 
m ost cases no isothermal compressibility data was available so it was not 
possible to check the absolute norm alisation using the long-w avelength 
lim it.

Some of the other difficulties associated with LAD data analysis were :

i) O btaining a reliable total cross-section ; this was because the LAD 
transm ission morütor does not sample the beam uniformly but uses a square 
grid of elements spaced 5 mm apart. This problem was tackled by always 
using a vanadium  rod of similar diameter ( 8  mm) to the samples so as to cast 
a sim ilar shadow  on the transm ission monitor. This allows the effective 
beam w idth  (i.e. the value which gives the theoretical 'free' scattering and 
capture cross-sections for vanadium  from the transmission calculation) to be 
determined (see [4.1], pg. 3-24).

ii) The poor coverage at low g  ; this arises, in part, because the 5° detector 
banks agreed poorly w ith the others and were consequently almost unusable. 
In addition, the 10° bank included relatively few detectors so that the bulk of 
the counts in the im portant region of the FSDP usually came from just the 
20° bank (see table 4.1).

iii) Large variations in the relative normalisation of some detector groups ; 
the reasons for which are not clear. Table 4.1 illustrates this point w ith the 10
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and 2 0 ° banks showing large differences in the renorm alisation factors for 
opposite groups of detectors. The most likely cause is detector instability.

4.4 Analysis of SANDALS data

The first problem  encountered in the analysis of SANDALS data was the 
presence of Bragg peaks in the incident monitor spectrum. These peaks were 
due to the vanadium  beads used to scatter neutrons into the path  of the 
m onitor detector positioned to one side of the incident beam. The Bragg 
peaks m eant that the measured scattering could not simply be divided by the 
m onitor spectrum  as described earlier in section 4.2. An alternative m ethod 
of norm alising each measurem ent for the integrated incident flux had to be 
adopted and this involved adjusting the way the DCS was calculated. The 
m odified scheme simply involved taking the ratio of the monitor spectra so 
tha t the calculation for the sample DCS was effectively equivalent to the 
following simple formula

OC6 '(g) =
U Q ) - i A Q ) -

w here the subscript v refers to vanadium , the other subscripts are as in 
appendix A l, the symbol m refers to the incident monitor spectrum  and the 
corrections for attenuation etc. have been om itted for clarity. This m ethod 
assumes that the monitor spectra all retain the same shape so the neutron to 
proton ratio had to be carefully observed for the duration of the experiment 
and  any scans coincident w ith  ap p aren t instab ilities in  m odera to r 
tem perature etc. had to be discarded. A further problem w ith SANDALS was 
the lack of a transmission monitor so the function used to calculate the
corrections was alw ays a theoretical one (assum ing no structure). The 
experim ental DCS could have been used to calculate a more realistic total 
cross-section via eqn. 4.2 but this refinement did not appear necessary given 
the excellent agreement eventually obtained between the data from different 
detector groups.

As pointed out in chapter 3, a large furnace background is an inevitable 
consequence of the geom etry of the SANDALS in stru m en t w hich  is 
op tim ised  for sm all-angle scattering and to use ep itherm al neutrons. 
Typically, the scattering from the empty furnace was approxim ately two-
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thirds of that obtained from a measurem ent including a sample (see figure 
4.4). Tests were conducted in order to establish the m ain sources of this 
background and these revealed that removing all the radiation shields only 
reduced the scattering by about 15% bu t rem oving the thick (~ 0.5 mm) 
vanadium  foil w indow s on the front and back of the furnace holder (see 
figure 4.5 for details of the furnace geometry) lowered the furnace background 
by one-third. These results suggest that the biggest single contribution (~ 50%) 
to the furnace background arises from the furnace element. This is not 
surprising given that the diameter of the element is less than the w idth  of the 
incident beam. Reducing the am ount of furnace vanadium  in the beam  by 
m aking cut-outs in the strongly scattering sides of the element or increasing 
its diam eter w ere not viable options because both  w ould  have affected 
fu rnace  perform ance adversely  and  increased  the risk  of therm al 
inhom ogeneities in  heated samples. It has recently become possible to 
significantly reduce furnace background by halving the thickness of the 
vanadium  foil windows although this improvement came too late to benefit 
the experiments in this thesis. Since it was not possible to substantially reduce 
the background, an accurate furnace correction scheme had to be employed 
(appendix A2 shows the modified algorithm for calculating the DCS^). For the 
purposes of the correction, all the furnace vanadium  was considered to be 
integrated into a single armulus at the appropriate weighted-average distance 
from  the sample. Clearly, the correct dim ensions for this representative 
vanadium  annulus were required. The approach used to solve this problem  
w as to systematically vary first the radius and then the thickness of the 
annulus until the calculated DCS spectra for samples of pure m olten LiCl 
(640°C) and NaCl (820°C) appeared to be consistent at low Q w ith  the 
theoretical long-w avelength limits. The inner and outer annu lar rad ii 
obtained in  this w ay were 10.0 and 10.05 cm, respectively, and these 
param eters were used in all subsequent analyses^.

Despite the use of an accurate furnace correction, there was poor agreement 
between the DCS spectra from different detector groups (see figure 4.6). This is

 ̂ The algorithm strictly only applies to data analysis on LAD because of the complications 
with the SANDALS transmission monitor but it does show tire general approach taken with 
furnace corrections.

 ̂ Note that tests indicated the position of the annulus to be the most important parameter, 
with the thickness making comparatively little difference to the resulting DCS. This is 
because the ratio of the attenuation factors in step 4 of appendix A2 remains virtually 
unchanged when the thickness is altered. However, the calculated multiple scattering does 
change significantly but in practise this only affects the normalisation. The nominal 
thickness used was the sum of the thicknesses of the radiation shields and the furnace 
element.
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believed to be due to sam ple-dependent background w hich in the case of 
SANDALS is particularly unpredictable because of the high epitherm al flux. 
Detector groups 1 and 2, corresponding to mean angles of 11.79 and 13.07° (see 
table 4.2), are clearly divergent at low Q (< 2.0 Â'I) compared to the remaining 
detector groups. Fortunately, the sample-dependent background is mostly in 
the form of monotonie slopes giving rise to spurious features at low r in  real 
space. Thus it was possible to use a program, SUBSELF, developed by the 
SANDALS instrum ent scientist, A. K. Soper, to remove the slopes in Q space 
and greatly improve the agreem ent between detector groups. The program  
worked by first fitting a low order (usually n=2 ) polynomial to the data which 
w as then  subtracted in order to rem ove the high- g  droop (evident on 
SANDALS data as well as that from LAD). From the transform of the result, a 
correction for the low -r region to make it as close as possible to the 
theoretical flat G(0) base-level was calculated and applied. The resulting DCS 
spectra m atch well for groups 2-5 across v irtually  the entire G-range. 
H ow ever, spectra 1 and 6  do not m atch so well at low Q and  their 
renorm alisation factors differ markedly from the other groups (see table 4.2) 
suggesting there remains a problem w ith detector stability a n d /o r  residual 
sam ple-dependen t background. In the case of the experim ents w here 
additional detectors covering the 3-11° range were available, the two lowest 
angle detector groups (3.88 and 5.02°) were often completely unusable. The 
generally good agreem ent betw een detector groups, especially at low Q, 
suggested an inelasticity correction w ould be redundant therefore no such 
correction was applied.
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Detector group R enorm alisation 
factor

Merge ranges (Â‘l) 
Gmin Gmax

1 (+5°) 1.08 - unusable -

2 (-5°) 1 . 1 2 1.5 5.35
3 (+1 0 °) 1 . 0 2 0.4 9
4 (-10°) 1.03 0.4 9
5 (+2 0 °) 1.05 1.5 20
6 (-20°) 0.95 7.0 2 0

7 (+35°) 1 . 0 1.25 25
8 (-35°) 1 . 0 2 1 . 2 0 25
9 (+60°) 1 . 0 2 1.85 25
1 0 (-60°) 1 . 0 2 1.85 25
1 1 (+90°) 1 . 0 5.30 25
1 2 (-90°) 1.03 5.25 25
13 (+150°) 1.03 1 1 . 0 25
14 (-150°) 1.04 10.2 25

Table 4.1. Typical renorm alisation factors and Q-ranges used for m erging 
spectra from different detector groups on LAD. The average scattering angle 
for each group is given in brackets.

Detector group R enorm alisation
factor

Merge ranges (Â~l)
Gn Gn

1 (11.4°)
2 (13.7°)
3 (15.3°)
4 (16.9°)
5 (18.9°)
6 (22.1°)

1.36
1.14
1.10
1.06
1.16
1.34

2.5 
0.5

0.425
0.425
0.425

1.5

25
25

6.95
22.5
20
18

Table 4.2. Typical renorm alisation factors and g-ranges used for m erging 
spectra from  different detector groups on SANDALS. Again, the average 
scattering angle for each group is given in brackets.



Raw data

Merge spectra at various 29 angles (MERGE)

Fourier transformation : F(Q)=>G(r)

Absorption corrections (CORAL)

Subtraction of self scattering (INTERFERE)

Vanadium smoothing (VANSM)

Normalisation (NORM)

Multiple scattering calculation (CORAL)

Measurement of i*sections (transmission)

Inelasticity corrections (PLATOM)

Subtraction of corrected backgrounds and 
calibration to vanadium scattering - calculating 
the TDCS (ANALYSE)

Figure 4.1. Flow diagram showing the main steps in the analysis of TOF neutron 
data. The names of the ATLAS routines are given in brackets and the shaded boxes 
indicate steps which are skipped in the analysis of SANDALS data.



Incident beam

Sample (solid)

Scattered beam

Detector

Figure 4.2. Illustration of the numerical method used to calculate attenuation 
coefficients. By dividing the sample and container into annuli and sectors thus 
forming elements of roughly equal size, the mean absorption factor over the 
entire sample can be evaluated. The scattering is assumed to occur at the centre 
of each element and the attenuation over the flight path  in the sample is 
determined.
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Figure 4.3. Differential cross-section data covering the 5“ - 35° LAD detector 
banks for a molten NiCb + 60% KCl sample at 650°C. The correlation between 
the severity of high-Q droop and decreasing scattering angle is readily 
apparent. The spectra from opposite pairs of detector groups have been 
averaged but no Placzek corrections have been applied.
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Figure 4.4. Comparison of the normalised counts (no corrections) for SANDALS 
detector group 1 (20=11.4°) for (a) the liquid AICI3  sample, (b) the empty 
container plus furnace, (c) empty furnace (including 3  radiation shields) and (d) 
the instrument background (i.e. no furnace). The spectra have been normalised to 
the vanadium scattering using the ratio of the monitor spectra.
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Figure 4.5. Schematic diagram of the basic furnace geometry draw n to scale. 
The symbol S denotes the sample position, E the furnace element, Rj and R2 the 
two positions of the radiation shields, and Wj and W2 are the vanadium  foil 
windows stuck on the outside of the furnace holder. The dashed circle indicates 
the position of the average furnace annulus used in calculating the furnace 
correction. The w idth of the circular beam on SANDALS is indicated by the 
dashed lines.
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Figure 4.6. Structure factors for molten AICI3  (200°C) compared for SANDALS 
detector groups 1-6. The dotted curves show the result of data analysis before the 
SUBSELF routine was used to remove spurious slopes. The solid curves show the 
portions of each detector group F(Q) that agreed closely after using SUBSELF and 
were consequently merged to form the composite structure factor.



Chapter 5 

The reverse Monte Carlo method

5.1 Introduction - modelling disordered structures

An accurate determ ination of the structure is usually the first step tow ards 
u nd erstan d in g  the properties of a m aterial. H ow ever, in  the case of 
d isordered m aterials m any experim ents are conducted w ithout any clear 
know ledge of the structure. The problem  is that while there are several 
general methods for predicting crystal structures from diffraction data^, there 
have been, until recently, no com parable m ethods available for n o n ­
crystalline materials. The approach usually adopted is to attem pt to deduce 
the structure from a few features of the data such as peak positions and 
coordination numbers. However, this approach effectively discards m uch of 
the inform ation content of the data and may give m isleading results. The 
difficulty w ith Monte Carlo (MC) and Molecular Dynamics (MD) simulation 
is that these methods depend on choosing the 'correct' interatomic potential 
and so often agree only qualitatively with the data (see 2.3.3).

The reverse M onte Carlo (RMC) m ethod [5.2] largely overcom es these 
problems. It is a general m ethod for producing three-dimensional models of 
the structure of disordered materials. Because no interatom ic potential is 
required  and the m ethod involves fitting directly to the data, quantitative 
agreem ent is possible. The discussion in the remainder of this chapter begins 
w ith  details of the basic RMC method, followed by a consideration of the 
practical application of the method.

For example, cyclic fourier refinement [5.1].
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5.2 The basic RMC method

5.2.1 The RM C algorithm

The RMC algorithm  is a variant of the standard M etropolis M onte Carlo 
(MMC) procedure first encountered in chapter 2 (section 2.3.3). Before 
describing the RMC algorithm, it is helpful to first consider the MMC in 
detail.

The principle of the standard MC method is to produce a statistical ensemble 
of atoms w ith a Boltzmann distribution of energies. Instead of generating and 
sam pling configurations completely at random  and weighting them w ith  the 
Boltzmann factor, which is a very inefficient approach, a w eighted sam pling 
procedure (Markov chain) is used in MMC. This generates configurations 
w ith  a frequency proportional to the Boltzmann factor w hich are then 
w eighted equally. Certain requirements m ust be met for a true Markov chain 
(see [5.3], section 3.4) and these are achieved for an ensemble in w hich the 
num ber of particles N,  volum e V and tem perature T are fixed, by the 
following algorithm.

1) An initial configuration is generated, usually randomly, consisting of N  
particles in a cell (normally cubic) w ith periodic boundary conditions. For a 
cube of side L, the value of N  m ust satisfy the required density constraint 
p = n / i?  for the system  being m odelled. The probability  of this initial 
configuration (subscript o = old) is given by

Pn e (5.1)

w here is the total potential energy as calculated using a specified 
interatom ic potential.

2) A single atom  is m oved random ly. The probability of the resulting 
configuration P„ (subscript n  = new) is given by

P^ oc (5.2)
hence
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3) If Ai7 < 0 the new configuration is accepted and becomes the starting 
point in  the next iteration. If, however, AI/ > 0 the new configuration is 
accepted w ith probability P,;/Pg, otherw ise it is rejected and the old 
configuration is retained.

4) The procedure loops back to step 2.

In the normal course of a simulation, the value of U will decrease until it 
converges on an equilibrium  value about which it will then fluctuate. The 
m axim um  size of random  moves is usually adjusted to m aintain the ratio of 
accepted to rejected moves close to unity once equilibrium has been reached. 
Only equilibrium  configurations considered to be statistically independent, 
i.e. separated by least N  accepted moves, are collected to generate the required 
ensem ble.

In the RMC m ethod, it is assum ed that an experim entally  m easured 
structure factor, S^[Qi), contains only statistical errors w ith  a norm al 

distribution^. The difference between the real structure factor, (which

can be calculated from a model of the true structure) and the one m easured 
experimentally is given by

= (5.4)

w ith the probability

w here <y{Qi) is the standard deviation of the assum ed norm al distribution. 

The total probability of S^{Q) is then given by

m . \ | - Z E ? /2 ( T ( 8 ) "
'=■  ̂ (5.6)

where m is the number of <2/ data points in S (Q). The m ean deviation <j is 
defined as

2 Obviously, experimental data can also contain systematic errors but this point will be 
discussed again later.
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( J :

Vl=l V
(5.7).

The structure corresponding to S^{Q) can be m odelled by generating a 
statistical ensemble of atoms whose calculated structure factor conforms w ith 
the probability distribution P. The exponent in eqn. 5.6 can be rew ritten as

SO t h e n

P «= ^ (5.9).

The similarity to eqn. 5.1 is obvious and it can be seen that %^/2 in RMC and 
U/KqT in MC are equivalent. Pursuing the analogy, since takes the place 
of energy in the RMC then g may be considered as an 'effective tem perature'.

The algorithm for RMC is as follows.

1) Start from an initial configuration w ith the usual periodic boundary 
conditions and the correct density. Again, the positions of the atom s are 
usually  chosen random ly, although a know n crystal structure, theoretical 
model or a configuration from a different simulation^ may also be used.

2) The pair distribution function is calculated for this old configuration 
using the equation

where (/•) is the number of atoms whose centres lie at a distance between r 
and  r-t-A/- from  an orig in  atom , averaged over all the atom s in  the 
configuration. The size of the configuration cell should be sufficiently large 
th a t g(r > L/2 ) = 1 so that the m odel structure is no t being (effectively)

3 Hiese can be from the traditional metlaods such as MC and MD as well as RMC.
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truncated. The pair distribution function is only calculated, as is usual (see 
2.3.3), up  to r = \ L ,  w ith the nearest image convention ([5.3], pg. 49) being 
used to determine atomic separations.

3) Baclc-transform to obtain the structure factor.

(0 = 1 + r̂ (&f (r) - (5.11)

4) Determine from the difference between the calculated and m easured 
structure factors using eqn. 5.8.

/=1 <7(0/)

Note, that in practise, the experimental error, o[Qi), is normally replaced by a 
uniform standard deviation, <r.

5) One atom  is m oved at random  to generate a new pair d istribu tion  
function gn{r)- From this, a new structure factor, S^{Q), and hence is 
determ ined.

6 ) If Xn < Xo' the move is accepted and the new configuration becomes the 
starting point in next iteration. However, if X n > x h  then the move is only

accepted with probability J-  ̂ else it is rejected.

7) The process is repeated from step 5.

In the norm al course of simulation, will decrease until it settles on an 
equilibrium  value about which it will fluctuate. The resulting equilibrium  
configuration should be a three-dimensional structure that is consistent w ith 
the data to w ithin experimental error. Once equilibrium  has been reached, 
statistically-independent configurations can be collected.
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The analogy between RMC^ and MMC is apparent from the algorithms. The 
simple distinction between the two methods is that in RMC it is the fit to 
the data which is being sampled, whereas w ith MMC, it is the total potential 
energy, f/. It is im portant to note that because RMC uses a proper M arkov 
chain  the final structu re  is independen t of the in itia l configuration. 
A lgorithm s sim ilar to RMC have been tried in the past. For exam ple, 
Averbach and co-workers [5.4, 5.5] calculated pair distribution functions from 
m odels consisting of a few hundred  atoms but only converging moves 
i Xn<Xo)  w ere accepted. H ow ever, this makes the so lu tion  structu re  
dependent on the initial choice of configuration so the m ethod did not find 
favour.

The basic RMC algorithm, as described above, assumes that only a single set 
of diffraction data (obtained using neutrons. X-rays or electrons) for a one- 
com ponent system is being modelled. However, the RMC m ethod can be 
easily extended to use any set or sets of data which can be directly calculated 
from the structure. Thus, it may be applied to data-sets obtained either by 
isotopic substitution in neutron diffraction or using anomalous scattering in 
X-ray diffraction as well as to EXAFS and possibly NMR data. The only 
m odification involved in modelling m ultiple data-sets sim ultaneously is to 
sum  the individual values (it is this total which is m inim ised in  the 
simulation). In general, for a multicom ponent system w here the fit is to n 
different total structure factors (denoted by k ) we have

= (5.14)
k k /=! (^k\Qi)

w here the definition of in terms of partial structure factors is given by 
eqn. 2.29 for the case of neutron diffraction data. The relative w eighting 
assigned to each data-set is determined by the various values of . Different 
definitions of apply for X-ray diffraction [5.6] and EXAFS data [5.7]. Note 
that it is possible to combine data obtained by different techniques using RMC 
(see, for example, [5.6, 5.8]), although there are potential problem s w ith  
systematic errors.

^ Because RMC fits directly to the data rather than producing a model which can be 
compared with experiment after simulation as with MMC, this justifies the use of the term 
'reverse'.

54



5.2.2 The role of physical constraints in RM C modelling

A lthough it is the data itself w hich provides the m ost fundam ental 
constraint on the RMC model some simple, additional constraints are almost 
alw ays used. The m ost common of these is constraints on the closest 
approach distance or 'cut-off, between a given pair of atom types (it is 

assum ed now and in the rem ainder of the discussion that we are dealing 
w ith  m ulticom ponent systems) such as w ould be expected from a hard- 
sphere model. These are necessary because the experimental data may either 
lack inform ation or contain systematic errors so that, by itself, it can not 
prevent atoms from moving too close together. Usually, sensible values for 

can be estimated from the direct transform of the data. Furthermore, it is 

often obvious from the simulation results whether a chosen cut-off distance 
is seriously in error ; the leading edge of the first peak in g ^ (y )  will appear 

truncated if the value of is too high or, if it is set too low, spurious sharp 

peaks may be appear at the front of the partial. The simple cut-off constraint 
w hen used in conjunction w ith the fixed density constraint, has a powerful 
effect on limiting the range of structures which are consistent w ith the data. 
This is because, for most materials, packing considerations play a large part in 
determ ining the structure. Note, that in the case of m ulticom ponent liquids, 
not only is there a fixed constraint on the overall density bu t also on the 
partial densities of each species since the composition is also fixed.

A nother commonly used constraint is that on the coordination of atoms. If 
ions whose separation is less than the first minimum in g^pir) are defined as 
being w ithin the first coordination shell then (n) is the fraction of ions of

type a  w ith n ions of type fi in this shell. By choosing to be the

required proportion with coordination ;?/, an additional term of the form

.RMC

may be added to where the param eter serves to weight this constraint 
relative to the data constraints. M ultiple coordination constraints can be 
applied by simply adding further terms of the above form (in fact, a complete 
coordination number distribution may be defined). The same approach can be 
used to constrain average coordination numbers. The information needed for 
defining coordination constraints can be obtained from such m ethods as
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Ram an scattering, NMR, EPR or use of chemical know ledge. A lthough 
coord ination  constraints w ere not used in  the RMC m odelling  w ork 
presented in this thesis, they are one of the most powerful 'tools' available for 
exploring the range of structures consistent with the data.

5.2.3 The nature of RM C models

At this point it is useful to point out some of the characteristics of RMC 
solution  structures. Firstly, the m ethod generates the m ost d isordered  
structu re  that is still consistent w ith  the data and constraints i.e. the 
configurational entropy is maximised. Following on from this it is clear that 
the usefulness of the resulting model is completely dependent on the quality 
of information in the data and constraints.

The three-dim ensional structure generated by the RMC m ethod is not 
unique - it is simply one of a range of structural models which are consistent 
w ith  the data (and any additional constraints) to w ithin experimental error. 
However, no model that reproduces structure factor data, whether generated 
by RMC, conventional MC and MD m ethods or from other sources (e.g. 
derived from crystal structures), is unique. The disadvantage of conventional 
sim ulation m ethods is that they rely on choosing the 'correct' potential and 
rarely agree w ith the data to w ithin experimental error. This makes it difficult 
to determ ine w hether the problem  lies w ith the form of potential used or 
w ith  system atic errors in the data. In contrast, the RMC solution, by 
defin ition , alw ays agrees w ith  the data to w ith in  experim ental error. 
Providing the m ethod is used properly, poor RMC fits are invariably due to 
problem s w ith the data or the choice of sample parameters, such as density, 
used in the simulation.

Another question, related to the one above on uniqueness, is w hether the 
RMC solution is path-dependent i.e. does the final structure depend in any 
w ay on the choice of starting configuration ? In principle, the RMC solution 
structure is indeed independent of the starting configuration because the 
m ethod uses a proper Markov chain. Extensive tests have confirm ed this
[5.9]. However, problems can arise if the RMC method is used incorrectly. For 
example, in the case of modelling close-packed systems like metallic glasses
[5.10], final structures sometimes contain elem ents of long range order 
retained from crystalline starting configurations. Problems such as these can 
be alleviated by always using random  initial configurations and always fitting 
to structure factor data (which is more sensitive to long range order than real-

56



space functions). It also helps to allow the simulation to continue for a long 
time after reaching equilibrium so it is as far removed from the starting point 
as possible. Nonetheless, care m ust be exercised in m odelling dense systems 
where movement of the atoms is inevitably restricted.

Since the RMC solution is, like those from other m ethods, not unique, is it 
ever possible to determine the 'correct' structure ? The answer is only in the 
special case of a system where the interatomic potential is purely pairw ise 
additive and there is a functional relationship betw een (j){r) and the pair 
d istribution function [5.11]. This means g{r) uniquely determ ines (j){r) and 
since the potential determines the structure (including all higher correlation 
functions) then g(r) uniquely determ ines the structure. Theoretical tests 
show that for an accurately defined g{r), generated from conventional MC 
s im ula tion , the RMC so lu tion  correctly rep roduces the th ree-body  
correlations [5.12]. The RMC method, under these conditions, appears able to 
produce the 'correct' structure. Although potentials in real systems are never 
simply pairwise additive, these results suggest that accurate F(Q) or G{r) data 
m ay contain useful inform ation about the three-dim ensional structure  
which can be extracted using a method like RMC. Furthermore, w here there 
are significant m any-body contributions to the potential the effect of these 
m ay be taken into account using additional constraints. For example, in the 
case of molecular liquids, the expected types of molecule may be included 
explicitly in the starting configuration and coordination constraints applied to 
preserve these discrete units during simulation.

Given, that the RMC structure is neither unique nor necessarily 'correct', 
how should the method be applied ? The only truly valid approach is to try to 
explore the range of possible structures consistent w ith the data and look for 
similar characteristics in these models [5.13]. However, this is rarely done in 
any form of sim ulation because of the com putational expense. An often 
sim pler strategy is to use constraints in order to determ ine w hether an 
assum ed or hypothetical structure is actually consistent w ith  the data - a 
structural model which does not fit the data is unlikely to be 'correct'.

5 .2A Summary of the RM C method

It is now possible to summarise the key points about the RMC m ethod and 
thus highlight some of the reasons for its use in the research presented in this 
thesis.
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1) RMC makes use of all the information available in  diffraction data (not 
just a few specific features) in a quantitative way. This is particularly  
im portant in attem pting to model complex multicom ponent systems such as 
m olten salt mixtures where it is necessary to extract the m axim um  possible 
am ount of information.

2) RMC does not need a potential function. This greatly sim plifies the 
problem  of obtaining a structure which is in quantitative agreement w ith  the 
experim ental structure factors. The reduced com putational requirem ents 
m ean that RMC simulations can be larger than is typical w ith MC and MD 
m ethods. Large sim ulations have the advantage of being accurately 
transform able to F{Q) so it is nearly always possible to fit directly to the 
diffraction data w ith RMC (MC and MD simulations often only fit to G{r) 
data). This is particularly im portant for the research in this thesis because of 
the in terest in  interm ediate range order, as indicated by the first sharp 
diffraction peak (FSDP) feature at g  ~ 1. Â 'I in the structure factor, which is 
not prom inent in the real-space transform.

3) Because RMC models a three-dimensional structure, subject to simple but 
pow erful constraints on excluded volume (atom sizes) and density, the data 
m ust correspond to a possible physical structure. In the case of m odelling 
isotopic data, this means additional, stringent conditions on the separated 
partial structures which now all have to be physically consistent w ith each 
other. This constraint can also improve the separation of partials w hen the 
separation matrix is poorly conditioned (see chapter 7). In the case where 
there is only a single structure factor for a m ulticom ponent system , the 
physical constraints in the RMC m ethod can, to some indeterm inate extent 
depending on the quality of information in the data, compensate for the lack 
of isotopic data.

4) The RMC solution, although not unique, has the characteristic of 
m axim um  configurational entropy - which is not necessarily a disadvantage 
because it means any order in the model is due only to information extracted 
using the data and constraints. A lternative inverse m ethods such as the 
m axim um  entropy m ethod (MEM) are actually prom oted on the basis that 
they produce the le a s t ' structural solution [5.14]. However, such techniques 
lack the physical constraints of RMC and do not generate a three dimensional 
structure^.

 ̂ A useful discussion of the relative merits of RMC and the MEM is given in [5.15].
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5.3 Application of the RMC method

It is now possible to describe the use of the RMC m ethod for the research 
p resen ted  in  this thesis. The discussion will begin  w ith  the practical 
application of the method, followed by a consideration of the effects of errors 
on RMC simulation, and finally, how the solution structures were analysed. 
The orig inal RMC program  (RMCA, version 1.04) and  configuration  
characterisation software (version 2) were provided by R.L. McGreevy of the 
Studsvik N eutron Research Lab., Sweden (at time of writing).

5.3.1 Details of RM C modelling

The first step was to create a random  initial configuration which satisfied the 
required 'cu t-o ff and density constraints. The r^p values were estim ated 

from the direct transform of the data, and the dimensions of the (cubic) cell 
were defined to give the correct density w ith the chosen num ber of particles. 
Typically, about 2400 particles were used, giving an effective simulation size 
of L/2 ~ 20-25 Â. As explained earlier, the size of sim ulation is im portant 
particularly  w hen fitting to structure factor data. Furtherm ore, sim ulation 
size in terms of number of particles is also im portant because this determines 
the statistical fluctuations in  g^(r) and hence how  m any equilibrium  
configurations need to be collected for averaging.

Initially, a trial simulation was conducted by fitting to G(r) data. This was 
faster than fitting to the structure factor and allowed the i-^p values to be 

adjusted. It also gave early indication of possible systematic errors. The value 
of O’ was chosen to approximately match the amplitude of Fourier ripple. In 
order to speed convergence, a large value (usually 2.5 Â) for the maximum 
size of random  move, ôr, was used in the early stages of simulation, ô,- was 
reduced to about .5 A  once the configuration had become relatively well 
ordered (so few moves were being accepted with the initial large value of S,-)- 
It usually took about 20,000 accepted moves (out of ~ 200,000 actually tried) for 
the sim ulation to reach equilibrium^. Because of the CPU time required, the 
RMC program  was executed in stages as computer batch jobs.

 ̂ The figures quoted (for the typical number of moves needed for equilbrium) only really 
apply in the case of the highly structured data in this thesis. Data with less information 
content would naturally be easier and quicker to fit. It is also useful to make the distinction 
between tried and attempted moves ; more moves will have been attempted and rejected, 
because they violate 'cut-off' constraints, than are tried for an improved fit.
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The program  was modified slightly (from version 1.04) to suit the definitions 
of F{Q) and G(r) used in this research. A further modification was made in 
the im plem entation of random  num ber generation. The original program  
started by initialising the seed for the random  number generator (the intrinsic 
Fortran function, RAN, as im plemented by Silicon Graphics [5.16]) from the 
system clock. Since the program  had to be run  several times under a batch 
process, the random  num ber seed w ould have been repeatedly re-initialised. 
It is not recom m ended [5.17] to keep re-initialising the seed. Individual 
sequences of pseudo-random  num bers will have been checked for the 
statistical p roperties of random ness. H ow ever, random ness cannot be 
guaran teed  betw een different sequences (resulting from  different initial 
seeds): For this reason, the current value of the seed was kept betw een batch 
jobs thus preserving the same sequence.

If the RMC m ethod was successful in fitting to real-space data, the next step 
w as to fit directly to the diffraction data. However, this had  to be free of 
spurious slopes and features that appear at low r in the real-space transform. 
The RMC simulation cannot reproduce these because of the obvious 'cut-off 
constraints. The F{Q) data was corrected for slopes by fitting the theoretical 
G(0) base-level to the transform  and back-transform ing to calculate the 
correction to be applied in Q space. It was also essential that the data range did 
not extend below the minim um  Q value that can be m odelled as given by 
ômin -  2nlL.  The effects of fitting to data points at Q values below are 
unpredictable. The value of g was determ ined from the obvious scatter 
(error bars) in  the data points at high Q. The r spacing, Ar, used in  the 
calculation of g^(r) (eqn. 5.10) was set at 0.1 Â.

Because of the interest in m odelling interm ediate range order (IRO), the 
RMC sim ulation was restarted from a random  initial configuration w hen 
fitting  to F{Q) data. The initial fit to G(r) w as usually  ineffective at 
reproducing the FSDP feature in Q space because it corresponds to shallow, 
long-period fluctuations in real space that are invariably m asked by Fourier 
ripple. Even using the best-fit configuration obtained by m odelling G(r) data 
as a starting point for a refinement fit to F ( 0  was not deem ed a reliable 
approach. This was because of the constraint of only being able to move one 
atom  at a time. Once the configuration has become ordered, w ith units or 
clusters of atoms present, then it is difficult to move or re-orient these units 
to give the correct inter-unit distance corresponding to the position of the 
FSDP. For this reason, the definitive RMC simulation of the nickel isotopes
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data (chapter 7) was obtained by fitting directly to all three data-sets starting 
from  a random  initial configuration.

The data  will norm ally contain small systematic errors in  the form  of 
m u ltip lica tive  constants. Fortunately , the RMC prog ram  includes a 
renorm alisation option to take account of these. The renorm alisation factor 
w hich m inim ised is given by

ZF'"(a)F^(8)

' l F F ( a f

Renormalisation of the data was performed, as a refinement, only w hen the 
sim ulation  was close to equilibrium . It was of particular im portance in 
dealing w ith  the nickel isotopes data where it was essential to have the 
correct re la tive norm alisation  betw een data-sets. In m ost cases, the 
renorm alisation suggested by the RMCA program  did  not exceed ± 3% 
(anything very m uch larger than ± 5% would have indicated some problems 
w ith the data).

Fitting to F{Q) data, even multiple data-sets, usually took a similar num ber 
of accepted and tried moves as fitting to the corresponding real-space data. 
The sim ulations were conducted in m uch the same w ay as the trial fits to 
G(r), using a large initial value of <5,- etc. However, because a Fourier 
transform ation step was now included, the am ount of CPU time (as well as 
elapsed time) required was much greater. Usually, about 2N accepted moves 
w ere allowed after equilibrium  in order to confirm that was actually 
fluctuating and also to reduce any possible dependence on the initial 
configuration. Subsequently, configurations separated by at least I N  accepted 
moves were collected for averaging of their structural properties.

5.3.2 The effects of systematic errors - reasons for not achieving f its

As stated earlier, the RMC algorithm assumes only statistical errors in  the 
data. However, systematic errors will also be present and these may distort 
the RMC solu tion  or, if they are severe enough, actually  p reven t a 
quantitative fit. In general, if a fit is not possible using the RMC m ethod then 
the cause is usually systematic errors in the data. The RMC m ethod can still 
be used if it were possible to identify the systematic error and perhaps localise
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its effects to specific regions of Q space. Setting large values of cy(<2/) in the 
affected regions would ensure that they are effectively ignored in the fitting 
process. This kind of approach was used by McGreevy and Howe [5.18] w hen 
m odelling isotopic data for m olten LiCl. They deduced that inadequate 
inelasticity corrections were responsible for inconsistent m ain-peak heights 
in  their isotopic data-sets and simply did not fit to data points near this 
feature.

Systematic errors in the data are not the only reasons for failing to achieve 
RMC fits. Errors involving the choice of adjustable param eters in the 
simulation can also cause problems. For example, choosing values of r^p that 

are too large or physically inconsistent w ith each other could prevent a fit. 
For reasons already discussed in 5.2.2, the values of finally adopted are 

usually not in serious error.

Large errors in density may also prevent a fit. Configurations w ith a small 
void volum e (e.g. glasses) w ould be particularly sensitive to this kind of 
error. Sm aller errors w ould  presum ably  allow a fit b u t d is to rt the 
configuration. The effects of varying the nominal density (by ± 10%) were 
stud ied  w hen m odelling neutron data for m olten AICI3  (see chapter 8 ). 
A nalysis of bond  netw orks, coord ination  num ber and  bon d  angle 
distributions (see 5.3.3) suggests that varying the density, aside from causing a 
proportionate change in  the m ean local coordination num ber, affects the 
in ter-m olecu lar/un it void volume. Lowering the density appears to pull 
apart the configuration producing a more skeletal structure and, because of 
the need to produce the best fit to the data, RMC is likely to generate voids 
and  clusters of a size corresponding to peaks in  Q space below ôjnin- 
Naturally, increasing the density has the opposite effect and leads to a more 
com pact structure. In addition, there m ight be problem s of packing and 
closest approaches w ith some configurations, although not for m olten AICI3  

which, has a large void volume. RMC may attem pt to partially compensate 
for an error in density by renormalising the data (consider eqn. 2.31). If RMC 
suggests a renormalisation factor clearly larger than expected from the typical 
error in norm alisation of about ± 5% for neutron diffraction data, then this 
probably means a systematic error involving density or container subtraction 
etc.

Errors in  the fractional densities, i.e. com position, of sam ples w ere a 
recurrent problem in RMC simulation. This was most clearly dem onstrated
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in m odelling the nickel isotopes data (chapter 7). The results of fitting to a 
single G(r) data-set for the 'natural' NiCl2 -KCl sample, assum ing nom inal 
(67% KCl) and trial compositions, are shown in figure 5.1. The simulations 
assuming 67 and 55% KCl are clearly unable to fit the Ni-Cl principal peak at 
r ~ 2.3 Â. The results of fitting directly to the structure factor are also shown. 
In the case of 67% KCl, the transform of the g-space fit shows a spurious, 
sharp peak at r ~ 2.9 Â, arising from the 8k - ci0') partial, which is not present 
in the fit to G(r). This is consistent w ith there being too m any K+ ions, and 
conversely too few Nf2+ ions, in the configuration so that RMC, in trying to 
fit F{Q), pushes the 'excess' ions dow n to low r thereby m inim ising their 
effect in Q space. The spurious peak is not present in the 60% KCl simulation 
and the value of 59 ± 1% KCl determined by chemical analysis confirms this 
is approxim ately the true composition. Indications of a sim ilar error in 
com position were also found w hen m odelling data for a (nominally) 67% 
KCl + ZnCl2  sample [5.19]. It is not surprising that RMC can be sensitive to 
such errors since the com position param eter w ould  clearly affect the 
possibilities for packing, particularly if there were large differences in ion 
sizes.

5.3.3 Characterising the RM C solutioit structure

Once a satisfactory fit had been achieved, the RMC solution structure could 
be exam ined in  detail. However, since the structures rem ained relatively 
disordered they were best characterised in  terms of distributions rather than 
well-defined geometries.

Coordination num ber distributions, (n), were obtained by averaging over 

several statistically-independent configurations using the program  NEXTTO. 
The average coordination number is simply

= (5.17).
n

The average value, nap, is all that can be obtained directly from g^p^r) so the 

advantages of having a three-dimensional model are apparent. An estimate 
of the range and relative probabilities of coordinations in the liquid could be 
obtained from Cf^p{n). This made the precise definition of the coordination

shell less important.
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Bond angle distributions, B^py{cosO), were also obtained by averaging over 

several independen t configurations, using the program  TRIPLETS. The 
'bonds' are actually vectors joining any two coordinated atoms i.e. a purely 
geometrical definition w ith no implications for chemical bonding. The three- 
b o d y  c o rre la tio n  fu n c tio n  [ 2 ,7:3 ) c an  be w r i t te n  as

- [ 2 |'k 2  -[gl'Cos^), where 6 is the angle betw een bonds | l t - [ 2 | ^i^d 
1[ 2 “ [ 3 |- Thus inform ation on three-body correlations and  geom etrical 
structure is available from bond angle distributions. B^py {cos 6) is defined as

the average num ber of bond angles, per atom type P, w ith  cosines in the 
range cos9 to cos0  +A(cos0 ), for triplets of type a ,p  and y (the bond angle is 
formed by a  and y  to the central atom P). For a two-component liquid like 
m olten AICI3  there are six such distributions.

It was usually possible to identify the dominant local structure using the two 
types of d istribution function, particularly bond angle, described above. 
H ow ever, in order to identify more complex structures, involving higher- 
order correlations, it was necessary to use the bond network analysis program  
CHAINS. This program  works out the size and num ber of connected units 
(form ed by coordinated atoms) and also determines w hether they contain 
branches or loops. For example, in the case of the RMC solution structures 
obtained for m olten AICI3  (see chapter 8 ), bond netw ork analysis revealed 
that very few units corresponding to discrete AI2 CI6  dim ers w ere present. 
Only 1-2% of the connected units were of 8  atoms size and included a loop (as 
expected for edge-sharing double tetrahedra). Bond network analysis was also 
used to check for long chains and clusters possibly associated w ith IRO.

Visual inspection provided some useful confirmation of the structure as 
ind icated  by the quantitative m ethods described above. H ow ever, this 
m ethod did not provide a reliable means of determining the structure in the 
first instance. This was largely because of the complexity of the disordered 
RMC configurations. Visual inspection is more useful w hen comparing  
different RMC configurations - m arked structural similarities or differences 
are then readily apparent.
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Figure 5.1. The effects of varying composition on RMC modelling of data 
(dotted) for a 'natural' molten NiCl2 -KCl sample (see chapter 7). The real-space 
results of fitting to G(r) (solid curves), and directly to the total structure factor 
(dashed curves) are shown.



Chapter 6

Structural modification in molten divalent metal 
chloride and alkali chloride mixtures

(Shortened version published in J. Phys. : Condens. Mat., 1993, 5(39), 7189-7202)

Abstract

Structure factors have been measured by time-of-flight neutron diffraction for 
NiCb-KCl, NiCl2-LiCl and ZnCla-LiCl binary molten salt mixtures. The results are 
consistent with Üiose from earlier thermodynamic and spectrophotometric studies, 
in which the degree of structural modification was found to depend on the type of 
alkali cation. The NiCb-LiCl and ZnCb-LiCl systems appear to be almost ideal 
admixtures of the pure salts. In contrast, adding KCl to NiCl2 results in 
enhancement of the local structure and intermediate range order. The first sharp 
diffraction peak at Q ~ 1. Â'  ̂ in pure NiCb, which is more prominent than 
previously reported, appears to be enhanced by the addition of KCl up to a high 
concentration of alkali halide. No change is apparent in NiCb-LiCl or ZnCb-LiCl.

6.1 Introduction

There have been a number of studies, by several techniques, of binary molten 
salt mixtures w ith the general formula MX2 -AX (where M is a divalent metal, A 
is an alkali metal and X the common halide). Thermodynamic m easurements 
indicate deviations from random  mixing and the common formation in these 
system s of m ainly te trahed ra l MX4 2 - complexes at 2 / 3  alkali halide 
concentration, w ith the degree and stability of complexing dependent on the size 
of alkali cation. Enthalpies of mixing data [6.1] for NiC^-ACl (A = Li, Na, K, Rb 
and Cs) suggest that these mixtures exhibit strong deviations from ideality for 
the larger alkalis such as Cs, Rb and K, less so for Na and almost not at all for Li. 
Entropies of mixing [6.2] are also consistent with the formation of well-ordered, 
energetically-stable tetrahedral units w ith the reduction in partial molar entropy 
most pronounced for the largest alkali metal.

Optical absorption spectra for a transition metal ion like Ni^”̂ are sensitive 
indicators of the coordination geometry because the energy levels of the poorly 
shielded 3d electrons are strongly influenced by the local environm ent. In
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spectrophotometric measurements of NiCl2 -ACl melts [6.3, 6.4] the characteristic 
absorption spectra of NiCU^’ becomes increasingly evident as the size of the 
alkali cation is increased from Li to Cs. X-ray diffraction m easurem ents show 
that the nickel atoms are almost all tetrahedrally coordinated in  crystalline 
Cs3 (N iCl4 )Cl so the similarity of the absorption spectra for solid and liquid 
phases of the compound provides evidence for the existence of the tetrahedral 
NiCl4 ^' unit in the melt [6.5]. Optical absorption studies [6 .6 ] of dilute ternary 
solutions of NiCl2  in KCl-LiCl reveal that adjusting the proportions of the two 
alkali halides affects the coordination geometry of the Ni^"  ̂ion in a systematic 
way. Increasing KCl results in predom inantly tetrahedral structural units 
whereas more LiCl leads to a less regular, probably octahedral, geometry.

Theoretical models, such as the simple complex anion m odel of Felton [6.7], 
have been proposed  w hich can reproduce the general features of the 
experimental enthalpies and entropies of mixing curves. These models attem pt 
to explain the thermodynamic data solely in terms of the degree of complexing 
and ordering of the local structure of the metal cation. The question arises as to 
w hether any of the reduction in entropy and enthalpy observed in these 
m ixtures is due to structural correlations betw een complex units namely 
interm ediate range order (IRO). The presence of a first sharp diffraction peak 
(FSDP) at 2  ~ 1. Â"  ̂ in diffraction data for MX2  melts w ith small cations has 
been taken as evidence of IRO arising from linked structural units. In the 
'network liquid' model [6 .8 ] (references therein) proposed for the Z nC h melt, 
correlations between corner-sharing neighbouring units are thought to lead to 
correlations between the cations at the centres of these units. This model implies 
that adding alkali halide w ould break up the IRO and allow isolated structural 
units to be formed by reducing the need for anion sharing.

In order to obtain direct evidence of the structural modification of MX2  salts by 
different alkali halides as indicated in previous studies, time-of-flight (TOP) 
neutron diffraction experiments were carried out on molten NiCl2 -KCl, NiCl2 - 
LiCl and ZnCl2 -LiCl samples covering a range of compositions. The availability 
of partials information for the pure salts and the dissimilarity in their total 
scattering functions makes it possible to interpret the mixtures data w ithout 
using isotopic substitution. For example, the size and position of the FSDP can 
be followed as a function of composition to obtain information about the state of 
IRO in the mixtures.
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6.2 Experimental details

The mixtures were prepared from anhydrous, pure (> 99.99%) single salts 
heated gently under vacuum  to minimise m oisture content. Details of the 
vacuum  drying procedure for the pure salts and the general m ethod followed 
for preparing the mixtures are given in chapter 3. The samples were 'pre-mixed' 
by heating to at least 25°C above the liquidus (as indicated in the phase 
diagram s for NiCl2 -KCl [6.9], NiCl2 -LiCl [6.10] and ZnCh-U C l  [6.11]) and 
maintained at that temperature for at least 24 hours. The prepared samples were 
loaded into quartz containers of approximately 5 mm internal diameter and 1 
m m wall thickness before being sealed off under an argon pressure of ~ .5 atm. 
at room  temperature^. The lithium  chloride used in m ixtures w ith nickel 
chloride was isotopically enriched (> 99.99% ) in  ̂ Li to avoid the very large 
absorption cross-section for neutrons of the ^Li isotope.

Total structure factors for samples of 0,20,40,55, 70 and 80% KCl w ith NiCl2  at 
a tem perature of 1040°C (1050°C for pure NiCl2 ) were m easured on the LAD 
instrum ent at Rutherford ISIS. Samples of 33 and 67% LiCl w ith NiCl2  were 
m easured at the same temperature. In addition, 0, 33 and 67% LiCl w ith ZnCl2 

compositions were studied at 450°C. The F(Q) for pure LiCl (@ 650°C) was 
obtained on ISIS SANDALS. Multiple scans were taken for each sample to check 
whether structural changes in sample or container, from incomplete mixing or 
chemical attack, occurred during data collection. Only scans that agreed to 
w ithin statistical error were added together. Devitrification was noted in the 
scattering for molten NiCl2 -LiCl samples from the increasing size, in successive 
scans, of sharp Bragg peaks at Q « 1.5 and 3. Â‘l. Fortunately, these peaks 
appeared to be localised and thus could be removed by curve fitting. Data was 
collected for the empty container (@ 1040°C) and furnace backgrounds as well as 
a vanadium  calibration.

The raw  data was analysed using the Rutherford ATLAS package [6.12], 
w ithout furnace corrections, in the manner described in chapter 4. Composite 
F(Q)s were obtained by merging those Q ranges of adjacent detector groups 
which matched. The ± 5° detector groups were invariably unreliable and never 
included but there was good agreement between opposite pairs of detector

 ̂ NiCl2 sublimes before fusion at 973°C under normal atmospheric pressure. An argon over­
pressure of about 1.5 atm at the melting point seems to be enough to ensure fusion. It should 
be noted that because NiCb can only be melted in sealed containers above atmospheric 
pressure and at high temperature, the values of the density and melting point are uncertain in 
the literature.



groups at ± 10, 20,35 and 60° with good overlap between the different angles as 
well. No clear signs of excess or deficit of container scattering were noted in the 
G(r) data. However, some problems were encountered w ith the data for the 
NiCl2  mixtures where a marked fall off in scattering with increasing Q gives rise 
to a large slope in F(Q) . This systematic error is proportionately worse at lower 
detector angles and so appears to be related to neutron energy. It was corrected 
by fitting a theoretical G(0) base-level to the G(r) data and back-transforming to 
obtain a correction for the original F{Q). However, the large slope has the effect 
of making renormalisation less accurate leading to a larger than usual error (say 
5-10%) in the absolute normalisation of the data for the NiCl2  mixtures. The lack 
of isothermal compressibility data precluded the use of the long-wavelength 
limit, F(0), as a check on normalisation. The missing low -<2 portion of the data 
was simply extrapolated. Because of the dependence of the Fourier transform 
this makes little difference to the real-space picture.

The G{r) functions were obtained by Fourier transform ation of F{Q) data 
which was smoothed at high Q (in the manner described in chapter 4). No 
w indow  function was employed. Comparison of the G(r) from smoothed and 
unsmoothed F(Q) data confirmed that mainly Fourier ripple was removed with 
marginal effect on real peaks.

The data analysis parameters for the pure salts are given in table 6.1. Because of 
the lack of published measurements, number densities for the NiCl2  m ixtures 
w ere linearly interpolated from those of the pure salt endpoints at 1040°C. 
Density data for the ZnCl2 -LiCl mixtures (and the pure salts) was obtained from 
Yoko et al [6.15].

6.3 Discussion

6.3.1 The structure of pure NiClz

Before considering the mixtures it is instructive to first examine the data for 
pure NiCl2 . Total structure factors from the previous reactor diffraction 
investigation of N ew port et al [6.16] and the current TOF study (henceforth 
referred to as I and II, respectively) are shown in figure 6.1 : clear differences are 
apparent, even w hen uncertainty in normalisation of the data is taken into
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account^. In particular, the FSDP in II is larger and more comparable in size to 
that of molten NiBr2  [6.17]. If, as several studies indicate [6.17-6.19], the FSDP is 
a signature of directional bonding then a comparison of electronegativity 
differences suggests the feature should be a similar size in both nickel halides. 
W hereas N ew port et al found only a small contribution to the FSDP from 
^Ni-NiiO)' the current data suggests it could be as significant as in NiBr2 . Since a 
large FSDP is a consistent feature of the data for the mixtures (as will be seen 
later) the current data for pure NiCl2  is preferred to that of N ew port et al in the 
discussion that follows.

Differences in absolute normalisation and the phase of peaks are also apparent 
between I (the recombined partials) and II. The effects of this in real space can be 
gauged from comparison of the structural parameters as shown in  table 6 .2 . 
Phase differences, corresponding to those in Q space, betw een I and II are 
apparent from the positions of principal and secondary peaks in G(/ ).

Despite the differences between I and II, some real-space parameters remain in 
agreem ent and are unambiguous. The estimated coordination num ber is not 
significantly different and the ratio in g{r) remains almost identical at
approximately 1.50. Newport et al used the naturally higher value of this ratio in 
r^g(r) of ~ 1.60 to support their conclusion that the local structure of molten 
N iC l2  is approxim ately tetrahedral. However, reverse M onte Carlo (RMC) 
modelling [6.18] suggests that although the local structure in the melt is highly 
disordered it is probably best characterised as octahedral, as in the crystalline 
phase, w ith 1-2 vacancies. RMC modelling gives a tetrahedral geometry for pure 
m olten ZnCl2  which is again consistent w ith the known structure of the solid. 
Structural param eters for ZnCl2  are shown in table 6.2 for comparison. The 
r__/î\_ ratios have been calculated consistently using peak positions in g(r) and 
are clearly different for the two salts. It seems unlikely that they share a similar 
geometry as suggested by Newport et al.

The value of the r__/r^_ ratio for pure ZnCl2  is in good agreement w ith the

theoretical (~ 1.63) expected for a regular close-packed tetrahedron and is

consistent w ith the RMC result. The ratio for pure NiCl2 is about halfway 
between that for a regular tetrahedron and an octahedron ( V2= 1.41). This is

2 NB The indicated in this and other figures (6.2, 6.4 and 6.9) was selected for display 
purposes and the actual used in Fourier transformation was typically between 20 and 25 
Â‘1. In Üie same figures, the extrapolated region below (typically between 0.3 and 0.4 Â"̂ ) 
is identifiable from Üie smootlmess of the fitted curves.

70



also consistent w ith the RMC result. A disordered octahedral structure w ith on 
average almost two vacancies (hence a mean coordination number close to four) 
and slightly distorted bond angles begins to resemble a distorted tetrahedral 
structure, which explains the intermediate value of the ratio. Since the RMC 
m ethod fits a physical model to the whole of the data, it is inherently more 
reliable as a guide to local structure than any m ethod based on particular 
features of the G(r) data such as peak positions. However, it does seem that the 

ratio in  g{r), taken together w ith the coordination num ber, indicates 
local geometries consistent with those from RMC^.

In the discussion of the mixtures data which follows, the local structure of pure 
N iC l2 .is taken to be irregular bu t probably best described as disordered 
octahedral with, on average, 1-2 vacancies. Although some structural parameters 
agree, because of the inconsistencies between I and II interpretation of the data 
for the NiClz mixtures is based primarily on a consideration of the trends in peak 
position, height etc. as a function of composition rather than the absolute values. 
The RMC technique was not used because the constraint of a single F{Q) data­
set for each composition was not expected to yield structures sufficiently 
unambiguous to be useful in extending the analysis of such complex molten salt 
systems.

6.3.2 The structure of molten NiCÏ2 -LiCl and ZnClz-LiCl

Total structure factors and real-space functions for the NiClz-LiCl mixtures are 
shown in figures 6 . 2  and 6.3, respectively. The corresponding data for the ZnCl2 - 
LiCl mixtures is presented in figures 6.4 and 6.5. Both systems appear to exhibit 
simple, admixture behaviour. A gradual change with composition in the size and 
position of characteristic features of the pure salts is readily apparent in F(Q) .

The metal and alkali cations appear to retain their pure salt local structures in 
the mixtures. In real space, the positions of the principal peaks from gNi-cii^) or 
gZn-cd^) overlap almost exactly with gu-ci(r)  (the Ni^+, Zn^+ and Li+ ions are 
very similar in size) so the contributions of the two partials cannot be easily

 ̂ Using the positions of peaks in r^g(r) to calculate would at first sight seem more
correct. However, all such methods neglect the effect of vacancies in the structure which would
particularly affect the r position in r^g(r) leading to an over-estimate of the true ratio
relating to the local structure. The RMC solution includes the effect of vacancies through tlie 
use of the density constraint and consequently gives a more meaningful result. It should be 
noted that the ratio in r ^ g { r )  for ZnCl2 is about 1.7 which does not correspond to any obvious 
geometry.
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distinguished. However, the normalised height of the combined first peak in 
G{r), which is defined by the following equation

He = Cf^bf^{gj^_ci{r) - 1) + Ciibii{gii_ci{r) - 1) (6 .1 )

where M is the metal species, can be estimated and is shown as a function of 
composition in figure 6 .6 . A linear plot is to be expected if both partials remain 
unchanged in size and position between the endpoints. The results are clearly 
linear for ZnCl2 -LiCl and seem to be so for NiCl2 -LiCl too. In the case of the 
latter, uncertainty in num ber density and inconsistencies in  the absolute 
norm alisation of the data explains most of the deviation. Confirmation of the 
lack of change in g^i-ciij') (and by implication in gju-C/W) is provided by 
the F{Q) data for NiCl2 -LiCl. The peak at g  ~ 6 . Â-1 in  pure NiCl2  can be 
uniquely ascribed to ^M-C/(G) and, to lesser extent, the same is true of the peak 
at <2 ~ 3.6 A-i. The heights of these peaks when scaled by the Faber-Ziman (F-Z) 
coefficient for remain approximately constant across the composition
range.

Each type of cation has a characteristic anion structure so the second peak in 
G{r) may be m odelled as the w eighted average of tw o pure salt partials - 
gCi-ciX^) arid g c ^ c f r )  (the superscript refers to the pure salt). For the NiCl2 - 
LiCl mixtures, the position rci_d  of the main anion-anion peak in G(r) has been 
plotted against the ideal weighting, i.e. according to the ratio of chlorine in the 
pure salts, of the ga-ci(^') partial, in figure 6.7. The excellent linear fit indicates 
simple averaging of the pure salt anion structures and is of course consistent 
w ith little or no change in local structure for both types of cation. Modelling the 
data for the ZnCh-LiCl m ixtures using the pure salt partials^ [6.21, 6 .2 2 ] 
weighted w ith the appropriate F-Z coefficients supports a similar conclusion for 
this system. Good fits to the anion-anion peak at r ~ 3.75 Â are achieved using 
the ideal weighting of gci-cii^) and ga-a^*'^- A lthough the prim ary peak in 
both partials is at virtually the same position, there is a significant difference in 
height so the fit does give an indication of the correctness of weighting. 
A lternative weightings such as cation ratios would clearly give worse fits, 
particularly at the 67% KCl composition.

The results also suggest that admixture behaviour extends to the FSDP and 
hence IRO. The estimated height Hp of the 5^M-Ni(G) contribution to the FSDP is

4 The unknown Zn-Li partial has a small F-Z coefficient so it could be safely omitted.
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plotted against composition for the NiCl2 -LiCl mixtures in figure 6 .8 . Hp is 

defined as

TT _ ( ^ 6  -  4))

w here H q  is the total height of the FSDP in F{Q). The contribution from 
^Ni-CliQ)' which is assumed to remain unchanged from its value of about 0.4 ± 
0.2 in pure NiCl2 , is subtracted from H q  to give the FSDP from alone.
The results, despite the large error bars, suggest Hp remains approximately 
constant. As regards the ZnCh-LiCl system, H q  m ay be estim ated in a 

consistent manner for both model and data and compared directly. The almost 
exact agreement obtained suggests that the contributions to the FSDP from both 
^Zn-Zn(Q) and Szn-ciiQ) simply scale w ith the F-Z coefficients across the 
composition range.

Despite the apparent differences in local structure between ZnCl2  and NiCl2 , 
both salts exhibit a similar admixture behaviour with LiCl. The almost identical 
size of the Ni^+ and Zn^+ ions (with the alkali cation being only slightly smaller) 
prom pts an explanation based on ion size and polarising power. In the pure 
divalent salts, each metal cation is competing for influence over surrounding 
anions w ith identical next nearest neighbour cations. As more LiCl is added, 
these neighbours are increasingly likely to be alkali rather than metal cations but 
there is apparently little effect on local structure even though doubly-charged 
ions have been replaced by singly-charged ones. How ever, the fractional 
num ber density of cations in pure LiCl is about twice that in the divalent metal 
chlorides. This implies that in the mixtures the local concentration of Li+ 
neighbours of or Zn^+ ions is also about twice w hat might be expected from 
simple replacement of metal cations. Thus the lower polarising power of singly- 
charged alkali cations is compensated for by the greater num bers of such ions. 
The lack of structural modification in the mixtures w ith LiCl is consistent w ith 
thermodynamic data for enthalpies and entropies of mixing for these and other 
MCl2 -LiCl systems where little or no deviation from ideality is observed.

6.3.3 Structural modification in NiCl2 -KCl

Total structure factors and corresponding real-space functions for the NiCl2 -KCl 
mixtures are shown in figures 6.9 and 6.10, respectively. In contrast to the LiCl 
m ixtures, addition  of KCl to NiCl2  results in clear deviation from  simple
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admixing of the two pure salt structures. Characteristic features of pure M CI2  

remain prominent in F{Q) even up to 80% KCl.

The results indicate not just persistence but actual enhancement of the NiCl2 

local structure in the mixtures. When scaled by the F-Z coefficient, the heights of 
characteristic peaks at (g ~ 6 . and 3.6 Â‘l increase by approximately
30% betw een 0 and 80% KCl concentration. In real space, the principal peak 
from gm-Cli^') remains prom inent at the same position up  to the highest KCl 
concentration. The gM-C/W partial has been estimated for each composition by 
assuming that all the other partials in the expression for G{r) (eqn. 2.32) are 
approxim ately zero at short distances. Structural param eters for partials 
generated by this method are given in table 6.3. The height of the principal peak 
in 80% KCl is about 30% greater than in pure NiCl2 , which agrees closely with 
the aforementioned increase in the size of peaks in Q space, and there is some 
reduction in the FWHM. In addition, a gradual shift in the position of the first 
m inimum to lower /• with increasing KCl concentration is apparent.

However, the position of the first m inimum will be affected by the gradual 
emergence of the principal peak from gK-ClO') which will also tend to shift the 
m inim um  dow n to lower r. In order to take account of this, the pure salt 
Sk - ciO') partial [6.23] w eighted w ith the appropriate F-Z coefficient was 
subtracted from each G(r) function before proceeding, as outlined above, to 
derive The structural parameters for the partials estim ated by this
m ethod are shown in table 6.4. The first minimum not only still seems to shift 
slightly to lower r, it also becomes gradually deeper w ith increasing KCl. The 
absurd negative value^ for the height of the first minimum at 80% KCl implies 
that the principal peak of gK-Q^J') in the mixtures is not, as assumed, the same 
height as in pure KCl but in fact smaller. The local structure of the K+ ion thus 
seems to be significantly weakened even at low NiCl2  concentration. Although 
over-subtracting gK-ci(f) (by assuming it to be the same as gf^c/(?')) w ould 
exaggerate the reduction in height of the first minimum it would also lead to an 
under-estimate of the shift in position to lower r . As there is some shift even by 
this method it then follows that there m ust also be some definite reduction in the 
height of the first minimum since the two effects w ould be expected to occur 
together. It is apparent from these observations that in the presence of K+ ions 
the local structure of the Ni^+ io n  becomes better defined w ith  less ionic 
exchange into and out of the first coordination shell.

 ̂ The error bars quoted are the maximum possible errors (taking into acount uncertainty in 
normalisation, density and the effect of FT ripple) so the height estimated for the 80% KCl 
concentration is almost certainly negative.
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The results also indicate a gradual change in the local geometry of the metal 
cation in the mixtures. There is a continuous shift in the position rc/-c/ of the 
m ain anion-anion peak in G(r) from its characteristic value in pure NiCl2  to 
higher r w ith increasing KCl (see figure 6.7). This is clearly a trend in  the 
average Cl-Cl separation associated w ith the local structure of the Ni^+ ion since 
the characteristic peak for pure KCl occurs at m uch higher r. The large 
difference in peak positions for the pure salts eliminates any possibility of the 
effect being due to averaging of the pure salt anion structures. Since the position 
of the principal peak remains unchanged, the trend in rci-ci implies a gradual
change in local geometry. The /• //+_ ratio in G(r) gradually increases to reach
a value close to that found for pure ZnCl2  at the higher KCl concentrations (see 
table 6.5). The local geometry of the Ni^+ ion thus appears to change from 
disordered octahedral (with vacancies) to almost regularly tetrahedral. The 
decrease in coordination num ber (integrating to ; see table 6.3) from 
approximately 4.4 in pure NiCl2  to 4.1 at 80% KCl seems to be consistent w ith 
such modification of the local geometry.

The height of the anion-anion peak in G{r), associated w ith the local structure 
of the N 1 2+ ion, stays approxim ately constant up to h igh  alkali halide 
concentration w hen scaled by the unweighted F-Z coefficient for gci-ci(f')- 
contrast, the anion-anion peak of pure KCl is diminished even at 80% alkali 
halide. These observations are evidence that a more stable and ordered local 
structure for the Ni^+ ion is attained at the expense of the K+ ion and highlight 
the dominance of the nickel cation in the mixtures. The observations are also 
consistent w ith the formation of isolated structural units centred on Ni^+ ions 
w ith the surrounding K+ ions occupying disordered sites. Isolated structural 
units imply reduced overlap of the 2 nd shell with the 1 st in gNi-cd^'), which is 
consistent w ith a reduction in height of the first minimum.

Taken together, the above findings suggest that adding KCl to NiCl2  promotes 
the form ation of stable, well-ordered, isolated and mainly tetrahedral NiCl^^' 
structural units. An explanation for this can be given, as w ith the LiCl mixtures 
previously, in terms of the relative size and polarising power of the two cation 
species present. The large K+ ion is almost twice the size of the Ni^+ ion and is 
comparatively weakly polarising. Consequently, the nearest neighbour K+ ions 
around each Ni^+ ion cannot compete as effectively for influence over the 
surrounding anions. The result is a stronger and more stable local structure for 
the metal cation and conversely a weaker one for the alkali ion. The large K+ ions 
w ould  also be less effective at shielding the anions from  their m utual 
electrostatic repulsion. This w ould lead to a tendency for the m ean Cl-Cl
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separation to increase and thus favour a tetrahedral geometry for the local 
structure of the NP+ ion . The physical size of the alkali cation w ould also cause 
a spacing apart and isolation of the NiCU^- units and may be partly responsible 
for the observed increase in /'o-C/ - The findings for NiCl2 -KCl are in good 
agreem ent w ith those from previous thermodynamic and optical absorption 
studies.

6.3.4 The effect of the allcali cation on intermediate range order

There is a contrasting effect on IRO in the mixtures depending on the type of 
alkali cation. The estimated height of the contribution from % _ M (0  to the 
FSDP appears to remain almost constant in NiCh-LiCl and ZnCl2 -LiCl whereas 
in NiCl2 -KCl it increases right up to the highest alkali halide concentration (see 
figure 6 .8 ). Such apparent enhancement is surprising since the addition of KCl 
also seems to promote the formation of isolated structural units and a reduction 
in Ni-Cl-Ni bridging. This implies that either IRO in pure NiCl2  (and perhaps 
other MX2  salts) does not arise from the need for anion sharing and the resulting 
structural correlations between units or that there is a different mechanism for 
IRO in the mixtures. It is of course possible that the increase in is not just due 
to as assumed, but may have contributions from other partials such
as and possibly Sk_k (Q)-

The origin of the FSDP has been attributed to the existence of long chains and 
clusters of electropositive species in several systems. From RMC simulation of 
molten ZnCh, McGreevy & Pusztai [6.20] suggested a model involving chains of 
Zn2+ ions giving rise to fluctuations in cation density on a length scale of 5-10 Â 
and hence a FSDP at g  ~ 1. Â 'i. In a neutron diffraction study of the ZnCh-KCl 
system, in which enhancement of the FSDP also seems to occur, Allen et al [6 .8 ] 
suggested this was due to the formation of similar K+ ion chains between the 
original Zn^+ ion ones in pure ZnCl2 . A difficulty with this model is that it seems 
to depend on some retention of the 'network liquid' structure of pure ZnCl2 even 
up to high KCl concentration. However, Raman studies [6.24] clearly indicate 
the formation of isolated ZnCU^- units in the mixtures. Furthermore, the model 
seems even less credible in the case of NiCl2 -KCl since pure NiCl2  cannot be 
described as a 'network liquid' to begin with.

Another explanation for the FSDP in terms of the random  packing of discrete 
poly-atomic units has been suggested by Price et al [6.25]. However, in NiCl2 - 
KCl the isolated structural units appear to be complex anions and truly random  
packing of these charged entities will not occur. The NiCU^- units will inevitably
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be surrounded by a shell of large K+ ions acting to space them apart from other 
similar units. It is proposed that such charge ordering gives rise to a disordered 
bu t somewhat Tattice-like' arrangement. Hence there would be correlations in 
density between the well-ordered Ni^+ ions leading to an enhanced 
contribution to the FSDP. The model also implies the existence of (probably 
weaker) correlations involving %j_a:(!2 ) and possibly 5^_/^(g) so contributions 
to the FSDP could be expected from these partials too.

6.4 Summary

The effect of alkali cation type on structural modification in MCI2 -ACI molten 
salt mixtures has been confirmed by direct structural measurement. W ith Li as 
the alkali, the results are best described as simple admixtures of the two pure 
salt structures. In contrast, considerable structural modification is observed w ith 
the larger alkali K. The presence of K+ ions seems to promote the formation of 
stable, w ell-ordered, isolated and m ainly tetrahedral NiCU^- units. These 
findings can be understood in terms of the competition between two types of 
cation species for anions and hence influence over their local structures. The 
small, highly polarising Li+ ions seem to compete equally well w ith NP+ or Zn2+ 
m etal cations for CL ions so the local structure around each type of cation 
remains much the same as in the pure salts. However, the large and weakly 
polarising K+ ion is unable to compete effectively w ith  the Ni2+ ion. 
Consequently, the local structure of the Ni2+ ion is strengthened at the expense 
of that of the K+ ion. Because enhancement of the FSDP is observed in NiCl2 -KCl 
bu t not in either of the mixtures w ith LiCl, it appears that the K+ ion also affects 
IRO. A model has been proposed in which the large K+ ions act to both charge 
order and space apart the NiCU^- units thus giving rise to a less random , more 
Tattice-like' structure and hence increased IRO involving the cations.

In order to ascertain the precise contributions of the various partials to the 
enhanced FSDP in the total scattering, detailed isotopic studies of NiCl2 -KCl and 
ZnCl2 -KCl molten salt mixtures of nominally 2 / 3  alkali halide concentration 
were undertaken. The results, including the outcome of RMC modelling, are 
discussed in the next chapter.
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Pure salt Number density F-Z coefficients
Po(A"3) M-M M-Cl Cl-Cl

NiCl2 0.03678 (1050°C) 0.118 0.0439 0.408
KCl 0.0223 (1040°C) 0.034 0.178 0.230

0.0242 (820°C) " " "

7L1C1 0.0375 (1040°C) 0 . 0 1 2 ■ 0.104 "

LiCl 0.0421 (640°C) 0.009 ■ 0.091 "

ZnCl2 0.0327 (450°C) 0.036 0.242 0.408
<Jc (barns) Gg (barns) (barns) @ 1 .8 Â

Nickel 13.3 1&5 4.49
Potassium 1.73 1.98 2 . 1

Chlorine 11.53 16.7 33.5
^Lithium 0^2 1.40 0.045
Lithium 0.45 1.36 70.5
Zinc 4.05 /L13 1 . 1 1 ____

The scattering cross-sections are from Sears [6.13]. 
^Galka et al [6.14].

Table 6.1. Data analysis parameters used for the pure salts. The tem peratures 
corresponding to the density figures are in brackets.

NiCl2  I NiCl2  II ZnCl2

Coord num. 4.7 ±0.2 4.4 ±0.2 4.3 ±0.3
2.32±0.02 2.28±0.02 2.29±0.02
3.48±0.02 3.40±0.02 3.71±0.02

/•__//•+_ 1.50±0.03 1.49±0.03 1.62±0.03

Table 6.2. Comparison of real space structural parameters for pure NiCl2  and 
ZnCl2  [6.21]. The coordination num ber is for the anions around each metal 
cation.
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First Minimum
%KO position (Â) height (A'l) integrating over

'mill r'^gir) to rmin
0 2.80 ±0.02 4.4 ± 0.4 4.4 ±0.1

20 2.85 ± 0.05 3.5 ± 0.5 4.25± 0.1
40 2.85 ± 0.05 3.1 ±0.7 4.1 ±0.1
55 2.82 ±0.05 1.4 ± 0.9 4.0 ±0.02
70 2.81 ± 0.05 0.4 ± 0.5 4.0 ±0.02
80 2.82 ± 0.05 -0.7 ±1.0 4.0 ±0.18

8  integration to was not possible in his case - actually used 1.77K.

Table 6.4. Structural parameters for the g^i-ciif') partials. All parameters refer 
to 4^p^r^^(r). The coordination number is for the anions around nickel.

% KCl 0________ 20________40________ 55________70________ 80

r— /r+_ 1.50±0.03 1.52±0.03 1.58±0.03 1.61±0.03 1.61±0.03 1.65±0.03

Table 6.5. The r /r^_ ratios in G{r) for the NiCl2 -KCl mixtures.
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Figure 6.2. Total structure factors for molten NiCl2 -LiCl mixtures. The main 
partial contributions to prominent peaks in the pure salts are indicated. The LiCl 
data is from McGreevy [6.22].
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Figure 6.4. Comparison of total structure factor data (full curves) for molten 
ZnCl2 -LiCl against model F(Q) (broken curves) generated from the pure salt 
partials. The ZnCl2  partials are from Biggin & Enderby [6.21] and for LiCl from 
McGreevy & Howe [6.22]. The divergence at low Q  is probably due to the lack of 
a furnace correction in our data.
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Figure 6.5. Comparison of real-space data (full curves) for molten ZnCl2 -LiCl 
against model total pair distribution functions (broken curves) assembled from the 
pure salt partials. The discrepancy between model and data at the principal peak 
can be explained by the difference in temperature and the effects of Fourier ripple.
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Figure 6.7. Position of the anion-anion peak as a function of ideal  
weighting of the alkali halide gci-ci ) partial for N 1C12-KC1 ( □ ) and 
NiCl2-LiCl (B and solid line).
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Figure 6.8. Estimated height H p  of the contribution to the FSDP as a
function of alkali halide concentration for NiCl2-KCl (□) and NiCl2-LiCl ( H).
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Chapter 7

Isotopic substitution study of NiCl2 -KCl and ZnCl2 -KCl 
binary molten salt mixtures

(A shortened version is due to be published in J. Phys. : Condens. Mat., 1995)

Abstract

The scattering from ^NiClg-KCl binary molten salt mixtures of nominally % 
alkali halide concentration, where x = 'natural', 'zero-scattering' and '62' 
enrichments of nickel, has been measured by time-of-flight neutron diffraction on 
ISIS LAD. A complementary experiment was performed on molten ZnCl2-KCl 
samples, also of nominally % alkali halide concentration, using isotopic 
substitution of chlorine. In the case of NiClg-KCI, the results indicate a large first 
sharp diffraction peak (FSDP) in ^nd % _c/(G ) but not in 5^_^(2)-
Reverse Monte Carlo (RMC) modelling indicates a well-ordered, almost regularly 
tetrahedral local structure for the NP+ ion, the preponderance of large K+ ions as 
next nearest neighbours to the metal cation and the apparent association of this 
with enhanced intermediate range order (IRO) in the mixtures. The results 
confirm the findings of the initial, composition study of this system and provide 
further support for the suggestion that enhanced IRO arises from ordering between 
tetrahedral units and alkali counter-ions. Modelling of the ZnClg-KCl data 
suggests a strong similarity with molten NiCl2-KCl even though the pure NiCl2 
and ZnClg molten salt structures are confirmed to be dissimilar.

7.1 Introduction

In the previous chapter, the results of a composition study of binary molten 
salt mixtures of divalent metal chlorides w ith alkali chlorides were described. 
The m ain conclusion was that the degree of structural m odification was 
dependent on the relative size and polarising power of the alkali cation. The 
mixtures of NiCl2 , and ZnCl2 , w ith LiCl simply appeared to be adm ixtures of 
the two pure salt structures. In contrast, adding KCl to NiCl2  led to the 
following structural changes :

i) A more ordered local structure around the Ni^+ ion w ith the alkali cation 
appearing to occupy disordered sites.

ii) A transition to a more regularly tetrahedral local coordination for the 
metal cation from one which is best described as disordered octahedral (with 
1 - 2  vacancies) in pure molten NiCb-
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iii) The dom inance of the short-range anion structure by the m etal cation, 
w hich is consistent w ith the formation of discrete NiCl^^' tetrahedral units.

iv) An enhanced FSDP at Q ~ 1. Â 'i in the total structure factor, particularly 
at higher KCl concentrations, implying increased IRO.

Similar findings were reported by Allen et al [7.1] in their composition study 
of ZnCl2 -I<Cl melts w ith one im portant difference ; little change was observed 
in the local geom etry of the Zn^+ ion, which rem ains alm ost regularly  
tetrahedral just as in pure molten ZnCl2 [7.2]. Intriguingly, Allen and co­
w orkers also reported that enhancem ent of the FSDP seems to reach its 
m axim um  near the 2 / 3  alkali halide concentration. A t this critical 
composition, it is possible for the melt to consist exclusively of tetrahedral 
ZnCl^^" units and K'*' ions. Pure molten ZnCl2  has a prom inent FSDP in the 
Zn-Zn partial structure factor (PSF) [7.2] and it has been suggested by Wood 
and Howe [7.3] that this correlation is due to the angular dependence of 
in terion ic  forces giving rise to IRO involving corner-linked ZnCl^^" 
tetrahedral units. Given this explanation, and contrary to the observations of 
Allen et al, the breakdown of the ZnCl2 network structure upon the addition 
of alkali halide m ight have been expected to lead to a m arked reduction in 
the size of the FSDP. In chapter 6 , a simple model was proposed for molten 
N iC l2 -KCl mixtures in which the large K^ ions act to both space apart and 
charge order NiCl4 ^' units thus giving rise to a less random , more Tattice-like' 
s tructu re  and hence increased IRO involving the m etal cations. Such a 
model, it seems, could apply equally well to molten ZnCl2 -KCl.

The central aim of the research described in this chapter was to study, in 
detail, the nature of the enhanced IRO in the mixtures. The simple m odel 
involving charge ordering between tetrahedral units and alkali counter-ions 
suggests there should be a sizeable FSDP arising not only from the metal- 
m etal correlation bu t possibly also from m etal-alkali and  alkali-alkali 
correlations. By isotopic substitution of nickel in (nominally) NiCl2 +2 KCl 
m elts it was possible to ascertain the precise contributions of some of the 
partials to the enhanced FSDP in the total scattering. In addition, a chlorine 
substitution study of (nominally) ZnCl2 +2 KCl melts was undertaken in an 
attem pt to obtain details of the anion structure and, it was hoped (bearing in 
m ind the similarities between the two systems), complementary information 
to that available from the nickel isotopes experiment. RMC m odelling made 
it possible to extract the maximum structural information from the data. The 
w ider aim of this study was to confirm the general trends highlighted in the 
previous composition studies of these systems.



7.2 Experimental details

The m ixtures w ere prepared  from the isotopically-enriched single salts 
heated gently under vacuum  to minimise m oisture content. The details of 
the vacuum  drying procedure for the pure salts and the general m ethod 
followed for preparing the mixtures have already been covered in chapter 3 . 
The samples were 'pre-m ixed' by heating to at least 25°C above the liquidus, 
as indicated in the phase diagrams for NiCli-KCl [7.4] and ZnCl2 -KCl [7.5], and 
m aintained at that tem perature for at least 18 hours. The prepared samples 
were loaded into fused quartz containers of approxim ately 6  mm internal 
diam eter and 1  mm wall thickness before being sealed off under an argon 
pressure of ~ 0.5 atm. at room temperature.

The scattering from three isotopically-enriched samples of molten NiCl2 -KCl 
( 'natural', 'zero-scattering' and '62' nickel enrichments), at a single nominal 
composition of 67% alkali halide and a tem perature of 650°C, was m easured 
by tim e-of-flight neu tron  diffraction on ISIS LAD. In a separate LAD 
experim ent, m easurem ents were made on three samples of m olten ZnCl2 - 
KCl, also of nominally 67% alkali halide concentration, enriched in 35ci, 37C1 
and (an ~ 50:50 m ixture of the two chlorine isotopes), all at a
tem perature of 480°C. As usual, multiple scans were taken for each sample to 
m onitor any structural changes in sample or container due to incom plete 
mixing or chemical attack during data collection. Only scans that agreed to 
w ith in  statistical error were added together. Phase separation in the 
enriched sample was evident in the form of persistent, small Bragg peaks that 
gradually  decreased in size as the tem perature was raised from 480°C and 
then increased again upon cooling. This sample was carefully recovered from 
its container and crushed to re-mix it before being re-tubed for a successful 
second measurement. Unfortunately, this problem m eant there was no time 
rem aining on the LAD instrum ent to measure a 'natural' ZnCl2 -KCl sample. 
In each experiment, data was collected for the empty container, furnace and 
instrum ent backgrounds as well as a vanadium  calibration.

The raw  data was analysed using the ATLAS package [7.6], w ith furnace 
corrections applied, in the m anner described in chapter 4. The SUBSELF 
routine was used to remove the slopes at high Q and improve the agreem ent 
between detector groups. Composite F{Q)s were obtained by merging those Q 
ranges of adjacent detector groups which matched well (see table 4.1). Except 
for the ± 5° bank, there was good agreem ent betw een opposite pairs of 
detector groups. The lack of isothermal compressibility data precluded the use
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of the long-wavelength limit as a check on normalisation. The missing low- 
fi portion of the data was simply extrapolated. Because of the fi  ̂ dependence 
of the Fourier transform this makes little difference to the real-space picture. 
The G(r) functions were obtained by Fourier transform ation of F(fi) data 
sm oothed at high fi (in the m anner described in chapter 4). No w indow  
function was used. Comparison of the G(r) from smoothed and unsm oothed 
F(fi) data confirmed that mainly Fourier ripple was rem oved w ith marginal 
effect on real peaks. In addition, no obvious signs of excess or deficit of 
container scattering were noted in the G(r) data.

The isotopic enrichments were checked, using the mass spectrometer at the 
Bristol isotope preparation unit, prior to data analysis and are shown in table 
7.1. Because of the lack of published m easurem ents, the num ber density 
initially used for molten NiCl2 -KCl was linearly interpolated from those of 
the pure salt endpoints at 1040°C. The consistent renorm alisation factor of 
approxim ately 0.95 found for all three NiC^-KCl samples allowed a crude 
correction to be made to this figure. Given the similarity expected from the 
alm ost identical m etal ion sizes in the two systems (see table 7.2), the 
corrected density value of 0.0285 A"3 is in satisfyingly good agreem ent w ith 
the know n value of 0.028 Â'^ for the ZnCl2 -KCl mixture.

7.3 Discussion

7.3.1 The structure of molten N iC lz'K C l

The total structure factors and corresponding total pair distribution functions 
for the three NiCl2 -KCl samples are shown in figures 7.1 and 7.2, respectively. 
In order to extract the maximum structural information, the RMC m ethod 
was used to model the data. Since the RMC method and its application are 
already described in  detail in chapter 5, a brief outline will suffice here. 
Basically, RMC is a variant of the standard Metropolis Monte Carlo algorithm 
(see chapter 5 and references therein) and differs only in that a fit directly to 
the diffraction data is minimised rather than the total potential energy. The 
starting configuration was always a random  one containing N=2400 atoms 
satisfying the appropriate geometrical constraints. The dim ensions of the 
sim ulation  cube gave an effective sim ulation size of r ~ 21.9 A  (the 
m axim um  distance for calculating the model G(r)). Initially, m odelling was 
confined to the real-space data in order to allow the closest approach distances 
to be fine tuned before restarting from a random  configuration and fitting 
directly to the structure factors. As the model neared equilibrium , w ith
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co nverg ing  to a m in im um , re finem en t of the  fit by au tom atic  
renorm alisation of the data was allowed. The renorm alisation factor was 
u su a lly  close to un ity  (typically  ± 2.5%). S ta tistica lly -in d ep en d en t 
configurations, each separated by at least 2N  accepted moves, were collected 
for averaging of their p roperties once the m odel had  clearly reached 
equilibrium .

Initial RMC modelling of the 'natural' sample alone, suggested the nominal 
2 / 3  alkali halide concentration was incorrect. Under-fitting of the first main 
peak in G(r) resulted from m odelling the real-space data, and a spurious 
spike in the leading edge of the RMC gK-cii^') partial w as observed in 
subsequent modelling of the structure factor. These findings can be explained 
in terms of there being too few Ni^+ ions to allow a good match to the main 
Ni-Cl peak in real space and, conversely, too many K+ ions so that these are 
pushed dow n to low r, where they have less effect on the back-transform, 
w hen fitting to the structure factor. Modifying the composition of the RMC 
m odel to 60% KCl led to a better fit to the first peak in  G(r) and the 
disappearance of the spurious spike in gK-cii^')- Reducing the alkali halide 
concentration yet further to 55% KCl produced a worse match to the main Ni- 
Cl peak in real space. RMC m odelling thus clearly favours the 60% KCl 
concentration as being more correct (see figure 5.1). Confirm ation of this 
finding was provided by subsequent chemical analysis of the entire 'natural' 
sample which estimated the composition, based on the Ni:K ratio, as 59 ± 1% 
KCl. Equilibrium configurations were collected for the RMC model obtained 
assum ing  a 60% KCl com position. A lthough this represen ts only a 
provisional model (henceforth known as model P) found by fitting to a single 
structure factor, it will prove useful later in highlighting the key features of 
the full m odel (henceforth know n as model F) obtained by exploiting the 
complete set of isotopic data.

The results, after adopting the 60% KCl com position^, of a RMC fit 
sim ultaneously to all 3 F(Q) data-sets are shown in figures 7.1 and 7.2. 
A lthough the composition of the ^^Ni- and ^®*'ONi-enriched samples has not 
been checked independently , the existence of a RMC m odel physically

A deficit of 10% in the amount of KCl in these samples is quite plausible given the details 
of sample preparation. As usual (see chapter 3), the vacuum-dried KCl was cast into a solid 
pellet for easier handling. However, solid KCl has a glassy appearance and is difficult to 
distinguish from container quartz. Consequently, some quartz fragments will inevitably 
have been incorporated, in place of KCl, when making up the mixtures. Fortunately, the 
KCl-deficient samples resulting from this systematic error are not likely to differ greatly in 
composition from each other.
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consistent w ith all three data-sets strongly suggests there is no significant 
deviation from the assum ed 60% KCl concentration. The structure factors 
expressed in terms of the appropriate Faber-Ziman coefficients for 'na tu ra l' 
(Fj), 'zero-scattering' (F 2 ) and ^^Ni (F 3 ) enrichments are

F\ = 0.03A/^,_;y; +0.192A/^,_c/ +0.032A/^/_^ + 0.312Ac/_c/ +0.103AQ_ji^ +0.008A^_^

F2  = 0.0003A^,_^,- + 0 .0 2 A;Y(-Cf 0.003A^^_;^ + Q.3\2Aqi_qi + 0.103A(ji_i^ -f 0.008A/^_/^

F3 = 0.013Ayy,_^; — 0.126A;y,_c/ -0.021A//;_^ + 0.312Aq _qi + 0.103Aqi_ ĵ  + 0.008Ay^_^

w here A^^ corresponds to (Ô) - 1) • In figures 7.3 and 7.4, the RMC

solution is compared to the direct first-order and second-order differences. 
Com pared w ith straight-forward isotopic differencing, the RMC m ethod has 
the advantage of powerful additional constraints on ion size and density 
w hich ensure the solution partials are physically consistent w ith  each other. 
This is best illustrated (see figure 7.4) for the case of the unique Ni-Ni partial, 
w here using RMC enforces a physically realistic solution.

The RMC model-F partial structure factors are show n in figure 7.5. As 
expected, the unique partial exhibits a large peak at 2  ~ 1 Â 'i which
makes a substantial contribution to the FSDP in the total scattering and is 
m uch larger than in pure NiCl2  [7.8]. Rather surprising is the presence of a 
trough, ra ther than a peak, at approxim ately the same position  in the 
^Ni-K^Q) partial. The PSF also exhibits a greatly enhanced FSDP
com pared to the pure salt. However, this partial is not unique although the 
w eighting of the Ni-Cl term in the second-order difference F7  (see figure 7.3) 
strongly suggests it is almost correct. There appears to be no obvious low -g  
peak in which is consistent w ith the lack of a FSDP in the total
structure factor for the 'zero-scattering' sample (no significant contribution 
w as expected from S ^_o(0 ) and Sq _ci{Q) because of the absence of low -g  
peaks in the same partials for the pure salts).

In order to identify the structural features induced by the additional isotopic 
information, particularly regarding the Ni-Ni correlation, available to the full 
RMC model, it is helpful to make comparisons w ith the provisional model.
An advantage of this approach is that the differences between the two models 
will be virtually independent of the residual error in the estim ated density 
(since the same value is used in both models). Figure 7.5 shows the model-P 
SNi-Ni(Q) and Sĵ i_k̂ {Q) partials and there clearly is a less prom inent FSDP in 
the form er and a correspondingly less pronounced trough  in the latter.



compared to the model-F partials^. To find out w hat this corresponds to in a 
3-D model, the real-space Ni-Ni and Ni-K functions are com pared in figure 
7.6. This com parison suggests that m odelling the prom inent FSDP in the 
unique % /_///(g) partial gives rise to an increase in the num ber of K+ ions, 
and conversely a reduction in the number of metal cations, as next nearest 
neighbours to Ni^+ ions. This observation is confirmed by comparison of the 
m ean coordination numbers, each averaged over five successive equilibrium  
configurations, as shown in table 7.3. Furthermore, as illustrated in figure 7.6, 
crudely removing the large FSDP in %/_Af/(g) has the effect in real space of 
substantially increasing the size of the first (next nearest neighbour) peak. 
Clearly, RMC m odelling suggests there is chemical ordering on the length 
scale of IRO, involving Ni^+ and K+ ions, which is manifest as an anti-phase 
relationship betw een the peaks in % _M (g) and %/_jS:(g) at low g . This 
behaviour w ould seem to m irror the more familiar anti-phase relationship 
betw een peaks at g  ~ 2 Â 'I in the m etal-metal and m etal-anion PSFs (as 
evident in the RMC partials and generally for pure m olten salts) w hich is 
widely regarded as a signature of the Coulombic nature of interionic forces.

Further insight into the possible origins of the enhanced IRO can be gained 
from  com parison of the bond angle distributions (again, averaged over 
several statistically-independent RMC configurations) for the two m odels as 
show n in figure 7.7. M odelling the prom inent FSDP in  leads to
pronounced peaks at approxim ately 90° and 180° in the model-F Ni-Cl-Ni 
function. That this is consistent w ith an increase in the proportion of K+ next 
nearest neighbours to Ni^+ cations can be visualised from figure 7.8 which 
illustrates the likely effect on the conformation of corner-linked and edge- 
sharing nickel-centred units. There is also some indication from the general 
depression of the Ni-Ni-Ni function at low angles of a 'straightening out' of 
linked units. Furtherm ore, because the main effect in real space of crudely 
rem oving the enhanced FSDP in Sj^i^ciiQ) (see figure 7.9) appears to be to 
shift the second peak to lower r, a large FSDP in this partial seems to be 
associated w ith relatively isolated nickel-centred units and is thus consistent 
w ith  the concept of more rectilinear, linked chains of such units. Bond 
netw ork analysis (see table 7.4) appears to be consistent w ith this simple 
picture, w ith the RMC structures shown to be dominated by branched chains 
and  com plex units (containing loops and rings) ra ther than  entities 
corresponding to discrete NiCU^- tetrahedra. Visual inspection of a typical

2 This is to be expected since a unique Ni-Ni partial can in principle only be obtained if all 
the isotopic data is used otherwise RMC will generate a much less structured solution.
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'slice' th rough  a model-F RMC configuration, as show n in figure 7.10, 
confirms this general impression.

Clearly, RMC m odelling suggests that the prom inent FSDP in the model-F 
SNi-NiXQ) partial arises (indirectly) from the increased num bers of K+ ions as 
next nearest neighbours to Ni^+ ions. This is broadly consistent w ith, and 
lends support to, the m odel suggested in the preceding com position study 
(chapter 6 ). However, the lack of a clear peak at approximately 180° in the Ni- 
K-Ni bond angle distribution (figure 7.7), coupled w ith the small num bers of 
discrete NiCU^- tetrahedral units, indicates that strong charge ordering by the 
alkali counter-ions, in the m anner illustrated  in figure 8.19, is no t a 
significant feature of the RMC m odel. The alm ost featureless K-K-K 
distribution w ould seem to imply that the I<C' ions occupy quite disordered 
sites in the structure. However, the increased order in the model-F Ni-K-Ni 
bond angle distribution, compared to that for model P, suggests that the alkali 
cations do begin to take up ordered positions relative to the Ni^+ ions. Thus 
the featureless K-K-K distribution w ould actually seem to reflect the random  
orientation of linked nickel-centred units and the random  distribution  of 
such chains w ith respect to each other. At this stage, it is w orth pausing to 
note two points. Firstly, there is no direct inform ation available from  the 
isotopic data concerning the partials involving potassium  so RMC may 
simply be under-estimating the order in the Ni-K, Cl-K and K-K correlations. 
Indeed, it should always be borne in mind that the discussion only ever refers 
to a particular model and that other, perhaps more obviously Tattice-like' and 
ch arg e -o rd ered , s tru c tu res  have not  been ru led  out. Secondly, the 
com position  is know n to fall short of the critical 2 / 3  alkali halide 
concentration, w hich could explain the smaller than expected num ber of 
discrete tetrahedral units and hence also why a more strongly charge-ordered 
RMC structure is not apparent.

The findings from RMC m odelling of m olten NiClz-KCl do share some 
similarities to those of Borjesson et at [7.9] for fast-ion conducting glasses. The 
addition of Agi to a phosphate or borate glass host m aterial gives rise to a 
proportionate increase in the size of the FSDP at g  -  0.7 Â 'I [7.10]. RMC 
m odelling by Borjesson and co-workers suggests the enhanced FSDP arises 
not from  correlations involving the additive. Agi, bu t from  local density 
fluctuations in the phosphate network stemming from the requirem ent to 
m aintain the connectivity of oxygen-sharing PO4  tetrahedral units while the 
network is being diluted by the increasing salt content.
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As regards the local structure of the Nf2+ ion, the results indicate the local 
coordination is mostly fourfold and almost regularly tetrahedral, in addition 
to being m uch better o rdered  than in pure NiCl2 . The average anion 
coordination, estim ated directly from the second-order difference G7 (see 
figure 7.4), is approximately 3.6 ± 0.2. A similar m ean value of 3.7 ± 0.2 is 
obtained from RMC m odelling and the distribution (figure 7.11) suggests 
m ost units are fourfold coordinated (although a sizeable p roportion  are 
threefold coordinated). From the position of the first, mainly Ni-Cl, peak at r 
~ 2.28 A  and the second, mainly Cl-Cl, peak at r ~ 3.6 A in the G(r) data, a 

ratio of approximately 1.58 is obtained, which is close to the value of 
(= 1.63) expected for a regular close-packed tetrahedron. RMC bond angle 

d istribu tions (see figures 7.11 and 7.12) confirm  an alm ost regularly  
tetrahedral local geometry for the Ni2+ ion. The Cl-Ni-Cl function exhibits a 
single prom inent peak at ~ 98°. Although this is not very close to the 109.5° 
expected for a regular tetrahedron, a predominantly octahedral geometry can 
be ruled out because there is no large peak at 180°. The Cl-Cl-Cl function also 
exhibits a single peak at ~ 53° which, again, is not far off the expected value of 
60° for a regular tetrahedron. The better ordered local structure is apparent 
from the comparison of radial distribution functions (RDFs) in figure 7.9. The 
Ni-Cl principal peak for m olten NiCl2 -KCl is clearly m uch taller, w ith  a 
reduced  FWHM and a deeper first m inim um , at low er r , com pared to 
m o lten  N iC l2 - These findings are w holly in accord w ith  those of the 
preceding composition study.

7.3.2 The structure of molten Z nC h-K C l

The total structure factors and corresponding total pair distribution functions 
for the three ZnCl2 -KCl m olten salt samples are shown in figures 7.13 and 
7.14, respectively. A ttem pts w ere m ade to m odel all three data-sets 
sim ultaneously using RMC in m uch the same manner as already described 
above for the nickel isotopes experiment. Unfortunately, the results (not 
shown) clearly indicated that the three structure factors were inconsistent 
w ith  the same RMC structural m odel and hence w ith each other. This is 
borne out from modelling the data using the model-F RMC partials, obtained 
from  fitting the nickel isotopes data, w ith the appropriate Faber-Zim an 
coefficients. It can be seen from figure 7.14 that while a good fit is obtained in 
real space to the Zn-Cl principal peak at r ~ 2.3 Â for the ^ ^ c i-e n ric h e d  
sample, there is an increasingly poor match w ith the data for the other two 
sam ples as the total coherent scattering d im inishes. The m ism atch, 
particularly  in the case of the weakly-scattering 37ci_enriched sam ple, is
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thought to be due to errors in the container correction and associated errors 
in the norm alisation of the data. Such errors provide an explanation of w hy 
there is a good match between model and data in the shape and size of the 
FSDP for the ^^Cl-enriched sample bu t not for the other tw o samples. The 
problem arises from using fused quartz, which is not a featureless scatterer, as 
the sam ple container m aterial. In Q space, there is a quartz  peak at 
approxim ately 1.5 A 'l so even a small error in the container correction will 
lead to either a deeper, or shallower, trough on the h igh-g  side of the FSDP 
and  this w ill affect the apparen t height and position of tha t feature - 
particularly if it is small. Unfortunately, TOP data invariably seems to contain 
spurious slopes in Q space manifest as features at low r in  the Fourier 
transform and this makes it difficult to use the Si-O principal peak position in 
quartz of r ~ 1.6 A as a guide to the accuracy of container correction. Given 
the inconsistencies^ between the isotopic data-sets, the rest of this discussion 
will focus on the data for the ^^Cl-enriched sam ple, w hich will be least 
affected by errors in the container correction and for which a RMC structural 
solution providing an excellent fit in Q space was also obtained (see figure 
7.13).

Again, a random  RMC configuration containing N=2400 atoms satisfying the 
appropriate geometrical constraints was the starting point for m odelling the 
structure factor data (the effective simulation size was approximately 21.6 A). 
Initial attem pts at modelling indicated an error in composition similar to that 
encountered  w ith  the NiCU-KCl data. Again, tests suggested the true 
composition was closer to 60% KCl - which was adopted in the final RMC 
m odel and for modelling using the model-F RMC partials - rather than the 
nom inal 67% KCl. This is not surprising, since the same systematic error 
leading to KCl-deficient N iC^-KCl samples is equally likely to affect the 
Z n C l2 -KCl samples. The final RMC solution achieved a best-fit of 
approximately 1.1. The fit in real space can be seen in figure 7.14 and although 
there  is clearly some problem  in resolving the K-Cl and  Cl-Cl partia l 
structures w here they overlap at approxim ately 2.9 Â, the RMC solution 
generally provides a good match to the data. As usual, several statistically- 
independent equilibrium configurations were collected for averaging of their 
structural properties.

 ̂ The inconsistencies are confirmed by direct isotopic differencing, which reveals a large 
peak and a trough, respectively, at r ~ 2.6 Â (corresponding to the 0 - 0  principal peak 
position in quartz) in tire two second-order differences.



RMC coordination num ber and bond angle distributions relevant to the 
local structure of the metal cation are shown in figure 7.11, and these clearly 
indicate a regular tetrahedral geometry just as in pure m olten ZnCli. The 
m ean anion coordination of Zn^+ ions is approximately 3.7 ± 0.1, w ith the 
fourfold coordination being most likely. The Cl-Zn-Cl bond angle distribution 
peaks (almost symmetrically) around 104° and is little different to that 
obtained by RMC for pure ZnC h [7.11]. The principal Zn-Cl and Cl-Cl peak 
positions in G(r) of ~ 2.3 and 3.7 Â, respectively, are also little different and 
confirm a similar r__fr^_ ratio of -  1.61. In addition, the height of the Zn-Cl 
principal peak in the RDF of approximately 18 ± 1  does not differ m arkedly 
from that for pure ZnCb- Clearly, the results seem to confirm the persistence 
of the ZnCl2  local structure in the mixtures as suggested by Allen et al [7.1]. 
Furtherm ore, the lack of change in the position of the Cl-Cl principal peak in 
the ZnCl2 -KCl mixtures, in contrast to the shift to high r observed in the case 
of m olten N 1C12-KC1, is consistent w ith the suggestion m ade in the preceding 
composition study that the local geometry of the metal cation in pure molten 
NiCl2  is quite dissimilar to that in pure ZnCl2 .

As regards the anion structure, the coordination num ber d istribution in 
figure 7.12 highlights the dramatic reduction in density compared to molten 
ZnCl2 , w ith the mean coordination number falling from ~ 1 0 . 6  dow n to ~ 8.5. 
M olten ZnCl2 -KCl does not appear to retain the dense, close-packed anion 
structure of the pure salt (a similar change does not occur in the case of the 
N iC l2 -KCl melts largely because the anion structure in pure m olten N 1C12 is 
m uch less dense to begin with). This is not surprising given the evidence for 
the breakdow n of the 'netw ork liquid ' structure of pure ZnCl2  upon the 
add ition  of alkali halide (see [7.1] and references therein). The loss of 
connectivity appears to be confirmed by the disappearance of the peak present 
at ~ 107°, and the dim inution of the peak at ~ 57°, in the Cl-Cl-Cl bond angle 
d istribu tion  for pure ZnCl2 . Note that the apparent reduction in  external 
constraints on the linkage of tetrahedral ZnCU^' units seems to have little 
effect on the local structure of the Zn^+ cation, w hich appears rem arkably 
stable and resilient.

In order to discuss interm ediate range order, it is necessary to tu rn  to 
m odelling and make comparisons w ith the results for m olten NiCl2 -KCl. 
From figure 7.13, it can be seen that the FSDP in the structure factor for the 
35ci-enriched sample is of a similar size and shape to the model FSDP but is 
positioned at slightly higher Q and appears to be somewhat narrower. Firstly, 
this im plies a strong  sim ilarity  betw een the tw o system s as regards
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interm ediate range order. Secondly, the relative sharpness and position of the 
feature in m olten ZnC^-KCl may possibly reflect the more efficient packing 
possible in this case due to the better ordered, more regularly tetrahedral local 
structure of the Zn2+ cation (see figure 7.11).

In general, a strong similarity between the structures of the two molten salt 
systems is evident from the excellent match between the am plitudes of all the 
m ain peaks in the total structure factors for model and data. The RMC partial 
structures for molten ZnCl2 -KCl (see figure 7.15) are also very similar to those 
for model F (figure 7.5) especially in the case of those PSFs which contribute 
m ost to the total scattering. In addition, the bond angle and coordination 
num ber distributions (figures 7.11 and 7.12) suggest nearly similar local and 
anion structures. Any remaining differences between the mixtures appear to 
be vestiges of the dissimilar pure salt structures. For example, the Cl-Ni-Cl 
bond  angle d istribution in figure 7.11, w hen com pared to the Cl-Zn-Cl 
d istribution, appears to be slightly skewed tow ards that expected of an 
octahedral geometry. Differences in the results of bond network analysis (see 
table 7.4) can also be interpreted as arising from the dissim ilar pure salt 
structures. The general similarity between the two m olten salt systems is 
perhaps not surprising given the almost identical ion sizes of the tw o metal 
species. However, this naturally begs some questions as to the reasons for the 
clearly different structures of the pure salts, which are considered (briefly) 
next.

7.3.3 The structures of the pure ZnClz and NiClz m elts

The Zn^+ cation has been found to have a tetrahedral coordination in 
crystalline polymorphs of pure ZnCl2  and in the glass phase [7.12]. In contrast, 
the N12+ cation has an octahedral coordination w ithin a layered CdCl2 -type 
structure, in the crystalline phase of pure N iC h [7.13]. RMC m odelling by 
McGreevy and Pusztai [7.11] suggests that, in common w ith a range of other 
m onovalent and divalent metal halide salts studied, the ZnCl2  and NiCl2  

melts retained the basic local symmetries of the corresponding crystals from 
w hich they fused. This conclusion is, of course, wholly consistent w ith the 
cu rren t findings and the com position study discussed in  the preceding 
chapter. Obviously, to explain the differing structures, effects other than 
sim ple ion size m ust be invoked. From a neutron diffraction study of the 
nickel halides. Wood and Howe [7.3] suggested a model involving reduced 
charge transfer arising from hybridisation of the metal d-band and anion p- 
band. The electronic structure of Ni^+ is d^ and is therefore quite different to
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that of Zi\2+ which has a completely-filled d shell. It appears very likely that 
such differences play a part in determ ining structure. Indeed, it has been 
suggested [7.14] that the large deficit in the entropy of melting of pure ZnCl2  is 
associated w ith the persistence of a strong network of partially covalent bonds 
arising from hybridisation of d states on Zn^+ w ith p states on Cl". More 
recently, Wilson and M adden [7.15] have put forw ard a simple ionic model 
w hich includes the effect of induced dipoles on the structure of divalent 
metal halide melts consisting of a small, highly polarising cation and a large, 
highly polarisable anion, such as ZnCl2 - Computer sim ulation [7.16] shows 
th a t this polarisable anion m odel, unlike those based upon  a rigid-ion 
assum ption, can reproduce observed experim ental features such as the
overlap of principal peaks in (r) and g (/•) as well as the FSDP in
H ow ever, given the almost identical metal ion sizes, it seems unlikely that 
the differences in structure of ZnCl2  and NiCl2 can be explained simply by 
including polarisation effects in a simple ionic model. It still seems necessary 
to invoke 'covalency' effects arising from the detailed electronic configuration 
as an explanation for the different m elt structures and for such non- 
Coulombic features as adjacent layers of anions in the CdCl2  structure of 
crystalline NiCl2 -

7.4 Summary

The general trends in structural modification for NiCl2 -KCl m olten salt 
m ixtures, first identified in the preceding com position study, have been 
confirm ed by isotopic substitu tion  of the nickel species at a specific 
composition. RMC modelling of the isotopic data-sets has made it possible to 
ensure a physically consistent set of PSFs. The unique partial
obtained in this m anner exhibits, unlike the corresponding PSF for m olten 
N iC l2 , a prom inent FSDP thus confirming the existence of enhanced IRO in 
the mixtures. The RMC findings also confirm a better ordered, more regularly 
tetrahedral local structure around the N l2 + ion and the dom inance of the 
anion structure by the metal cation. Comparison of RMC models obtained by 
fitting to all or part of the isotopic data has made it possible to identify the 
structural features arising from modelling the prom inent FSDP in <$'^-^((2)- 
The results suggest the enhanced IRO in the mixtures arises from increased 
num bers of K+ ions as next nearest neighbours to Ni2+ ions. This is broadly 
consistent with, and lends support to, the model suggested in the preceding 
com position s tudy  in w hich the alkali cation plays a central role in 
prom oting IRO. A lthough it was not possible to obtain detailed inform ation 
about the anion structure in m olten ZnCl2 -KCl, RMC m odelling of the
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structure factor for the most strongly scattering 35ci enrichm ent d id confirm 
the persistence of the tetrahedral ZnCl2  local structure. M odelling also 
confirm ed the general sim ilarity to m olten N 1C1 2-KC1, w ith  any residual 
differences between the two molten salt systems appearing to be vestiges of 
the dissimilar structures of the pure NiCU and ZnCU melts.

The som ew hat narrow er FSDP at slightly higher Q in  m olten ZnCl2 -KCl, 
com pared to that in m olten NiCl2 -KCl, hints at the im portance of well- 
ordered local units as regards IRO in the mixtures. In this context, the study of 
structural modification in alkali chloro-aluminate melts, as detailed in  the 
next chapter, is of particular interest.
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N iC l2-K C l Z n C l2-K C l
__________________ natjqj zerojNji 62]\ri___________3 5 ç i m ixQ  37q

bcoh (fm) 10.31 1.045 -6.75 11.59 7.41 3.68

Table 7.1. Coherent scattering lengths for the isotopic enrichments used in 
each sample. The individual scattering lengths of each isotope were taken 
from Sears [7.7].

Salt_______Ionic radii (A)______ ?•+//•_

N iC li 0.72 0.43

ZnClz 0.74 0.46

Table 7,2. Comparison of crystal ionic radii for the divalent m etal,cation 
in the solid phases, and ratios of ionic radii (/+ /r_) in the liquid phases, of 
M C I2  and ZnCl2 - A close similarity in metal ion sizes is also suggested by 
the almost identical first-peak positions in G(r) for the two m olten salts 
(see table 6 .2 ).

N eighbour Mean Coord, number
 type___________ Model P Model F

N12+ 3.5 ±0.2 3.0 ±0.2

K+ 6.3 ± 0.2______ 6.7 ±0.2

Table 7.3. Next nearest neighbour coordinations of Ni^+ averaged over 
several equilibrium  configurations ( of 6  A in all cases) for m olten 
N iC l2 -KCl. The error bars have been estim ated from the variation in 
coordination num ber between successive RMC configurations so the true 
errors in the m ean values shown above are probably less than indicated.



RMC m odel Branched chains Complex units
  (all > 3 atoms size) 5 atoms size  all sizes

NiCl2 -KCl P 95 27 15

F 104 35 31

ZnCl2 -KCl 6 8 28 16

Pure NiCl2 25 3 15

Pure ZnCl2 4 0 1

Table 7.4. The results of bond network analysis (averaged over several 
equilibrium  configurations) for the RMC models. The total num bers of 
branched chains and complex units (containing loops and rings) formed by 
neighbouring metal cations and anions, separated by no more than 2 . 8  Â, 
are shown. The branched chains of 5 atoms size correspond to discrete 
tetrahedra. The much greater numbers of such discrete units, in addition 
to branched chains and complex units, in the mixtures com pared to the 
corresponding pure m olten salts is consistent w ith the 'netw ork-breaker' 
role of the alkali halide as supported by previous com position studies. 
Any quantitative differences betw een the m ixtures in the degree of 
netw ork breakdow n e.g. the smaller number of branched chains in molten 
Z n C l2 -KCl, appear largely to be vestiges of the structural differences 
betw een the pure molten salts.
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Figure 7.2. Total pair distribution functions (dotted curves) for the NiCl2 -KCl 
samples compared against the corresponding RMC fits (solid curves). Note that the 
'zero-scattering' sample clearly does not have a coherent scattering length of exactly 
zero for nickel because a small Ni-Cl principal peak is still visible at r ~ 2.3 Â.



2.5

First-order differences
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Figure 7.3. Comparison of the direct first- and second-order differences (dotted 
curves) against the model-F RMC solution (solid curves), for the NiCl2 -KCl data.
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Figure 7.4. Comparison of the real-space functions obtained from the direct 

second-order differences (dotted curves) shown in figure 7.3 and the RMC 
solution (solid curves). Note that the Ni-Ni partial is clearly unphysical at low r 
and RMC is essential to obtaining a realistic solution. The spurious peak and 
trough at r -  2.3 and 3.4 Â, respectively, appear to correspond to the features 
between Q ~ 2 and 6  À-1 in Fg (see figure 7.3) which are not modelled by RMC.



17.5
Partial structure factors for m olten N1C12-KC1
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Figure 7.5. Comparison of RMC partial structure factors for model F (solid 
curves) and model P (dashed curves). The three PSFs for pure molten NiCl2 , 
from the isotopic study of Newport et al [7.8], are also shown as dotted curves.
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Figure 7.8. Illustration (exaggerated) of the apparent effect of increased 
numbers of K+ ions as next nearest neighbours to nickel, on the conformation 
of a) comer-linked and b) edge-sharing NiCl^^' tetrahedral units in molten 
NiCl2 -KCl. The atoms are shown to reduced scale (for clarity) with chlorine 
coloured green, nickel coloured red and potassium coloured orange. The 
bonds' do not imply the existence of actual bonds but simply serve to 
highlight the geometry of (mainly) ionic complexes. In (a) it can be seen how 
the large K+ ions promote a more rectilinear conformation of comer-linked 
tetrahedral units (although only two linked units are shown, the same will be 
true of larger linked chains). In (b) a similar process can be seen at work in the 
case of edge-sharing tetrahedra, where the large K+ ions will limit the 
movement of the two wings' around the axis joining the bridging chlorine 
atoms (dotted line) thus giving rise to a more symmetrical structure.
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Figure 7.10. A 'slice' ( 8  Â thick) through the middle ([200] plane) of a typical 
RMC model-F equilibrium configuration. The large green spheres represent 
chlorine atoms, the orange spheres the potassium and the small red spheres 
correspond to nickel. The diameters (based on crystal ionic radii) of all the atoms 
have been scaled by 0.5 in order to enable the "bonds' (a purely geometric 
definition), drawn between all Ni and Cl atoms with separations of less than 3 Â, 
to be clearly seen. Note the relatively short chains of nickel-centred units and the 
disordered distribution of potassium ions.
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Figure 7.11. RMC coordination number and bond angle distributions relevant 
to the local structure of the metal (M) cation in NiCb-KCl and ZnCb-KCl 
molten salt mixtures. Comparison is made with the corresponding functions 
from a RMC configuration (courtesy of R.L. McGreevy [7.11]) obtained by 
fitting to isotopic data for pure molten NiCb [7.8].
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Figure 7.12. RMC coordination number and bond angle distributions 
pertaining to the anion structure in NiCl2 -KCl and ZnCl2 -KCl molten salt 
mixtures. Comparison is also made with the corresponding functions from 
a RMC configuration (courtesy of R.L. McGreevy [7.11]) obtained by 
modelling isotopic data for pure molten ZnCb [7.2].
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17.5 RMC partial structure factors for m olten ZnCl2-KCl
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Figure 7.15. RMC partial structure factors for molten ZnCl2 -KCl obtained from 
fitting the F(Q) data for the ^Scpgnriched sample (solid curves). Partial 
structure factors for pure molten ZnCl2 , from the isotopic study of Biggin & 
Enderby [7.2], are also shown (dotted curves).



Chapter 8

The structure of liquid AICI3 and structural 
modification in AICI3-MCI (M=Li,Na) molten salt

mixtures

(Expanded version of article published in J. Phys. : Condens. Mat., 1994, 6(47),
10193-10220)

Abstract

th e  scattering from pure liquid AICI3 and AICI3-MCI (M=Li,Na) binary molten 
salt mixtures has been measured by time-of-flight neutron diffraction. Reverse 
Monte Carlo simulation of the AICI3 data, whilst confirming a regular tetrahedral 
local geometry for the AP+ ion, challenges the accepted view of the structure as 
consisting (predominantly) of discrete AI2CI6 dimers. Tlie data for the mixtures 
suggests the connectivity in the structure of pure AICI3, formed by Al-Cl-Al 
bridges, is proportionately reduced upon the addition of alkali halide as isolated 
AICI4" units are created. In addition, a gradual shift in the position of the first sharp 
diffraction peak to higher Q is observed, implying a systematic reduction in the 
length scale of intermediate range order. The findings for the mixtures are 
generally consistent with those from previous structural studies using X-ray 
diffraction and also with Raman and electrochemical measurements.

8.1. Introduction

There is considerable evidence for the existence of a series of complex ions ; 
AICI4 ", AI2 CI7" and AI3 CI1 0 ’ in alkali chloro-aluminate melts for acidic (i.e. > 50% 
AICI3 ) compositions. The presence of such structural units was first reported in 
studies of AlCl3 -NaCl melts by Raman spectroscopic analysis [8.1] and 
thermodynamic measurements [8.2]. The proportion of AI2 CI7 " ions was found 
to increase w ith AICI3  concentration, and at compositions close to the pure salt 
endpoin t the presence of an  additional species, m ost likely AI3 CI1 0 ', w as 
indicated. The proportion of isolated AICI4 " tetrahedra was also show n to 
increase w ith temperature at all compositions. More recently, these trends have 
been confirmed for AlCl3 -NaCl and AICI3 -KCI molten salt m ixtures by X-ray 
[8.3] and neutron diffraction [8.4] studies, respectively. All the complex ion 
species are essentially polymeric - being based on the same fundamental unit of 
AICI4 " tetrahedra sharing corners. However, the precise structures are not well 
established and there is some disagreement as to w hether the higher-order 
species (AI2 CI7" etc.) have a linear or, as suggested by ah initio molecular orbital
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(MO) calculations [8.5] which take into account the effects of bond polarisation, a 
bent Al-Cl-Al bridge. Blander et al [8.4] achieved optimum fits to structure factor 
data  for acidic AIX3 -KX (X=Cl,Br) melts using a bent-bridge angle of 
approximately 110° for AI2 X7 " which was consistent w ith MO calculations and 
the X-ray diffraction analysis of crystalline KA^Bry [8 .6 ].

In contrast to the AlCl3 -rich melts, the equimolar compositions are regarded as 
relatively simple systems consisting mainly of AICI4 '  tetrahedra and alkali 
cations. The EMF measurements of Boxall et at [8.2] indicate this is the case for 
the AlCl3 -NaCl system and also suggest a high degree of charge ordering 
between complex anions and alkali counter-ions ; a model which appears to be 
confirmed by analysis of X-ray diffraction data for equimolar AICI3  + LiCl [8.7] 
and AICI3  + NaCl [8 .8 ] molten salt mixtures.

In earlier studies (see chapters 6  and 7) of divalent metal chloride - alkali 
chloride melts, similar charge-ordered structures were reported for systems such 
as NiCl2 -KCl near the critical 2 / 3  alkali halide concentration. The formation of a 
charge-ordered structure in mixtures involving 2 : 1  molten salts appears to be 
dependent on the type of alkali cation - large ions such as K+ promote structural 
modification whereas small ions such as Li+ give rise to admixtures of the pure 
salt structures - and also seems to be associated w ith enhanced interm ediate 
range order (IRO). In order to explore the effects of reducing the size of metal 
cation and greatly increasing its polarising power, studies have been extended to 
the trivalent metal chloride - alkali chloride molten salt mixtures which are the 
subject of the present chapter.

The secondary aim of the investigation was to gain further insight into the 
structure of pure liquid aluminium chloride, not only by m easurem ent of the 
total structure factor for the pure salt bu t also from the structural modification 
observed in the mixtures. The 'established' model of molten AICI3  is that of a 
fluid of AI2CI6  dimers each formed by edge sharing of two somewhat distorted 
AICI4 " tetrahedra. The anomalously large volume increase upon melting from an 
octahedral coordination in the crystal ([8.9] and references therein) and the 
results of an early (1951) X-ray diffraction study of the liquid [8.10] are often 
cited in  support of this rather idealised model. However, both AICI3  and ZnCl2 , 
which is believed to have a very different 'network liquid' structure made up of 
corner-linked ZnCU^" tetrahedra, share some intriguing similarities in their 
physical properties e.g. a low melting point and very low conductivity in the 
melt. In the light of this observation, detailed analysis, including reverse Monte 
Carlo (RMC) modelling, of neutron diffraction data for liquid AICI3  has been
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undertaken. RMC has also provided partial structure factor (PSF) information 
which has facilitated analysis of the data for the mixtures.

8.2. Experimental details

The mixtures were prepared using pure (> 99.99%) anhydrous single salts 
heated under vacuum  to minimise their moisture content. However, vacuum  
drying could not be used for AICI3  because of its high vapour pressure. Instead, 
a m ethod of sublimation drying was employed (see section 3.2.1) w ith  the salt 
being heated gradually, over a period of about 3 days, to approximately 150°C 
w hilst being continually evacuated by a diffusion pum p. The sublim ed salt 
vapour was collected in a condensation trap (~ -5 °C) leaving most of the water 
vapour to continue to the pum p. Microanalysis gave an upper limit for the 
concentration of water in the sublimed AICI3  of ~ .5 % by weight. Mixtures of 
the desired composition were obtained by weighing out the appropriate masses 
of the dried  salts. The general sample preparation procedure is detailed in 
chapter 3. The lithium chloride used in mixtures w ith aluminium chloride was 
isotopically enriched (> 99.99% ) in ^Li to avoid the very large absorption cross- 
section for neutrons of the ^Li isotope.

The data was collected in two separate time-of-flight (TOP) neutron diffraction 
experiments using the SANDALS instrument at Rutherford ISIS. In the first, the 
scattering w as m easured for samples of 0(200°C), 30(300°C), 45(300°C), 
70(740°C) and 100%(820°C) NaCl w ith AICI3 . In the second experim ent, 
m easurem ents were made for samples of 25(280°C), 50(280°C), 70(625°C) and 
100%(640°C) LiCl with AICI3 . Multiple scans were performed for each sample to 
check w hether structural changes in sample or container, from incomplete 
mixing or chemical attack, occurred during data collection. Only scans that 
agreed to within statistical error were integrated. In both experiments, data was 
collected for the empty container (at low and high temperatures close to the pure 
salt melting points), furnace backgrounds and a vanadium calibration.

The raw SANDALS data was analysed using the Rutherford ATLAS package 
[8.11] in the m anner described in chapter 4. Reliable furnace corrections were 
essential because of the very large furnace background on SANDALS. Even with 
appropriate corrections (details of the precise parameters and how they were 
chosen are given in section 4.4) there was marked disagreement betw een the 
vanadium-calibrated scattering from different detector groups. This is believed 
to be due to sam ple-dependent background scattering which, fortunately, 
appears to be mostly in  the form of monotonie g-space slopes evident as

96



spurious features at low r in real space. The problem was minimised using a 
program, SUBSELF [8.12], which effectively corrected the scattering by fitting a 
theoretical low -r base-level (based on sample composition) to the Fourier 
transform  (FT) and then back-transforming. The resulting excellent agreement 
betw een detector groups made inelasticity corrections redundant, and also 
m eant that data could be m erged over a wide Q range thus generating 
composite F{Q) functions w ith im proved statistics. Because of the lack of 
isothermal compressibility data, the experimentally inaccessible low- Q portion 
of the data was simply extrapolated. Fortunately, because of the dependence 
of the FT this makes little difference to the real-space picture.

The G(r) functions were obtained by Fourier transform ation of F(g) data 
sm oothed at high g . No w indow  function was em ployed. In each case, 
comparison of the G{r) derived from the smoothed and unsmoothed F(g) data 
confirmed that mainly Fourier ripple was removed with marginal effect on real 
peaks (see figures 8 .1 -8 .2 ).

The data analysis param eters for the pure salts are given in  table 8.1. The 
density data used for the AlClg-rich mixtures w ith LiCl and NaCl were taken 
from Carpio et a I [8.15] and Boston [8.16], respectively. In the absence of 
published m easurem ents, the num ber densities for the 70% alkali halide 
compositions were linearly interpolated from temperature-extrapolated values 
for the equimolar and pure alkali halide melts.

8.3 Discussion

8.3.1 The structure of pure liquid AICI3

The local structure of the AP+ ion appears to be well defined w ith a regular, 
fourfold coordinated tetrahedral geometry. The F(g) and corresponding G(r) 
functions for liquid AICI3  are shown in figures 8.1 and 8.2, respectively. There is 
clearly a deep first minimum after the well-resolved Al-Cl principal peak in real 
space, implying little movement of anions into and out of the first shell. The 
m ean anion coordination num ber for this peak is ~ 4.0 ± .2 (the deep first 
m inim um  means this is a fairly reliable estimate). The ratio in G(r) of ~
1.66 is also close to that of a regular tetrahedron. However, comparison of the 

radial distribution functions (RDFs) for g^l^Qir) and gzn-ci^^^ (the superscript 
refers to the pure salt), as in figure 8.3, shows that although the principal peak in 
AICI3  is at lower r, it is shorter and broader w ith an FWHM of -.42 ± .05 
compared w ith ~ .27 ± .02 A  for ZnCl2 . The reason for this is apparent from the
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AI2 CI6  m olecular structure shown in figure 8.4(a) and the corresponding 
structural param eters in table 8.2. The Al-Cl principal peak is actually a 
combination of two overlapping peaks due to shorter, term inal, Al-CF and 
longer, bridging, Al-Cl^ bonds.

H owever, some details of the total pair distribution function appear to be 
inconsistent w ith  the 'estab lished ' view of the structure as consisting, 
predominantly, of such discrete AI2 CI6  dimers. In this regard, it should be noted 
that the only previous structural study, by Harris et al [8.10] using X-ray 
diffraction, is fundamentally flawed. The radial distribution curve presented in 
this earlier study is clearly affected by large FT truncation errors - the first 
m inim um  after the Al-Cl principal peak dips well below zero indicating a 
sizeable FT ripple amplitude (see figure 8.5). This error means the shape and 
position of the peaks m ust be deemed inaccurate and even puts into doubt the 
existence of those at high r. The absence in the neu tron  data of peaks 
corresponding to those at r ~ 5.6 and r > 7.5 Â, as claimed by Harris et al, 
appears to confirm the systematic errors in the earlier study. Unfortunately, 
Harris et al used their dubious values of peak position to deduce the structural 
param eters of the assumed AI2 CI6  dimer and obtained good agreement w ith the 
results of an electron diffraction study of the vapour phase [8.18] (for which 
there is strong evidence for the existence of dimers) thus 'confirming' their initial 
assumption. However, duplicating the approach of Harris et al and using the 
current peaks at r ~ 6.3 and 7.0 Â (instead of 5.6 and 6.5 Â), whose positions 
were verified using the Maximum Entropy Method (see [8.19] and references 
therein), for the interatomic distances 4-6 and 3-6 respectively in figure 8.4, leads 
to dimers w ith a structure even more distorted in the Al-Al direction. The shape 
of the Al-Cl peak on the high- r side is not consistent w ith Al-Cl® bond lengths 
significantly greater those in table 8.2, which implies the additional distortion 
w ould involve a reduced distance between the two bridging chlorine atoms. 
This w ould further intensify the 'overlap' problem of these atoms and makes 
such a structure appear unlikely. An alternative model involving corner sharing, 
in place of edge sharing, of tetrahedral units would seem more probable. The 
peaks at r ~ 6.3 and 7.0 Â agree quite closely with the two Cl-Cl distances of 6.13 
and 7.0 A  obtained in a modelling study of AlClg-n-BPC mixtures [8.21] at a 
com position know n to consist prim arily of corner-sharing AI2 CI7 " units. In 
addition, simple weighted averaging of the Al-CF and Al-Cl® bond lengths in 
table 8.2 provides a better match to the Al-Cl peak position of -  2.11 A  if 
polym eric corner-sharing tetrahedral units are assumed. For example, an 
estimate of ~ 2.13 Â is obtained for AI3 CI1 0 ’ units compared w ith -  2.18 À for 
discrete dimers. Furthermore, the peak positions for Al-Cl and Cl-Cl (2.11 and



3.5 Â) are close to those quoted for the isolated tetrahedral AICI4  '  species 
believed to predominate in the equimolar AICI3  + NaCl melt [8 .8 ] (2.13 and 3.48 
A), w hich w ould be consistent w ith a corner-linked structure involving less 
distortion of the tetrahedral units compared to edge-sharing dimers.

These observations call for a critical reassessment of some of the argum ents 
usually m ade in support of the 'established' model :
i) Electron diffraction studies of the vapour [8.18] ; as pointed out above, the 
only direct structural study [8 .1 0 ] suggesting a strong similarity between the 
liquid and vapour phases is seriously flawed. The vapour phase inevitably 
favours bound molecular states bu t the liquid environment and hence structure 
may be very different. In this context, it is interesting to note that the electron 
diffraction data [8.18] also indicates a trend of increasing deformation, and hence 
decreasing stability, for the halide series AI2X6 , X=MBr-^Cl, in the vapour phase. 
This implies that, of the three trihalides, AICI3  is least likely to have a dimer 
structure in the liquid.
ii) Ram an scattering experim ents ; these only provide indirect evidence on 
structure and the usual approach to interpretation, that of iteratively refining a 
self-consistent force model, often depends on arbitrary initial assignments of 
experimentally identified modes. Even a study [8.20] (see figure 8 .6 ) which uses 
ab initio MO calculations to show an apparently excellent agreement between 
m odel and experim ent is based on the assum ption of gas-phase dim ers - 
alternative models which could fit the data equally well, or better, do not appear 
to have been considered.
iii) The large increase in specific volume (~ 8 8 %) and entropy upon m elting of 
AICI3 , more than twice that observed for AlBrg ; this is certainly evidence of a 
unique structural transition but not necessarily for dimers in the liquid. The 
volume increase is usually explained entirely in terms of the dramatic change in 
coordination of the AP+ ion from octahedral in the crystal [8.9] to tetrahedral in 
the melt [8.10]. In the case of AlBr3 , the AP+ ion starts off w ith a tetrahedral 
coordination in a crystal molecular lattice of Al2 Br6  dimers which appear to be 
retained in the melt ([8.22] and references therein). Clearly, other fourfold 
coordinated structures, such as the corner-sharing tetrahedral units suggested 
earlier, would be as consistent with this explanation as AI2 CI6  dimers. A further 
weakness in the conventional explanation is to assume the difference in crystal 
s tructure  of the tw o salts accounts entirely for the m elting behaviour. 
Comparison of the packing fractions for liquid AICI3  (~ 40%) and AlBr3  (~ 50%) 
reveals the substantially greater void volume in the former which, in the opinion 
of the author, is difficult to reconcile w ith the notion of a similar dimer structure 
in both melts.
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It is clear from the above, that while the evidence is strong for a dramatic change 
in structure from the crystal state upon melting, it is very weak for specifically a 
dimer structure in the melt. Indeed, reconsideration of the historical arguments 
w ould actually seem to point to alternative structures.

Because the use of specific features of G(r) to make inferences about structure 
can be misleading, modelling of the data has been attem pted. Details of the 
chosen m ethod, RMC, can be found in chapter 5 so only an outline of the 
m ethod and its application will be given. The RMC algorithm is a variant of the 
standard Metropolis Monte Carlo (MMC) algorithm - the distinction being that 
RMC m inim ises the fit directly to the diffraction data w hereas MMC 
minimises the total potential energy. A random initial configuration containing 
N=2400 atoms satisfying the necessary closest approach and density constraints 
was always used. The size of the simulation cube allowed the model G(r) to be 
calculated up to r ~ 23.6 A. An initial fit was attempted to G(r) data, which 
allowed the closest approach distances to be fine tuned, before restarting from a 
random  configuration and fitting directly to the structure factor. As the model 
n eared  equ ilib rium  fluc tua ting  about a m in im um ), au tom atic
renorm alisation of the data, to improve the fit w ith the m odel F(Q), was 
allowed as a refinement. The renorm alisation factor never exceeded ± 5%. 
Statistically-independent configurations, each separated by at least 2N accepted 
moves, were collected for averaging of their properties once the model had 
clearly reached equilibrium.

The initial results of RMC modelling (henceforth known as model I), whilst 
confirming an almost regular tetrahedral local geometry for the AP+ ion, further 
challenge the accepted view of the wider structure. The model-I fit to the F(Q) 
data is show n in figure 8.7, along w ith the Faber-Ziman (F-Z) w eighted 
contributions of the RMC partials to the total scattering. The corresponding 
comparison in real space is shown in figure 8 .8 . The bond angle distributions 
(averaged over five independent configurations) relevant to local structure are 
shown in figure 8.9. The prominent peaks at ~ 107° in the Cl-Al-Cl function, at ~ 
60° in the Cl-Cl-Cl and at ~ 37° in Cl-Cl-Al agree closely with the values of 109.5, 
60 and 35.25°, respectively, of a regular tetrahedron. The coordination number 
d istribution (figure 8 .1 0 ) indicates strong physical constraints against anion 
coordinations greater than four, w ith the average being ~ 3.6, The tendency of 
the RMC to produce a solution with maximum configurational entropy means 
that observed anion coordinations of less than four are not necessarily features 
of the 'correct' solution - the structure may simply be insufficiently ordered. 
Given this characteristic, it is perhaps not surprising that the RMC structure
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contains few discrete molecules resem bling AI2 CI6  dim ers. Bond netw ork 
analysis (see table 8.3) reveals a large num ber of connected units bu t the 
majority (~ 75%) are branched chains and of the rem ainder - complex units 
containing loops and rings - only a few (~ 5%) appear to resemble AI2 CI6  dimers. 
However, this analysis also indicates few instances of the essential edge-sharing 
feature of the dimer. This was confirmed by visual inspection of thin 'slices' 
through the model, thus proving that a 3-D structure quantitatively consistent 
w ith the data and know n physical constraints can include alm ost no units 
corresponding to dimers. The 'slice' of a model-I RMC configuration shown in 
figure 8.11 illustrates the predominance of long, branched, mainly corner-linked 
chains of tetrahedral units w ith edge sharing occurring mostly w ithin units 
larger than dimers.

The model-I RMC structure resembles the picture of polymeric, corner-linked 
tetrahedra suggested earlier from semi-quantitative analysis of the G(r) data. 
The principal peak in the model-I g ^ x / ( r )  partial (the superscript denotes a 
RMC partial which, in this case, has been obtained by fitting to a single data-set) 
is centred at r ~ 3.7 Â implying a mean Al-Al separation significantly greater 
than quoted for the vapour and quasicrystal dimer structures (see table 8.2). The 
bond angle d istributions show n in figure 8.12 are also consistent w ith  
predom inantly corner-linked tetrahedral units. The broad peaks at ~ 120° in the 
Al-Cl-Al function and at ~ 25° in Al-Al-Cl, both indicating a bent bridge, are 
clearly inconsistent w ith the corresponding angles of ~ 90° and ~ 45° 
characteristic of the dimer. N aturally, the RMC angles are geom etrically 
consistent with the position of the principal peak in & ^ ^ /(r) .

A lthough only a single F(Q) data-set was available, the RMC m ethod can 
apparently (through the use of physical constraints) extract a great deal of 
information about the structure of liquid AICI3 . The most striking sign of this is 
the remarkably structured g ^ % { r )  partial. RMC might be expected to generate 
an almost unstructured Al-Al partial because of the low F-Z weighting i.e. there 
is little direct information about this partial in F(Q), which implies the Al-Al 
structure is being 'deduced' using the more directly accessible Al-Cl and Cl-Cl 
partial structures. Furthermore, the mean bridging angle of ~ 120° suggested by 
the peak in the Al-Cl-Al bond angle distribution is close to values obtained from 
ah initio MO calculations [8.4] for AI2CI7" (125.8°) and similar corner-linked units. 
However, notwithstanding the apparently high information content of the data, 
there remains a question as to what information about the 'correct' structure is 
absent and how this affects the RMC solution ? Clearly, it was necessary to try
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and explore the range of possible solution structures especially since isotopic 
data, and hence a unique set of PSFs, were unavailable.

The first tests conducted were on the effects of varying num ber density by ± 
10%. It was particularly important to check this because of the likely systematic 
errors in published density measurements due to the difficulties of purifying 
and handling liquid AICI3 . The main effect of varying the num ber density was 
on the vacancies in the local structure of the AP+ ion. For example, reducing the 
density by 1 0 % generated approximately 1 0 % more vacancies in the local 
structure and a proportionate reduction in the mean anion coordination number. 
However, the local geometry of the AP+ ion, as characterised by the relevant 
bond angle distributions, was scarcely affected. In addition, bond network 
analyses and the Al-Cl-Al and Al-Al-Cl bond angle distributions indicated that 
the predom inance of chains of mainly corner-linked tetrahedral units was 
preserved.

H ow ever, the critical question to be addressed was w hether significant 
num bers of dimers, or even units possessing the characteristic edge-sharing 
attribute, were possible in a RMC structure ? An attempt was made to answer 
this question by reducing the mean Al-Al separation from ~ 3.7 A, as in model I, 
to the ~ 3.3 Â expected for dimers thereby forcing increased edge sharing. This 
was done by fitting to an artificial data-set in addition to the original
F{Q). The more direct approach of explicitly including dim ers in the initial 
configuration, and using coordination constraints to preserve these discrete 
molecules during random  moves, had the drawback of requiring a great deal 
more computer time. The fit to the total structure factor obtained in this case 
(henceforth referred to as model II) is equally as good as for model I (see figures 
8.7-8.8). Comparison of bond angle and coordination number distributions with 
those of model I (see figures 8.9-8.10) reveals little change to the local structure. 
Increased edge sharing is evident from bond network analysis (table 8.3) w ith a 
larger proportion of connected units containing loops and rings. This appears to 
be confirmed by the bond angle distributions (figure 8 .1 2 ) w ith a prom inent 
peak emerging at ~ 90° in the Al-Cl-Al function and with the peak in Al-Al-Cl 
shifting closer to 45°, just as expected for edge-sharing dimers. However, the Al- 
Cl-Al function still exhibits a broad peak at ~ 115° and the peak in Al-Al-Cl falls 
slightly short of 45°. This indicates corner sharing is still a significant feature of 
the structure. Visual inspection of a series of thin configuration 'slices' (not 
shown) confirms that although there are at least 50% more instances of edge 
sharing in the model-II structure compared to model I, chains of mainly corner- 
linked tetrahedral units still predom inate (see figure 8.13). As regards the
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possibility of discrete dimers, the RMC results suggest the structure of liquid 
AICI3  may be only partially dimerised.

Although the model of liquid AICI3  as predominantly a fluid of dimers has not 
been disproved by RMC modelling, it has been shown that an alternative 
structure consisting mainly of polymeric, mostly corner-linlced tetrahedral units 
is consistent w ith  the data even after allowing for some uncertainty in the 
8A I - A 1O') partial- If isotopic data were available, the consequent reduction in the 
range of RMC solutions might make it possible to determine which of the above 
models is 'correct', particularly if the position of the principal peak in gAi~Al(A 
were to become more rigidly constrained^.

Having noted earlier the similarities in some properties of m olten AICI3  and 
ZnCl2 , the general structure suggested by RMC may be best described as a 
'sparse netw ork liquid'. In this context, it is interesting to note that the 
com parison of RDFs (figure 8.3) shows the second peak in the RMC Al-Cl 
function to be lower than for the Zn-Cl function of liquid ZnCl2 , just as expected 
from the comparatively more isolated, corner-linked tetrahedral units in liquid 
AICI3 . The new model is favoured over the 'established' one because of the 
greater plausibility of the former when considering the indirect evidence. For 
example, the greater void volume in liquid AICI3  compared w ith AlBr3  can be 
explained more readily if a skeletal network structure is assum ed instead of 
discrete dimers. Furthermore, because corner-linked AI2 CI2 '  units have been 
show n to predominate in AICI3 -KCI melts [8.4], even at compositions close to 
pure AICI3  (75%), and the suggestions of higher-order species like AI3 CI1 0 '  at the 
AlCl3 -rich end, a distribution of corner-linked tetrahedral polymers in the pure 
m olten salt appears eminently plausible. It should also be pointed out that the 
low viscosity and conductivity of liquid AICI3  does not necessarily support the 
existence of discrete molecules ; a 'sparse network liquid', containing voids and 
large polymeric units of low ionic mobility, would also be consistent w ith these 
observations. For the above reasons, the 'sparse network liquid' model of AICI3  

is preferred in the remainder of the discussion on molten salt mixtures and is 
wholly consistent with the findings.

 ̂ Intriguingly, reducing the Al-Al separation for model II had the effect of greatly increasing 
the number of rings based on Al 'triplets'. This is shown by the emergence of a peak close to the 
equilateral 60'̂  angle in the AI-Al-Al bond angle distribution (figure 8.12) and confirmed by 
visual inspection (see figure 8.13). Reduced uncertainty in the 8 a i - a i 0 ' )  principal peak position 
would also make it possible to check whether such 'triplets' are a significant feature of the 
structure.
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8.3.2 Structural modification in the mixtures

The total structure factors and corresponding total pair distribution functions 
for the molten salt mixtures are shown in figures 8.14-8.17. It is apparent from 
the real-space data that the already well-defined local coordination of the AP+ 
ion becomes better ordered upon the addition of alkali halide while retaining its 
tetrahedral geometry. Table 8.4 reveals how the normalised height of the Al-Cl 
principal peak, estim ated from the first peak in G(r), for the AlClg-NaCl 
mixtures increases w ith alkali halide concentration up to at least 45% NaCl. 
There is also a corresponding reduction in the FWHM despite an increasing 
contribution on the high- r side from the gMa-cdA partial. In the AlCls-LiCl 
m ixtures, the height of the first peak in G(r) (which also has its m ain 
contribution from the Al-Cl partial) diminishes less rapidly w ith increasing 
alkali halide than expected from the simple approxim ately linear effect of 
reduced concentration on the F-Z coefficient. For example, the peak height in 
50% LiCl is clearly more than half the size in pure AlClg, and is unusually sharp. 
This is all the more remarkable considering the expected negative contribution 
from  the overlapping Li-Cl partial (assuming the principal peak position 
remains the same as in pure LiCl). The overlap with the gM -ciV) (M=Li,Na) 
principal peak makes it difficult to reliably estimate the anion coordination from 
the Al-Cl peak so this has not been attem pted. However, evidence for a 
tetrahedral geometry is provided by the main peak positions which rem ain 
generally unchanged. In the AlClg-NaCl mixtures, the Al-Cl principal peak 
rem ains at a position characteristic of pure AICI3  (~ 2.11 Â) across the 
composition range as does the Cl-Cl peak (~ 3.5 A), implying no change in the 
approximately tetrahedral ratio. For the A1C13-L1C1 mixtures, it is harder
to draw  a similar conclusion because of the proximity of other peaks but the Al- 
Cl peak position is unaltered at 25% LiCl and the Cl-Cl peak shows no shift even 
up to 70% alkali halide suggesting a tetrahedral geometry is also retained in this 
case. The lack of change in peak positions, especially at the AlCl3 -rich 
concentrations, is wholly consistent w ith the 'sparse network liquid' model. The 
Al-Cl principal peak becomes better ordered because of the reduction in longer 
bridging bonds as large, mainly corner-linked species are broken up.

M odelling studies indicate the Al3+ ion dominates the anion structure in the 
mixtures - this is consistent with the formation of isolated AICI4 " units from the 
breakdow n of larger linked species. The data for the mixtures was modelled 
using the pure salt partials (those for AICI3  were from RMC) weighted w ith F-Z 
coefficients appropriate to each composition. The unavailable M-Al (M=Li, Na) 
partial could be neglected because of its small weighting. The distinctive Cl-Cl
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partial structures for the pure salts, Sqi^ q {Q) and were both used

and their weightings adjusted to obtain the best fit initially to the structure 
factors. By first working in Q space and only then Fourier transforming using 
the appropriate number density for the mixtures, it was possible to compensate 
for the significant effect of density on the partial structures. The FTs of the model 
structure factors were checked against the real-space data to confirm an 
optim um  fit in the region of the main anion-anion peaks (see figures 8.14-8.17 for 
a comparison of model fits and data). The resulting best-fit weightings (table 8.5) 

consistently favour the gQ-ci^r) partial over gct-Cli^') w hen compared to the 
ideal weightings expected for simple admixtures of the pure salts. This indicates 
a dominance of the overall anion structure by the AP+ ion and implies the 
formation of isolated tetrahedral units from the break-up of larger linked units. 
However, the best-fit weightings for compositions close to equimolar (50% LiCl 
and 45% NaCl) do not indicate a complete breakdown i.e. the reaction AICI3  + 
MCI AICI4 '  + M"®, which suggests there is still a distribution of species. In 
addition, given the uncertainty in the modelling process (for example, due to 
errors in the partials^ and nominal compositions) the best-fit weightings do not 
suggest a quantitative difference between the molten salt systems. The results 
are broadly consistent w ith the findings of earlier X-ray diffraction studies of the 
equimolar melts [8.7,8 .8 ]. The weightings for 70% alkali halide, however, are not 
far short (given the likely errors) of those expected from a complete breakdown 
into isolated AICI4 " units. The high temperatures of these mixtures w ould be 
expected to promote such a process. Incidentally, modelling using the pure salt 
partials also confirms the increased ordering of the Al-Cl principal peak in the 
mixtures - it is clearly taller than predicted even for the high-temperature 70% 
alkali halide samples.

The diffraction data also confirms the strong charge ordering in these systems 
particularly near the equimolar composition. Charge ordering is suggested by 
the presence of prominent peaks at r ~ 6.65,9.85 and possibly 12.9 A  in 50% LiCl 
as well as a weaker peak apparent at r ~ 6 . 8  A  in 45% NaCl. These peaks do not 
appear to correspond to features in the pure molten salts and this is illustrated in 
figure 8.18 by the deviations from model G(r) generated using the pure salt 
partials. The new peaks are likely to be associated w ith the formation of isolated 
AICI4 " tetrahedra, and the size and position suggests they arise mainly from Cl-

2 The partials in the mixtures will not of course be identical to those in the pure salts. 
However, the significant effect of density has been taken into account and the findings from 
best-fit modelling are in general agreement with those of earlier experiments, which suggests 
the remaining errors are not large.
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Cl correlations^ between these units. From modelling of X-ray diffraction data 
for equim olar AICI3  + LiCl [8.7] and AICI3  + NaCl [8 .8 ], Takahashi et al 
suggested a charge-ordered structure with average inter-unit distances of 6.75 
and 6.98 Â, respectively, which appear to be consistent w ith the peaks observed 
in the current data. The units were assurried to be to be MAICI4  (M=Li,Na) hard 
spheres w ith the alkali ion located in, or near, face-centre sites of AICI4 " 
tetrahedra. In the case of 50% LiCl, we can extend this model by assuming a 
close-packed anion coordination around the AP+ ion. Close packing is implied 
by the RMC coordination num ber distribution in figure 8.10 and is plausible 
given the small size of the cation. It is now possible to predict the minim um  
inter-unit distance as occurring w hen the faces of neighbouring tetrahedra 
interlock in a hexagonal close-packed arrangement, w ith the Li+ ion occupying 
the gap in the centre, as shown in figure 8.19. The central, singly-charged Li+ ion 
is unlikely to significantly disturb the faces of neighbouring tetrahedra so it is 
possible to assume an approximately regular octahedral cage for the alkali cation
and thus estimate the minimum average Li-Cl separation to be « r /V2 =2.47 Â
- clearly larger than evident in G(r) for pure LiCl. The divergence betw een 
model and data for 50% LiCl in the region of the first m inimum (see figure 8.15) 
appears to support this simple picture^. Furthermore, the remarkable sharpness 
and height of the Al-Cl principal peak in G(r), as well as the absence of the 
expected shift in position to low r (see table 8.4), is difficult to explain w ithout 
some m ovem ent to higher r of the inverted Li-Cl principal peak from its 
position in pure LiCl. The picture is less clear for 45% NaCl (primarily because 
of the inconsistency between the current TOF results and earlier isotopic data) 
bu t the larger size of the Na+ ion suggests close-packing of tetrahedra would not 
be possible in this case. Comparison of model and data for 45% NaCl indicates 
the local structure of the Na+ ion remains at least as disordered as in pure NaCl, 
regardless of which of the possible Na-Cl principal peak positions is assumed. 
This is consistent w ith the Na+ ion occupying disordered sites not precisely in 
the face centres of tetrahedra, just as suggested by Takahashi et al [8 .8 ].

Geometrical calculations based on the simple idealised model of interlocking 
tetrahedra as the predom inant structure in 50% LiCl suggest distances which

3 Support for this suggestion is provided by an isotopic experiment on equimolar AlClg+LiCl 
[8.26] indicating the main contribution to the high-r peaks is from g c i - c i O ' ) ,  although this 
study should not be regarded as conclusive [8.27].

4 Possible over-subtraction of container scattering was discounted as a cause of the divergence 
because tests showed the effect of this to be more closely localised around 2.6 Â than is evident 
(the difference between model and data extends over the range r -  2.4 - 3.0 A).
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m ay correspond to the peaks at high r. Pairs of chlorine atoms on adjacent 
tetrahedra w ith separations of -  6 ., 8 . 6  and 10.6 Â have been identified. These 
figures imply the tetrahedra are not quite interlocking but actually spaced apart 
by, on average, approximately 0.8 Â which would then give Cl-Cl distances of
6.7,9.5 and 12. Â - close to those suggested by the observed peaks in G{r).

The question now arises as to which features of the structure factor data 
correspond to the prominent peaks at high r in real space ? In order to answer 
this question the effects in Q space of removing the high-r peaks were estimated 
for 50% LiCl by splicing together the data (r < 5.5 Â) and model ( r > 5.5 Â) G(r) 
functions and then back-transforming (see the inset of figure 8.18). One effect is 
to produce a lower, broader peak at g  -  2 . Â 'i just as expected from the period 
of ~ 3.1 Â of the observed r-space peaks. Thus the increase in height and 
narrowing of the main peak at Q -  2  Â‘i noted in both sets of mixtures near the 
equim olar com position appears to be a consequence, and  possibly a 
characteristic signature, of the strong charge ordering in  these systems. The 
other main effect is a deviation at low Q indicating the additional presence of 
shallow oscillations of period ~ 5. Â in the original G(r) giving rise to the 
particularly narrow FSDP at <2 ~ 1.2 Â"l in the unmodified structure factor. The 
charge-ordered model as discussed above has obvious im plications for the 
intermediate range structure to which we shall now turn our attention.

8.3.3 Intermediate range order

The predom inant contribution to the FSDP in the total structure factor for liquid 
AICI3  is from  Sai- ci{Q) &^d not Sci_q {Q). This is evident from  the 
approximately 40% greater height of the FSDP in the X-ray diffraction data [8.10] 
com pared to the current neutron data. The difference is not far short of the ~ 
+60% expected from the change in fractional F-Z coefficient for SAi-ci{Q)r 
assuming no contribution from Sci-ciiQ) or Sai- a i(Q)- Clearly, there is a large 
FSDP in the Sai- ci{Q) partial which has an estimated (absolute) height of ~ 3.5 - 

m uch greater than in >S'f”5c/(!2) [8.17]. There is also a prom inent FSDP in 

which, because the partial has a very small F-Z coefficient, m ust be 
essential to fulfilling the additional physical constraints imposed by RMC. The 
height of the feature is lower than in [8.17] bu t is probably under­

estimated by the RMC method.

A gradual shift in position of the FSDP to higher Q, and a narrow ing, is 
observed up to approximately 50% alkali halide, which implies a systematic

107



reduction in  the length scale of IRO in the mixtures. The shift appears to be 
associated w ith  the form ation of a charge-ordered structure because the 
m ovem ent of the FSDP seems to reach its m aximum near the equim olar 
composition (see table 8 .6 ). A subsequent shift back to lower Q w ith increased 
alkali halide, apparent in 70% LiCl at least, can be explained by the increase in 
tem perature and the effects of therm al expansion on the charge-ordered 
structure. The notable sharpness of the FSDPs at 50% LiCl and 45% NaCl is also 
consistent w ith a strongly charge-ordered structure because it suggests IRO 
extends over m any repetition lengths. Despite the expected increase in the 
average Al-Al separation for such a structure compared to the mainly corner- 
linked m odel for pure AICI3 , a reduction in the length scale of IRO in  the 
mixtures is plausible given the possibility of improved packing of tetrahedral 
units. The packing fractions are close to 50% for both the 50% LiCl and 45% 
NaCl mixtures, compared to ~ 40% for pure AICI3 . The charge-ordered model 
also implies an obvious correlation between the maximum FSDP shift and alkali 
cation size - the smaller Li+ ion may be expected to force a lower average inter- 
unit distance between neighbouring tetrahedra and thus IRO on a shorter length 
scale, compared to the Na+ ion. However, although the FSDP position in 45% 
NaCl is at lower Q than in 50% LiCl, this is not conclusive evidence of such a 
correlation. The comparison needs to be made at exactly the same equimolar 
concentration because of the strong compositional dependence of charge 
ordering in these systems.

It is useful to compare these chloro-aluminate melts to other systems in which 
charge ordering also appears to be linked to IRO, such as molten NiCl2 -KCl near 
the 2 / 3  alkali halide concentration (see chapters 6  and 7). A lthough little or no 
shift in FSDP position was observed between pure N iCh and 60% KCl + NiCl2 , 
given the large size of the K+ ion and the high tem perature of the samples 
(640°C), this would still appear to be consistent with the suggested correlation 
between FSDP position and alkali cation size in the mixtures. The isotopic study 
of equimolar AICI3  + LiCl by Biggin & co-workers [8.26] indicated that Sai- ci.{Q) 
makes the main contribution to the FSDP in the total scattering, which is also 
likely to be true of 45% NaCl because of the similar size and shape of the feature 
to that in 50% LiCl. The metal-chlorine partial, S^n^cfQ), in  60% KCl + NiCl2  

also makes the main contribution to the FSDP in the total scattering which 
remains as prominent as in pure NiCl2 . In contrast, the clearly diminished size, 
compared to pure AICI3 , of the FSDP in the 50% LiCl and 45% NaCl mixtures 
suggests little enhancement of the feature in Sai- cAQ) and is consistent w ith 
there already being strong IRO in the pure salt.
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8.4. Concluding remarks

From the neutron diffraction data for molten AICI3 , it has been possible to 
confirm the well-defined tetrahedral coordination of the AP+ ion. However, 
analysis of the total pair distribution function and a review of the historical 
argum ents casts doubt on the 'established' view of the liquid as consisting 
almost entirely of AI2 CI6  dimers. Instead, RMC modelling suggests a 'sparse 
network liquid' structure which gives both a quantitative fit to the data and is 
physically consistent. Consideration of the indirect evidence, in particular the 
much greater void volume in liquid AICI3  compared to AlBr3 , leads the author 
to favour the new model over the 'established' one. The 'sparse network liquid' 
model appears even more plausible given the similarities in some of the physical 
properties of AICI3  and ZnCl2 - The proposed structure for liquid AICI3  can be 
regarded as the equivalent of the ZnCl2 'netw ork liquid ' only w ith  m uch 
reduced connectivity (a 3:1 salt requires less anion sharing, compared w ith a 2:1 
salt, to achieve fourfold coordination). The reduced connectivity and the strong 
covalent character of bonding readily suggests a sparse network structure w ith 
substantial void volume.

Compared w ith the divalent metal chloride - alkali chloride mixtures, the main 
effect of having a smaller, trivalent metal cation in AICI3 -MCI (M=Li,Na) melts 
appears to be to greatly weaken the dependence of structural modification on 
alkali cation type. W ith either type of alkali, the already well-defined local 
coordination of the A13+ ion becomes even better ordered in the mixtures and 
retains its tetrahedral geometry. In addition, modelling using the pure salt 
partials indicates the AP+ ion dominates the anion structure (hence confirming 
the form ation of isolated AICI4 " units from the breakdow n of larger linked 
species) w ith  no clear quantitative difference w ith alkali cation type being 
discerned. The diffraction data also confirms the strong charge ordering 
particularly near the equimolar composition. A gradual shift in the position of 
the FSDP to higher Q, and a narrowing, is observed upon the addition of alkali 
halide up to the 50% concentration. This shift, implying a systematic reduction 
in the length scale of IRO, appears to be associated w ith the form ation of a 
charge-ordered structure.

The above findings can be accommodated w ithin the same simple model^, 
involving com petition between two types of cation for anions and hence

 ̂ It should be noted that the actual behaviour is certainly more complex than suggested by a 
simple physical model able to qualitatively explain the facts.
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influence over their respective local structures, used to explain structural 
modification in divalent metal chloride - alkali chloride mixtures. In competition 
against the highly polarising, triply-charged Al^+ cation, even the small Li+ ion 
can only exert limited influence on the Cl' ions and hence on the overall anion 
structure. This simple model does, however, imply that the highest degree of 
charge ordering between well-ordered A I C I 4" tetrahedra and alkali counter-ions 
w ould  occur w ith the more strongly polarising Li+ ion. Because of the strong 
compositional dependences exhibited by the alkali chloro-aluminate systems it 
has not been possible to confirm this hypothesis in the present study.
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Pure salt
M-M M-Cl Cl-Cl

A1C13 0.023 (200°C)« 0.007 0.124 0.516
NaCl 0.032 (820°C) 0.031 0.171 0.229
LiCl 0.042 (640°C) 0.009 - 0.091 "

^LiCl - 0.012 - 0.104 "

(7g (barns) (Jg (barns) (barns) @ 1.8 A
Aluminium 1.49 1.5 0.23
Sodium 1.61 3.28 0.53
Lithium 0.45 1.36 70.5
^Lithium 0.62 1.40 0.045
Chlorine 11.52 16.8 33.5

 ̂ From King & Seegmiller [8.14].

Table 8.1. Data analysis param eters for the pure salts. The tem peratures 
corresponding to the density figures are in brackets. The symbol M denotes the 
relevant metal species in the case of each pure salt.

AI2CI6

state
Bond lengths (Àl 

Al-Cl® A l-C f  Al-Al C1®-C1® Cf-Cl^
Bond angles 

C1®-A1-C1® C f-A l-C T

Vapour« 2.25 2.07 3.21 3.16 3.64 91.0

Quasicrystal^ 2.29 2.08 3.26 3.21 3.64 89.1
^ From the electron diffraction measurements of Palmer and Elliott [8.18]. 
^ From quantum-chemical calculations [8.20].

123.4

121.8

Table 8.2. Parameters for the AI2 CI6  molecular structure. Cl® and C F denote the 
bridging and terminal chlorine atoms, respectively. The bond angles have been 
defined by specifying a triplet of atoms - the required angle is formed by the 
central atom with respect to the other two.



RMC model Branched chains Complex units Iwith loops and ringsl 
 (> 3 atoms size)________ all sizes________ 6-10 atoms size

I 85 28 5

n  48 42 5

Table 8.3. Comparison of the results of bond network analysis (averaged over 
several configurations) for RMC models I and II. The complex units of 6-10 
atoms size are the only ones which can be said to resemble discrete dimers. A 
small num ber (~ 20) of branched chains of 5 atoms size, corresponding to 
isolated AICI4 " tetrahedra, are also apparent in both models.

Peak position (Â) Peak height (Â'i) FWHM
A1C13 2 . 1 1  ± 0 . 0 2 12.5 + 1.4 0.37 ±0.04

%NaCl
30 2 . 1 2  ± 0 . 0 2 16.3 ±1.4 0.35 ± 0.04
45 2 . 1 1  ± 0.02 19.1 ±1.0 0.28 ±0.04
70 2 . 1 1  ± 0 . 0 2 18.5 ±2.0 0.34 ± 0.04

% LiCl
25 2.11 ± 0.02
50 2.14 ± 0.02
70 2.15 ± 0.03

Table 8.4. Structural parameters for the Al-Cl principal peak in real space. The 
peak positions and FWHM values were taken directly from the G{r) functions. 
The peak height (in ^or the NaCl mixtures was obtained using
the g A i-c fA  partial estimated by assuming, at least up to the principal peak 
position, an approximately nil contribution to the total G{r) from the other 
partials.



% LiCl % NaCl
__________________ 25_______ 50_______70___________ 3B________ 45_______ 70

0.97(0.9) 0.85(0.75) 0.7(0.56) 0.96(0.88) 0.92(0.79) 0.7(0.56)

0,03(0.1) 0.15(0.25) 0.3(0.44) 0.04(0.12) 0.08(0.21) 0.3(0.44)
^ M denotes an alkali metal (M=Li, Na).

Table 8.5. Best-fit weightings of the Cl-Cl pure salt partial structures from 
m odelling the data for the m ixtures. The ideal w eightings expected for 
admixtures of the pure salts are shown in brackets. Some indication of the errors 
in the weighting coefficients is provided by the sensitivity of the fitting process ; 
typically, a variation of approximately ± 0.05 in the best-fit weightings gave a 
1 0 % larger than the minimum.

%LiCl FSDP position (Â) % NaCl FSDP position (Â)
25 0.94 ±0.03 30 1.01 ±0.02
50 1.18 ±0.02 45 1.10 ±0.03
70_________1.08 ± 0.02___________70_____________1.12 ±0.04

A id s  0.92 ± 0.02

Table 8 .6 . The systematic shift in position of the FSDP.
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(a )

(b)

Figure 8.4.(a) The AI2 CI6  molecular structure of liquid AICI3  as suggested by 
Harris et al  [8.10] from X-ray difffraction measurement. The diagram has been 
drawn according to the parameters given in table 8 .2 , with the large chlorine and 
the smaller aluminium atoms shown at 1 / 3  scale. The dimeric molecule consists 
of two edge-sharing tetrahedra distorted in the Al-Al direction such that the 
angles formed by atoms 8-1-5 and 8-2-5 are reduced from 109.5° to 
approximately 90°. (b) The Al2 Cly' unit thought to predominate in acidic 
chloro-aluminate melts. This unit comprising two comer-sharing tetrahedra is 
shown in the eclipsed € 2  ̂ configuration although the non-eclipsed C2  structure 
is more stable [8.4]. It may be thought of as a broken' dimer with the A1 atoms 
able to move further apart.
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Figure 8 .6 . Raman spectra of Gals, GaBrg, AlBrs and AICI3  in both the solid 
(solid curves) and liquid (dotted) phases. Note the similarity between solid 
and liquid spectra for the first three trihalides (a, b and c). In contrast, the 
spectra for liquid AICI3  differs markedly from that in the solid phase. 
Furthermore, the liquid AICI3  spectra does not seem to resemble those for 
liquid GaBrs and AlBrs both of which are believed to consist of molecular 
dimers in the solid. The figure is reproduced from Alvarenga et al [8.20].
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Figure 8.7. Total structure factor data for pure liquid AICI3  (topmost curve, 
dotted) compared with the RMC model fits : model I, solid curve ; model II, 
dashed curve. The fits to the structure factor data for both models are nearly 
indistinguishable and the corresponding RMC Cl-Cl and Al-Cl partial structures 
(shown weighted by their respective F-Z coefficients) are also little different. The 
RMC Sai-ai(Q) functions are shown scaled by 0.5 for display purposes. The 
artificial Sai-ai(Q) data-set used as an additional constraint for model II is 
shown as a dotted line and compared against the fit, in the bottom set of curves.
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Figure 8 .8 . Total pair distribution function for pure liquid AICI3  (topmost curve, 
dotted) compared with the RMC model fits : model I, solid curve ; model II, 
dashed curve. The difference between the two models is in the position of the 
principal peak in the gAl-Al( )̂ partial (bottom) although the Al-Cl and Cl-Cl 
partial structures (shown weighted by their F-Z coefficients), and hence the fits to 
the total scattering, are almost indistinguishable.
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Figure 8.9. RMC bond angle distributions relevant to local structure for 
model I (solid curves) and model II (dashed curves).
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Figure 8.10. Coordination number distribution of chlorine anions around 
aluminium of 2.8 Â) for model I (black histogram) and model II (grey). 
The most common coordination is fourfold and the physical constraints 
against coordinations greater than this are apparent from the small 
proportion of fivefold coordinated species.
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Figure 8.11. A thick (10 Â) 'slice' through the middle ([200] plane) of a model-I 
RMC configuration for liquid AICI3 . The 'slice' includes approximately 20% of all 
the atoms in the simulation cube. The large green spheres represent the chlorine 
atoms and the smaller blue ones the aluminium ; both types have their diameters 
scaled by 0.5 in order to allow the bonds' (a purely geometric definition), 
between all A1 and Cl atoms with separations of less than r^ax ~ 2.8 Â, to be 
clearly seen. Flowever, this does have the drawback of making it difficult to 
appreciate the true void volume. The predominance of mainly comer-linked 
chains is readily apparent alttiough a few instances of edge-sharing are visible (a 
specific example is indicated by the arrow).
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Figure 8.12. Bond angle distributions relevant to the wider structure for model 
I (solid curves) and model II (dashed curves). The Al-Cl-Al function shows the 
correlations in the bridging angle i.e. the angle formed by atoms 1 -8 - 2  in figure 
8.4(a). The bridging angle is related by simple geometry to the angle for the 
Al-Al-Cl function i.e. the angle formed by atoms 8-1-2 in the same figure.
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Figure 8.13. A 'slice' through a model-II RMC configuration corresponding to that 
for model I in figure 8.11 (same thickness, plane etc.). Although there are now  
clearly more instances of edge sharing, the overall impression is still of chains of 
mainly comer-linked, tetrahedral units. What appears to be a triplet' of A1 atoms 
(forming part of a larger connected unit) is visible in the top left of the picture and 
is marked by the symbol 'T' in the middle of the distinctive triplet' loop.
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Figure 8.14. Total structure factor data (dotted curves) for the AlClg-LiCl molten 
salt mixtures compared with model functions (solid curves) generated using the 
pure salt partials. The partials for pure AICI3  were from the RMC model-I fit to 
a single structure factor whereas the partials for pure LiCl were from a RMC fit 
to isotopic data [8.23].
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Figure 8.15. Total pair distribution functions (dotted curves) for the AIC^-LiCl 

molten salt mixtures. The FTs of the model structure factors in figure 8.14 are 
shown (solid curves) for comparison. The partial structures giving rise to the 
main peaks in the pure salts are also indicated. In the case of 50% LiCl, the low-r 
portion of the FT of F(Q) prior to correction for spurious slopes, is shown as a 
dashed line. The absence of a clear peak or trough at r -  1.6 À confirms that 
container subtraction was performed correctly.
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Figure 8.16. Total structure factor data (dotted curves) for AlClg-NaCl molten 
salt mixtures compared with model functions (solid curves) assembled using 
the pure salt partials. The partials for pure NaCl are from a RMC fit [8.24] to the 
isotopic data of Biggin & Enderby [8.25] ; there is clearly some disagreement 
with our total structure factor data particularly in the region of the main peak 
at Q ~ 1 . 8  Â-1 .
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pair distribution functions for the AlClg-NaCl molten salt mixtures. The partial 
structures giving rise to the main peaks in the pure salts are indicated. The 
discrepancy between our f  (Q) for pure NaCl and that of Biggin & Enderby [8.25] 
is apparent in real space mainly as a difference in the Na-Cl principal peak 
position. Fortunately, the deviation in the region of the main Cl-Cl peak in the 
mixtures is small and thus has little effect on modelling of the anion structure.
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(dashed curve) and is almost indistinguishable from the data beyond the main 
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LiCl (dotted curve) with the back-transform of the composite G(r) (solid curve) 
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functions.
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Figure 8.19. (a) The 'approach' of two neighbouring AICI4 ' tetrahedra as a result 
of charge ordering by the central Li+ cation (black), and (b) the regular 
octahedron resulting if the tetrahedra interlock in an AC hexagonal close-packed 
arrangement (the chlorine atoms forming the octahedron have been given a 
lighter shade of green for clarity). All atoms are shown approximately to scale.



Chapter 9 

Summary and further work

9.1 Summary of main research findings

Structural modification in divalent metal chloride - alkali chloride binary 
molten salt mixtures has been investigated using the pulsed neutron diffraction 
technique. The findings of the initial composition study have been confirmed 
using the combined techniques of isotopic substitution and neutron diffraction 
on m olten NiCl2 -KCl and ZnCl2 -KCl samples at a specific composition. In 
addition, a composition study of trivalent metal chloride - alkali chloride binary 
m olten salt mixtures has been undertaken, again, using the neutron diffraction 
technique. In all the studies, particular attention was paid to the first sharp 
diffraction peak (FSDP) and intermediate range order (IRO). The reverse Monte 
Carlo (RMC) modelling technique has been applied to some of the data and has 
proved to be invaluable in extracting the maximum structural information. The 
use of the RMC technique has also made it possible to visualise the likely 
structural origin of the enhanced intermediate range order observed in  the 
mixtures. In addition, RMC has played an important role in the reassessment of 
the structures of the pure molten salts, in particular that of liquid AICI3 .

The rriain research findings can be briefly summarised as :

For divalent metal chloride - alkali chloride binary molten salt mixtures ;
a) The dependence of the degree of structural modification on the type of alkali 
cation. The mixtures of NiCl], and ZnCl2 , w ith LiCl largely appear to be 
admixtures of the two pure salt structures, whereas adding KCl to NiCl] results 
in a better ordered, more regularly tetrahedral local structure around the metal 
cation and enhancement of the FSDP.
b) Charge ordering involving structural units and alkali counter-ions, evident 
near critical compositions for the mixtures w ith KCl, appears to be associated 
w ith the enhanced intermediate range order.
c) The strong structural similarity between NiCl2 -KCl and ZnCl2 -KCl molten salt 
m ixtures near the critical 2 / 3  alkali halide concentration even though the 
structures of the pure divalent salts are confirmed to be dissimilar.
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For trivalent metal chloride - alkali chloride binary molten salt mixtures ;
d) The resilience of the tetrahedral coordination of the small metal cation species 
to the addition of alkali halides.
e) The systematic change in the length scale of intermediate range order which 
also seems to be linked to the formation of strongly charge-ordered structures 
near the critical equimolar composition.
f) The lack of evidence for the 'established' model of pure liquid AICI3  as 
consisting mainly of discrete dimers. The alternative 'sparse netw ork liquid' 
model, w hich emphasises the similarities to molten ZnCl2 , proposed in this 
thesis has been show n to be a feasible RMC structure and appears more 
plausible considering the indirect evidence.

For details, the reader should refer to the appropriate chapter.

W hilst the work described in this thesis has undoubtedly contributed to the 
understanding of m any features in the structural properties of m olten salt 
mixtures, it has also shown that several issues remain unresolved, particularly 
regarding the precise relationship between charge ordering and IRO. The 
programme of further study outlined in the next section aims to address some of 
these outstanding issues and would also extend the study of commercially 
significant systems based on chloro-aluminates.

9.2 Further work : charge-ordered structures in molten salts

A program m e of study is described which focuses on exploring, in  further 
detail, the links between strongly charge-ordered structures in molten salts and 
interm ediate range order. The suggestions for further work are sum m arised 
under five main headings.

9.2.1 Structural modification in divalent metal chloride-alkali halide melts

The structural study of alkali halides in divalent molten salts, largely initiated in 
this doctoral research, can be usefully extended. In particular, the effects of 
further increasing the size of alkali cation may be investigated by composition 
studies of ZnClz-CsCl and NiClz-CsCl melts. A discernible effect on the local 
structure of the metal cation is to be expected with such a large alkali cation (Cs+ 
is similar in size to Cl"). Current ideas suggest the weakly polarising alkali cation 
will lead to a weakening of the charge ordering between alkali counter-ions and 
tetrahedral MCl4 ^‘ (M=Zn,Ni) units and, consequently, weaker interm ediate 
range order in the mixtures. If a significant broadening of the FSDP is observed
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for these mixtures, compared to the mixtures w ith KCl, then this will provide 
confirmation of the relationship between charge ordering and IRO. As w ith 
previous such studies, the availability of the partial structure factors for the pure 
salts will facilitate analysis of the data for the mixtures.

Pure molten MgCl2  is believed to have fourfold, planar coordination of anions 
around the Mg2+ ion [9.1]. Initial studies of molten MgCl2 -KCl mixtures suggest 
little change to this upon the addition of alkali halide, although difficulties were 
encountered in data analysis which resulted in structure factor data of relatively 
poor quality [9.2]. RMC modelling, however, suggests the structure of molten 
M gC l2  is similar to, although not as disordered as, that of m olten NiCl2  i.e. 
approximately octahedral w ith 1-2 vacancies [9.3]. The RMC solution is more 
realistic and is consistent w ith the common crystal structure of the two salts. In 
view of the change in local geometry observed in the composition study of 
m olten NiCl2 -KCl (see chapter 6 ), in-depth studies of MgCl2 -KCl and M gCh- 
CsCl melts are proposed. Such studies are likely to shed further light on the 
structure of pure molten MgCl2 . If the coordination around the Mg^+ ion is 
actually planar in the pure salt and remains so in the mixtures then this could be 
expected to have consequences for the charge ordering between cation-centred 
structural units and alkali counter-ions.

The effect of tem perature on the charge-ordered structures evident at critical 
compositions of certain binary molten salt mixtures remains to be investigated. 
In this context, it w ould be useful to repeat the (highly successful) nickel 
isotopes study of molten NiCl2 -KCl (see chapter 7) at higher temperatures. The 
effect of higher temperature on the FSDP in the Ni-Ni partial structure would be 
of particular interest.

9.2.2 Structural modification in chloro-aluminate melts

The initial studies of AlClg-LiCl and AlClg-NaCl molten salt mixtures described 
in this thesis (see chapter 8 ) have revealed a systematic change in the length 
scale of interm ediate range order, which appears to be associated w ith  the 
form ation of strongly charge-ordered structures in these melts. By m easuring 
total structure factors for equimolar AICI3 -MCI (M=Li,Na,K,Cs) m olten salt 
samples, it should be possible to confirm (from the shape and position of the 
FSDP) the expected role of alkali cation size and polarising pow er upon the 
degree of charge ordering and associated interm ediate range order. The 
experiment is also expected to reveal the systematic effects of alkali cation size 
on the tetrahedral coordination of the AP+ ion. It should be noted that this will

115



be a difficult experiment to perform  since high accuracy in  composition is 
essential (because of the strong compositional dependences exhibited by these 
mixtures).

The equim olar AlClg-LiCl mixture appears to be the m ost highly charge- 
ordered system that has been studied to date and is amenable to chlorine 
substitution. The availability of reliable isotopic data would make it possible to 
obtain, using RMC, a realistic 3-D structure in which some of the more detailed 
features could be unambiguously established.

Given that the degree of charge ordering in the mixtures is believed to be 
closely linked to the type of alkali cation, replacing these by divalent metal 
cations w ould  allow the effects of ion size and polarising pow er to be 
distinguished. Hence compositional studies of AICI3 -MCI2  (M=Mg,Sr,Zn) 
m olten salt mixtures are proposed. The AlCl3 -ZnCl2  system is of particular 
interest because of the similarity in some of the thermodynamic and physical 
properties of the pure polyvalent molten salts as well as the similar ionicity of 
the metal cation species. Einarsrud and Rytter [9.4] in their infra-red reflectance 
study of these melts suggest, primarily on the basis of the almost equal ionicity 
of the metal species and (presumably) the 'established' dimers model for liquid 
AICI3 , the existence of trimeric species incorporating zinc. However, the 'sparse 
netw ork liquid ' model proposed in this thesis raises other possibilities. For 
example, at the AlCl3 -rich end of the composition range, ZnCl2  may be able to 
retain some of its pure salt structure by occupying the large voids between 
chains of linked AICI4 2 - units.

9.2.3 Trivalent metal halides and their mixtures

As already noted in the summary, the thesis findings for molten AICI3  strongly 
challenge the 'established' view of the structure as consisting predom inantly of 
discrete AI2 CI6  dimers and, instead, support a 'sparse network liquid ' model 
similar to that for molten ZnCl2 . Furthermore, the results for the AlCl3 -LiCl and 
AlCl3 -NaCl molten salt mixtures are wholly consistent w ith this 'sparse network 
liqu id ' model. In view of the commercial significance of chloro-alum inate 
systems, the structure of liquid AICI3  clearly merits further investigation. 
Accordingly, a full isotopic substitution experiment using chlorine isotopes is 
proposed. The availability of accurate partial structure factor data w ould 
provide a sound basis for further RMC modelling aim ed at exploring the 
reduced range of feasible structures, and w ould also facilitate analysis of the 
m olten salt mixtures proposed for study in the preceding section. However, it
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m ust be acknowledged that obtaining reliable partial structure information, 
particularly about the all-important Al-Al correlation, will pose a considerable 
experimental challenge.

A detailed investigation of AICI3  is also of special interest in any attem pts to 
determ ine the precise origin and nature of intermediate range order in ionic 
liquids. Although the FSDP is often prom inent in g-space, it is notoriously 
difficult to identify corresponding features in the real space transform s. 
Consequently, the precise structural origin of the FSDP remains controversial 
(see chapter 1). It has been suggested that the feature arises from the existence of 
low-density regions or voids in the structure [9.5]. In this regard, AICI3  is a good 
candidate for investigation because it undergoes a very large decrease in density 
upon  m elting and  the resu lting  large void volum e suggests obvious 
opportunities for studying void-volume effects on IRO. Hence measurements on 
natural enrichments of molten AICI3  over a range of temperatures are proposed. 
Sealed sample cells and the volatility of the salt will ensure that varying the 
temperature would also generate a wide range of pressures.

Given the diversity of m elting behaviours, there is obvious in terest in 
systematically comparing the structure of liquid AICI3  w ith that of other molten 
trihalides [9.6]. Hence, in order to determine the effect of increasing anion size, a 
diffraction study of molten AII3  and its mixtures with alkali iodides is proposed. 
The crystal structure of AII3  and the relatively large anion size suggests a dimers 
structure in the liquid is quite possible and this could be checked by RMC 
modelling. Diffraction data for AII3  taken together w ith that for AICI3  and AlBr3

[9.7] would enable a systematic comparison of the halide series, w ith the size 
and position of the FSDP being of particular interest. In order to investigate the 
effects of altering the size of trivalent cation, a study of m olten InCL and its 
mixtures w ith alkali chlorides is suggested. Such a study w ould be of special 
interest because InCl3  has a similar crystal structure to AICI3  and also exhibits a 
large increase in volume upon melting. Finally, in order to distinguish between 
the effects of cation size and polarising power, it would be useful to compare the 
structure of liquid Gal3  with that of AICI3  since the former is almost a scaled-up 
version of the latter in terms of ion sizes.

9.2.4 Thermodynamic-related studies

AICI3  sublimes under normal atmospheric pressure at a tem perature (180°C) 
which is just a few degrees below the melting point (192°C). It is conceivable that 
in the liquid phase just above the melting point that AICI3  may exhibit density
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fluctuations (because of the proximity to the triple point) w hich m ight be 
sensitive to small changes in pressure an d /o r temperature. Hence additional 
m easurem ents on AICI3  close to the melting point are proposed. The pressure 
can be adjusted independently of the temperature by varying the am ount of 
blanket gas, usually argon, included w hen sealing off the sam ple at room 
tem perature. Obviously, such a study will require a furnace w ith excellent 
therm al stability and homogeneity. A successful outcome w ould pave the way 
for a sim ilar investigation of NiClz w hich also sublim es before fusion. 
Interestingly, there is some disagreement (see chapter 6 ) on the size of the FSDP 
in molten N iCh close to the melting point, which may be related to the effect of 
small differences in pressure so a study of this salt w ould seem particularly 
promising.

9.2.5 Quasi-elastic and inelastic studies

Diffraction studies of Ni-Nil2  and Ni-NiBr2  metal-molten salt mixtures have 
shown that w hen nickel metal is dissolved in the salts the excess nickel occupies 
existing vacant tetrahedral sites w ithin an unperturbed anion structure [9.8]. 
Furtherm ore, the full isotopic substitution study of m olten Ni-NiBr2  has 
revealed a reduction in the ordering of the nickel species, contrary to w hat might 
be expected from the filling of vacant cation sites [9.9]. This behaviour has been 
attributed to a reduction of the Coulomb interaction between nickel ions, due 
perhaps to electronic screening, which w ould lead to greater ionic mobility. In 
order to test this hypothesis, a quasi-elastic neutron scattering study of this type 
of system, exploiting the unique isotopic properties of nickel, has been proposed 
in  the past [9.10]. Unfortunately, the question of cation mobility in these 
tetrahedrally coordinated systems remains, as yet, unresolved although it is 
know n that there is a correlation between fast-ion conduction in the hot solid 
phase and the existence of collective motions in the liquid. In view  of its 
continuing significance, this problem clearly merits further study.

The structural relaxation and weaker charge ordering apparent in the metal- 
m olten salt systems described above, contrasts sharply w ith the enhanced local 
structure and strong charge ordering observed for some binary m olten salt 
m ixtures. Since both  types of system seem to feature prom inent FSDPs, an 
investigation of cation mobility in strongly charge-ordered molten salt mixtures 
w ould be of interest in order to determine any relationship w ith enhanced IRO. 
Hence quasi-elastic neutron scattering studies of molten NiCl2 -KCl mixtures are 
proposed. In addition, because of the possibility of phonon modes associated 
w ith the strongly charge-ordered, Tattice-like' structure of the mixtures near the
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critical 2 / 3  alkali halide concentration, an inelastic study  w ould  also be 
worthwhile.

9.3 Concluding remarks

It has been implicitly assumed in the programme of further w ork discussed 
above, that neutron scattering methods will be adopted. This preference stems 
largely from the limitations imposed by the use of bulk samples (the high 
vapour pressures and corrosive properties of many molten salts dictates thick- 
walled quartz containers and hence large amounts of sample in order to achieve 
acceptable signal-to-noise ratios). Furtherm ore, neu tron  scattering can be 
combined with isotopic substitution to yield partial structure factor information.

More recently, however, the potential for using X-ray techniques has begun to 
attract increasing attention. Total X-ray diffraction has been successfully used to 
study several chloro-aluminate melts (see chapter 8 ) so clearly the sample 
containment problems arising from the use of X-rays, which are more strongly 
scattering and absorbing than neutrons, can be surmounted. It is also possible to 
exploit the different coherent scattering lengths for X-rays and neutrons to 
obtain information about the partial structures by combining the results of both 
diffraction techniques using a m ethod such as RMC. The RMC m ethod also 
provides a means of dealing w ith the systematic errors in the complementary 
techniques (for example, the absolute normalisation of neutron data is usually 
better than for X-rays and can be used to correct the latter). Anomalous X-ray 
scattering can, in principle, also provide information about partial structures but 
is in practise a very difficult technique to apply successfully because it requires a 
finely tuneable and exceptionally stable X-ray beam. Small angle neutron  
scattering and small angle X-ray scattering have obvious potential to be used in 
studying void-volum e effects in  liquid AICI3 , although excessive furnace 
scattering could pose a problem.

Practical problems have also limited the use of extended X-ray absorption fine 
structure  spectroscopy (EXAFS), a chemically-specific probe of the local 
structure of atoms, particularly the requirem ent for a slab geometry which 
makes it difficult to contain volatile samples. Recently, Bras et al [9.11] have 
developed a new sample chamber designed for EXAFS experiments on highly 
corrosive liquids at high temperatures, which has been used successfully to 
study liquid K-Pb alloys at 600°C. However, analysis of the data using the 
standard  EXAFS data analysis packages (e.g. EXCURV92) was not possible 
because of the poor signal-to-noise ratio. Instead, the data was analysed using
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RMC and w as show n to be consistent w ith the corresponding neu tron  
diffraction data thus demonstrating that useful information on high-temperature 
liquids could be obtained using EXAFS.

The RMC m ethod is generally of great benefit to the study  of complex 
multicomponent systems such as molten salts and their mixtures. RMC makes it 
possible to combine the results of different experimental techniques and allows 
the maxim um  structural information to be extracted from the data (see, for 
example, [9.12]). Note that the full potential of using RMC to make inferences 
about the structure of materials (for example, by using coordination constraints) 
has not been exploited in the work presented in this thesis. There is also no 
published work on the use of RMC with interaction potentials as constraints, 
even though this w ould address the complaint that RMC solutions do not 
conform  to therm al equilibrium  and an equation of state. The continuing 
improvement in computation speeds will, in due course, ease the computational 
bu rden  im posed by the use of such additional constraints and lead to the 
realisation of the full potential of RMC as a method of structural modelling.
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A p p en d ices

A l  Calculating the differential cross-section : case I

Below is the sequence of steps for calculating the differential cross-section 
(DCS) for the simple case of a sample in a container. The superscript Tot 
refers to the total scattering, Sin to single scattering, and the subscripts s, c and 
b to sample, container and background, respectively. In addition, the symbol I 
refers to norm alised scattering and M denotes the calculated m ultip le 
scattering.

1) Subtract background.

2) Norm alise to vanadium .

CAL,(Q)

CAL,(Q)

3) Subtract multiple scattering.

4) Apply attenuation corrections.

= ^

5) Normalise for the am ount of sample.

DCS{Q) = —
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A 2 Calculating the differential cross-section : case II

Below is the modified sequence for calculating the DCS in the case of having 
to apply  a furnace correction. The new su b sc r ip t/re fe rs  to the furnace 
otherwise the nomenclature is as for case I (appendix Al).

1) Subtract background.

2) Normalise to vanadium .

'"“ - S i

3) Subtract multiple scattering.

l ÿ ‘(Q) = ’l f ( Q ) - M ^ ( k )  

l f ‘( Q ) = l f ( Q ) - M f ( k )

4) Subtract furnace scattering (corrected for attenuation).

V ./

V./
P.T.O
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5) Subtract corrected container scattering.

C ( Q ) - i c ( Q )
Sin(ri\̂ C,SCf

A:,cf
^s,scf

6) Normalise for the am ount of sample.
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"The intellect of m an is forced to choose 
Perfection of the life, or of the work."

W.B. Yeats The Choice (Collected Poems of W.B. Yeats) (1933)

Via ovicipitum dura est 
The way of the egghead is hard.

Adlai E. Stevenson (1900-1965), attributed


