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Abstract 

 

 

Understanding interfacial phenomena to visualise 

and unravel fingerprints 
 

Annelies Voorhaar 
 

This research seeks to enhance the detection of fingerprints by two approaches; 
enhance currently used techniques using electrowetting and developing a novel 
detection method using molecularly imprinted polymers (MIPs).  

First, electrowetting was investigated as a method to enhance fingerprint visualisation. 
Aiming to make fingerprint molecules better accessible for fingerprint visualisation 
reagents and creating a more homogeneously distributed fingerprint ridge using a flow 
induced by electrowetting. The electrowetting process demonstrated to be able to 
induce flows in droplets, but for the formation of a flow in a fingerprint several 
challenges such as the physical and compositional structure of a fingerprint must still be 
overcome. Subsequently, to define the impact of a potential on a surface, potential-
driven changes of surface characteristics were investigated. Conductive polymers were 
investigated as a surface, demonstrating that the hydrophobicity, composition and 
topography (roughness) could be tuned to a small or large extent. 

Second, MIPs were explored for the detection (visualisation and retrieving intelligence 
information) of fingerprints because of their chemical recognition characteristics and 
visualisation properties. By treatment of a fingerprint with fluorescent MIPs (targeted 
to albumin and trypsin) the fingerprint became fluorescent when the targeted 
molecules were present. Even tertiary level detail was observed which makes this 
technique promising for identification purposes. However, despite that the MIPs 
showed a higher affinity with their target molecule compared to other relevant 
molecules, it is questionable whether MIPs behave specifically under each 
circumstances. Possibly the accessibility and mobility of the MIPs in the fingerprint and 
substrate interactions affected the performance of the MIPs. This suggests that the 
affinity, size/shape and hydrophobicity of the MIPs as well as the viscosity, composition 
and physical structure of the fingerprint could be important for this application.  
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D) and PEDOT (E, F) films after cycling in monomer (A, C, E) or electrolyte (B, D, F) solution, measured ex-
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situ. The black lines are there to guide the eye, whereby the thickness of the line indicates the strength 
of the trend. Each colour corresponds to another experiment. 
Figure 2.25 – Relation between roughness (R-factor, f-value) and contact angle on a polyaniline film, the 
latter was measured in-situ in monomer solution. The Wenzel (A) and Cassie-Baxter (B) contact angles 
correspond to the measured contact angles, the Young’s contact angles to the calculated contact angles 
based on the Wenzel (A) and Cassie-Baxter (B) model. Purple and green arrow indicate the ox-red couple 
on a rough (Wenzel) and smooth (Young) film respectively. Both graphs were based on the same dataset. 
Figure 2.26 – Relation between roughness (R-factor) and contact angle on a polypyrrole film, measured 
ex-situ after cycling in monomer solution. The Wenzel contact angles correspond to the measured contact 
angles and the Young’s contact angles to the calculated contact angles based on the Wenzel model. 
Figure 3.1 – Schematic illustration of a fresh (A) and aged (B) fingerprint. Top: Microscopic view of a 
fingerprint. Bottom: Droplet illustrating a cross-section of one single fingerprint ridge, the blue and red 
dots illustrate the molecules in a fingerprint ridge and visualisation reagents, respectively. 
Figure 3.2 – Used methods to determine the electrowetting effect: contact angle measurements (A), the 
amount of coverage using QCM (B) and the movement of particles inside the droplet (C). 
Figure 3.3 – Molecular structures of the epoxy based negative photoresist SU-8 (A) and the amorphous 
fluoropolymer Cytop (B). 
Figure 3.4 – Schematic illustration of droplets of a similar volume and different covered area (A) and 
droplets of a similar covered area and different volume (B) on a hydrophobic and hydrophilic surface. 
Figure 3.5 – QCM set-up extended with the electrowetting set-up; schematic illustration (A) and photos 
from two perspectives (B and C). 
Figure 3.6 – QCM crystal resonance frequency and admittance as a function of deposited droplets of a 
range of volumes (0-20 μL) on a SU-8+Cytop coated QCM crystal. Including illustrations of the covered 
area (red line) of a small and large volume droplet. 
Figure 3.7 – Droplet area coverage on a SU-8+Cytop coated QCM crystal as a function of droplet volume. 
The covered area is based on the diameter of the droplet measured by the ThetaLite optical tensiometer. 
Figure 3.8 – QCM crystal resonance frequency change and Q-factor change as a function of volume of a 
water droplet deposited on the crystal. Droplets covering the complete QCM crystal plus the surrounding 
were set at 100 µL. 
Figure 3.9 – QCM crystal resonance frequency change and Q-factor change as function of area coverage 
of a water droplet deposited on the crystal. Droplets covering the complete QCM crystal plus the 
surrounding were set at 70 mm2. 
Figure 3.10 – QCM crystal resonance frequency change and Q-factor change as function of contact angle 
of the crystal deposited water droplets. 
Figure 3.11 – Schematic illustration of used terminology of an applied AC potential. The on-period starts 
by applying the potential manually, the off-period by removing the potential manually. The on-/off phase 
corresponds to the on/off fractions within a frequency wave. 
Figure 3.12 – QCM crystal resonance frequency and admittance as a function of an external AC potential 
of 200 V, 100 Hz applied between a water droplet and its underlying SU-8+Cytop coated QCM crystal. 
Measurements were averaged over a period of 15 s. 
Figure 3.13 – QCM crystal resonance frequency (blue) and Q-factor (red) as a function of an external AC 
potential of 200 V, 100 Hz applied between a water droplet and underlying SU-8+Cytop coated QCM 
crystal. 
Figure 3.14 – Schematic illustration of a QCM crystal with a droplet on top. Blue area illustrates the droplet 
in retracted state (no potential applied) and the red plus blue area illustrates the droplet in spread state 
(potential applied). Including the mass sensitivity Gaussian distribution. 
Figure 3.15 – Change in contact angle (blue) and QCM resonance frequency (red) by applying 150V, 500 
mHz across a water droplet and the underlying SU-8+Cytop coated QCM crystal. 
Figure 3.16 – Continuous QCM measurements illustrating the change of QCM resonance frequency by 
applying a potential of 150 V, 500 mHz across a water droplet and underlying SU-8+Cytop coated QCM 
crystal. 
Figure 3.17 – Admittance as a function of QCM resonance frequency of a SU-8+Cytop coated QCM crystal 
with a water (red), 30% glycerol in water (blue) and 50% glycerol in water (purple) droplet on top. 
Figure 3.18 – Three types of commonly observed movements; movement of the left and right side in the 
same or contrary direction in standard sized droplet (A), movement in droplets of a smaller diameter (B) 
and a non-continuous flow (C). 
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Figure 3.19 – Laser scattering of the particles added to a water droplet, before (A), during (B) and after 
(C) applying 200V, 50 Hz. 
Figure 3.20 – Velocity of particles (mm/s) inside a water droplet, by applying 100 V (A), 150 V (B), 200 V 
(C), 250 V (D) and 500Hz across the droplet and its underlying SU-8+Cytop coated substrate. Alternative 
representation in the form of a graph (E). 
Figure 3.21 – Contact angle change as function of initial contact angle by applying 150V, 500 mHz. Using 
an adjusted initial contact angle on a surface of SU-8+Cytop (A) and by comparing a droplet on a 
hydrophobic surface SU-8+Cytop (blue, B) with a hydrophilic SU-8 surface (red, B). 
Figure 3.22 – Influence of the potential on the contact angle change by applying a range of potentials (50-
250 V; 500 mHz) across a water droplet and underlying SU-8+Cytop coated substrate. Represented in two 
formats, contact angle over time (A) and contact angle change as function of potential (B). 
Figure 3.23 – Contact angle change over time by applying 100V, 500 mHz across a water droplet and its 
underlying SU-8+Cytop coated substrate with varying on/off phase timescales (A is overview, B is zoomed 
in); 50/50% (red; C), 10/90% (blue; D) and 5/95% (purple; E). 
Figure 3.24 – Change in contact angle by applying 200V and a range of frequencies (200 mHz–1 Hz) across 
a water droplet and its underlying SU-8+Cytop coated substrate. For 200 mHz 0.20 cycle/s were observed 
(A), for 500 mHz 0.50 cycle/s (B), for 700 mHz 0.70 cycle/s (C) and for 1 Hz 1.00 cycle/s (D). Measurements 
were obtained using 87 FPS. 
Figure 3.25 – Change in contact angle by applying 200V and a range of frequencies (10 Hz-100 Hz) across 
a water droplet and its underlying SU-8+Cytop coated substrate. For 10 Hz ~10 cycles/s were observed 
(A), 30 Hz ~29 cycles/s (B), 50 Hz ~23 cycles/s (C), 100 Hz ~20 cycles/s (D). Measurements were obtained 
using 87 FPS. 
Figure 3.26 – Change in contact angle by applying 200V and a range of frequencies across a water droplet 
and its underlying SU-8+Cytop coated substrate; 200 Hz (A), 750 Hz (B), 1 kHz (C), 5 kHz (D), 6 kHz (E) and 
10 kHz (F). Measurements obtained using 87 FPS showed an undefined number of cycles/s. 
Figure 3.27 – Change in contact angle by applying 200V and a range of frequencies across a water droplet 
and its underlying SU-8+Cytop coated substrate; 10 Hz (A), 100 Hz (B), 200 Hz (C). Measurements obtained 
using 87 FPS. 
Figure 3.28 – Four stages of the evaporation process of a droplet (1 μL, 10 mM NaCl) positioned on a 
smooth (Cytop, Ra≈ 2 nm; A) and rough (polystyrene, Ra≈ 30 nm; B) surface. Including a droplet image 
with colours corresponding to the four stages in the graphs. 
Figure 3.29 – Change in contact angle of a 10 mM NaCl droplet (1 and 25 μL) over time using a range of 
ambient temperatures (17-22 oC). 
Figure 3.30 – Droplet illustrating the type of measurements to determine the droplet shape change: 
horizontal (red), diagonal (purple), vertical (green) and contact angle (blue). 
Figure 3.31 – Influence of salinity on the contact angle change by applying 200V, 500 mHz (A) and particle 
velocity by applying 200 V, 100 Hz (B) across a water droplet and its underlying SU-8+Cytop coated 
substrate. 
Figure 3.32 – Change in contact angle (A) and particle velocity (B) as function of viscosity by applying a 
potential of 200 V, 100 Hz across a water droplet and underlying SU-8+Cytop coated substrate. 
Figure 3.33 – Change in contact angle by applying 200 V, 500 mHz across a droplet of model fingerprint 
solution and the underlying SU-8+Cytop coated substrate. 
Figure 3.34 – Fingerprint recorded using the optical (3D) microscope (Zeta Instruments). 
Figure 3.35 – Illustration of an irregular droplet, created by positioning partly on a hydrophobic surface 
(SU-8+Cytop) and partly on a hydrophilic surface (SU-8). 
Figure 3.36– Illustrating the contact angle change and visualised movement inside a regular (A, B) and 
irregular shaped (C, D) droplet before (A, C) and by applying a potential of 200 V, 500 mHz across a water 
droplet and the underlying surface (B, D). 
Figure 3.37 – Change in fingerprint shape before (A) and after immersing in DI water (B) and before (C) 
and after immersing in 0.8 M NaCl solution (D). Recorded using the optical (3D) microscope (Zeta 
Instruments). 
Figure 3.38 – Fingerprint recorded using the optical (3D) microscope (Zeta Instruments). Red arrow (~136 
μm) indicating the fingerprint ridge width, black arrow (~54 μm) the fingerprint furrow width. 
Figure 4.1 - Schematic overview of the synthesis of the MIPs and separation from the glass beads and 
unbound fluorescent molecules. R1 is the glass beads and glutaraldehyde rest-chain. 
Figure 4.2 – Hydroxylation of the glass beads 
Figure 4.3 – Silanisation of the hydroxylated glass beads. 
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Figure 4.4 – Reaction mechanism for the binding of glutaraldehyde to the glass beads (R1=silanised glass 
beads binding side, AH=acid, B=base). 
Figure 4.5 – Reaction mechanism for coupling the template molecule to the glass beads. R1=silanised glass 
beads binding side, R2= template, AH=acid and B=base. 
Figure 4.6 – Bicinchoninic acid protein test reaction equation. Step 1 (top): reduction of Cu2+ to Cu+ using 
a protein. Step 2 (bottom): the formation of a purple bicinchoninic acid – Cu+ complex. 
Figure 4.7 – Free-radical polymerisation mechanism, first formation of a radical monomer using an 
initiator after which the polymerisation continues. R1= monomer rest-group. 
Figure 4.8 – N-(3-dimethylaminopropyl)-N-ethylcarbodiimide (EDC) coupling to the SPR chip (R1). 
Figure 4.9 – N-hydroxysuccinimide (NHS) coupling to the SPR chip (as prepared in Figure 4.8). In which R1 
is SPR chip. 
Figure 4.10 - Coupling of the target molecule or MIP to the SPR chip (as prepared in Figure 4.9). In which 
R1 is gold SPR chip and R2 is the target molecule or MIP to be coupled to the SPR chip. 
Figure 4.11 – Fluorescent intensity of a BSA imprinted linear MIPs solution, obtained over a range of 
emission wavelengths (450-600 nm) and using a range of excitation wavelengths (425 till 510 nm). Filled 
area is marking the lowest long-pass viewing filter wavelength. 
Figure 4.12 – Percentages visualised fingerprints using albumin imprinted nano MIPs (A) and trypsin 
imprinted nano MIPs (B). Blue dots illustrate the percentage of fingerprints visible by eye/light 
microscope, red dots the percentage of fluorescent fingerprints and green dots the normalised 
percentage of fluorescent fingerprints. 
Figure 4.13 – Percentages visualised fingerprints using albumin imprinted linear MIPs (A) and trypsin 
imprinted linear MIPs (B). Blue dots illustrate the percentage of fingerprints visible by eye/light 
microscope, red dots the percentage of fluorescent fingerprints and green dots the normalised 
percentage of fluorescent fingerprints. 
Figure 4.14 – MALDI-MS spectra of albumin imprinted linear MIPs.  The arrows indicate the proposed 
monomers based on mass difference between the peaks, red arrows APMA (Δm/z 142), orange arrows 
tBAm (Δm/z 127), green arrows acrylic acid (Δm/z 72), blue arrows acrylamide (Δm/z 71). Inset: zoom out 
of the main mass spectra. 
Figure 4.15 – Order of monomers tentatively determined based on the MALDI-MS spectra of Figure 4.14. 
The colours of the connecting lines correspond to the colours of the peaks of the mass spectra. The 
numbers are the mass to charge ratios of the beginning/end of a proposed monomer or cluster, the latter 
is indicated by a square. 
Figure 4.16 – Fitted sensorgram illustrating the amount of binding of albumin imprinted linear MIPs (in 
acetate solution) towards albumin (red) and trypsin (black). KD, albumin-trypsin = 0.2 nM. Measurements of a 
range of trypsin and albumin concentrations (0.59, 2.35, 9.38, 37.50 and 150 nM) were performed using 
the SPR Navi 220A (BioNavis). 
Figure 4.17 - Sensorgram illustrating the amount of binding of albumin imprinted linear MIPs (in water) 
with albumin (red) and streptavidin (blue). Measurements of a range of MIP concentrations (dilutions in 
water: 1, 1/3, 1/9, 1/27, 1/81, 1/243) were performed using the BIACore 3000 SPR system (GE 
Healthcare). 
Figure 4.18 – Sensorgram illustrating the affinity of BSA imprinted linear MIPs (in water) towards BSA, 
HSA and keratin. Measurements performed using the BIACore 3000 SPR system (GE Healthcare). 
Figure 4.19 – Fitted sensorgram illustrating the affinity of a variety of concentrations albumin towards 
albumin imprinted MIPs (A; KD=2.27 nM) and trypsin imprinted MIPs (B; KD=3.23 nM), both in water. 
Measurements were performed using the BIACore 3000 SPR system (GE Healthcare). 
Figure 4.20 – Fluorescence intensity of BSA imprinted linear MIPs solution, BSA solution and BSA plus BSA 
imprinted MIPs solution. Measurements were performed using an excitation wavelength of 495 nm and 
a range of emission wavelengths (400-650 nm). 
Figure 4.21 - ToF-SIMS spectrum of a visualised fluorescent fingerprint. The peaks were tentatively 
assigned to the fingerprint compounds (salts, amino acids, fatty acids) and the MIPs visualisation reagent. 
Figure 4.22 – Mass-selected ToF-SIMS images of a well visualised fingerprint area (A). The ToF-SIMS 
images were based on groups of fragments which were tentatively assigned to MIPs (B), amino acids (C) 
and fatty acids (D). The colour scales of the ToF-SIMS were individually adjusted to obtain optimal 
contrast, a high and low intensity was indicated by the yellow and red colour respectively. 
Figure 4.23 – Mass-selected ToF-SIMS images of a poorly visualised fingerprint area (A). The ToF-SIMS 
images were based on group of fragments which are tentatively assigned to MIPs (B), amino acids (C) and 
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fatty acids (D). The colour scales of the ToF-SIMS were individually adjusted to obtain optimal contrast, a 
high and low intensity was indicated by the yellow and red colour respectively. 
Figure 4.24 – Affinity of albumin with acrylamide (A) and tBAm (B) in which the red clouds illustrate 
functional groups of albumin, darker colour suggests stronger binding. 
Figure 4.25 – The percentage of fluorescent fingerprints (normalised) obtained by exposure of natural, 
BSA-spiked and trypsin-spiked fingerprints to albumin imprinted linear MIPs. A range of MIP compositions 
were used, in which MIP nr.1 is the most hydrophilic and MIP nr. 6 is the most hydrophobic (lowest and 
highest tBAm/acrylamide ratio, respectively). 
Figure 4.26 – The percentage of fluorescent fingerprints (normalised) obtained by BSA imprinted linear 
MIPs treatment of BSA-spiked, natural and trypsin-spiked fingerprints deposited on polystyrene (PS), 
polyvinylchloride (PVC) and polyethyleneftalate (PET) substrates. 
Figure 4.27 – The percentage of fluorescent fingerprints obtained by BSA imprinted linear MIPs treatment 
of BSA-spiked, natural and trypsin-spiked fingerprints deposited on stainless steel. The percentage of 
fluorescent fingerprints were shown before and after normalisation. 
Figure 4.28 – Fingerprint visualised using fluorescent albumin imprinted linear MIPs, showing primary, 
secondary and tertiary level detail, obtained using excitation wavelength of 445 nm and long-pass viewing 
filter of 495 nm. 
Figure A.1– Overview of amino acids including their fragments and corresponding molecular weight and 
m/z. *Fragments which are likely only to be obtained in peptide/protein form. 
Figure A.2 – Overview of fatty acids, wax esters and triglycerides including their fragments and 
corresponding molecular weight and m/z 
Figure A.3 – Overview of the fragmentation of the monomers and expected fragments of the polymerized 
monomers acrylamide, tBAm, APMA, acrylic acid and fluoresceinylacrylamide, including the 
corresponding molecular weights and m/z.. *Although these fragments were observed for polyacrylamide 
in the literature, it is not very likely to occur, based on the spectra of alkaneamides and carboxylic acids 
[82]. 
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ACN Acetonitrile 
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APFAES Ammonium perfluoroalkylethylsulfite 

APMA N-(3-aminopropyl)methacrylamide 

ATR-FTIR Attenuated Total Reflectance-Fourier Transform Infrared Spectroscopy 

BIS N,N-methylenebisacrylamide 

BSA Albumin from bovine serum 

CA Contact angle 

CHCl3 Chloroform  

CS Chondroitin sulfate 

DBS(A) Dodecylbenzenesulfonic (acid) 

DC Direct current 

DCM Dichloromethane 

DESI Desorption Electrospray Ionization 

DFO 1,8-diazafluoren-9-one 

DI-water Deionised water 

DNT 2,4-dinitrotoluene 

DS Dextran sulphate sodium salt 

EDC N-(3-dimethylaminopropyl)-N-ethylcarbodiimide 

EDOT 3,4-ethylenedioxythiophene 

EWOD Electrowetting-on-dielectric 

BSAfingerprints BSA-spiked fingerprints 
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FTIR Fourier transform Infrared 

GC-MS Gas Chromatography-Mass Spectrometry 

GHB ƴ-hydroxybutyric 

H2SO4 Sulphuric acid 
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ITO Indium tin oxide 

K2S2O8 Potassium peroxydisulfate 

KCl Potassium chloride 

LC-MS Liquid Chromatography-Mass Spectrometry 

LiClO4 Lithium perchlorate 

LUMO Lowest unoccupied molecular orbital 

MALDI Matrix Assisted Laser Desorption/Ionisation 
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MALDI-ToF-MS Matrix-assisted laser desorption/ionization-Time of Flight-Mass Spectrometry 
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PNMP Poly(N-methylpyrrole) 

PS Polystyrene 

PSS Poly(styrene sulfonate) 

PSSS Poly(sodium 4-styrenesulfonate) 

pTS Sodium para-toluenesulfonate 
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Introduction 1 
1  

  

It is widely acknowledged that every person has a unique fingerprint, even identical 

twins. [1] Together with the fact that the most commonly found fingerprints on crime 

scenes are not yet visible to the naked eye [2] makes the fingerprint visualisation 

process of high importance for the identification of the donor of a fingerprint.  

This research will seek to enhance the detection of fingerprints by two different 

approaches; enhance currently used techniques and develop a novel detection method. 

Molecularly imprinted polymers (MIPs) were explored for the detection (visualisation 

and retrieving intelligence information) of fingerprints because of their chemical 

recognition characteristics and visualisation properties. By treating a surface/fingerprint 

with MIPs (targeted to a specific molecule), the fingerprint becomes fluorescent when 

the targeted molecules are present. In addition, electrowetting was investigated as a 

technique to create a flow in a (simulated) fingerprint, aiming to make the molecules in 

a fingerprint better approachable by currently used fingerprint visualisation reagents 

and forming more homogenous distributed fingerprint ridges resulting in more/better 

visualised fingerprints. Subsequently the effect of a potential on a surface was 

investigated by the analysis of potential driven changes in composition, hydrophobicity, 

morphology and topography (roughness) of conductive polymer films.  

This chapter will provide an overview of the mentioned subjects and used techniques; 

fingerprints, MIPs, electrowetting, conductive polymers, contact angle measurements, 

electrochemical, mass spectrometry, microscopy and spectroscopy techniques.  
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 Fingerprints 

A fingerprint is an impression of a collection of friction ridges, also present on the palms, 

toes, heels and soles. Although the development of the ridges is not completely 

understood, it is assumed that they are developed during the embryonic stage, probably 

influenced by physical stress caused by changes in the volar pad (size and symmetry) 

and growth of the epidermis. The differences in environment (physical stresses and 

cellular distribution) of each finger imparts a unique pattern of ridges. [3, 4]  

The uniqueness of fingerprints make fingerprints, as well as DNA, the well-established 

methods for identification; whereby DNA profiling is based on the chemical structure, 

fingerprint identification is based on the physical structure. After the first recording of 

fingerprint ridges by Nehemiah Grew in 1684 and report about fingerprint ridge features 

by Joannes Purkinje in 1823, the main foundation for fingerprint identification was laid 

by the discoveries of the permanence of fingerprints and their uniqueness. Sir William 

Herschel established that fingerprints remain the same over time (over the period 1860-

1890) and introduced the use of fingerprints for identification purposes by identifying 

inmates. Sir Francis Galton recognised the unique nature of fingerprints in 1892 and 

introduced a classification system for fingerprint ridge detail (loop, arches and whorls) 

which is still used nowadays. [1] 

 

1.1.1. Fingerprint composition 

A fingerprint is an impression of the pattern of a fingertip, which is created by the 

release of sweat when the finger comes into contact with a surface. The composition of 

fingerprint residue depends on the characteristics of the donor and is subjected to the 

environment. Except contaminated substances such as cosmetics, lubricants and dirt, 

components of fingerprint residue originate from three secretion glands; the eccrine, 

sebaceous and apocrine glands. In a hand (fingers and palm) are only eccrine glands 

present, but because of contact between hands and other body parts, fingerprint 

residue also consists of components of the sebaceous and apocrine glands which both 

secrete through hair follicles. Apocrine glands are located at the peripheral and axillary 

areas and produce mainly proteins, carbohydrates and cholesterol. Sebaceous glands 

are mostly present on the scalp and face and secrete oily and waxy molecules such as 
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squalene, wax esters and triglycerides. The eccrine secretion is believed to consist 

mainly of water (ca. 98%) although the review of Kent [5] showed that the water content 

might be no more than 20%. In addition, eccrine secretion contains inorganic and 

organic molecules such as amino acids which are crucial for several visualisation 

methods. [6] An overview of the fingerprint composition based on the literature is 

outlined in the Appendix (Section A.1).  

The change in fingerprint composition, focussed on lipid content, with time has been 

investigated in several studies. Generally a decrease in lipid content [7] has been 

observed. In addition, the influence of bacteria on the degradation process [6], sunlight 

exposure on the squalene content [8] and the age of the fingerprint donor on the 

composition and corresponding stability such as a higher cholesterol content in 

children’s fingerprints and wax ester/glycerides content in adults fingerprints [7] has 

been demonstrated.  

 

1.1.2. Fingerprint patterns 

Fingerprints can be used for identification purposes due to their unique ridge pattern. 

Since Galton’s publication in 1892, fingerprints are classified in three main groups: 

loops, whorls and arches. After the determination of these primary level characteristics, 

the fingerprint is further analysed on secondary level characteristics such as 

bifurcations, dots and ridge endings and tertiary level characteristics such as pores 

(Figure 1.1). 
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Figure 1.1 – Illustration of fingerprint ridge detail of three levels: primary (top), secondary (middle) and 
tertiary (bottom) level characteristics. [9] 
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In the identification process, fingermarks recovered from a crime scene are analysed on 

the presence and location of the above mentioned characteristics, and compared to 

fingerprints of suspects and/or databases. As discussed above, impressions of the 

fingertip can be called fingermarks, referred to traces found on the crime scene, or 

fingerprints, referred to traces deposited under controlled circumstances. In this thesis 

above mentioned definitions were used, although the definitions are not ambiguous, 

e.g. fingermarks could also be defined as latent fingerprints or as traces originating from 

an unknown donor as well as both terms have been used interchangeably. [10, 11] 

 

1.1.3. Fingerprint techniques/methodologies 

Three types of fingerprints can be recovered from the crime scene: patent, impressed 

and latent fingerprints. Patent and impressed fingerprints can be recovered directly 

from the crime scene by lifting, casting and photographing, while latent fingerprints or 

in other words fingerprints not visible to the naked eye, require a visualisation process. 

There are several fingerprint visualisation reagents currently available, both based on 

physical and chemical interactions with the fingerprint residue. The choice of method 

depends on the nature of the surface (porosity, colour) and/or environmental induced 

changes (wetting).  

Non-porous dry surfaces, such as glass, metals and plastics can be treated with powders, 

based on the physical adhesion of powders to the fingerprint residue. To address a wide 

range of coloured surfaces, luminescent, magnetic and coloured powders are available. 

[12] Alternatively fingerprints can be visualised using cyanoacrylate fuming; 

cyanoacrylate, also known as superglue, is evaporated at 120 oC with a humidity of ca. 

80% [13] and adheres to the fingerprint residue resulting in a white film. To enhance the 

contrast, the surface can subsequently be sprayed with colouring agents such as crystal 

violet, Basic Yellow 40 and safranine or cyanoacrylate modified reagents such as  

Lumicyano [14] and PolyCyano UV [15] could be used instead of cyanoacrylate. [16] 

Vacuum metal deposition could also be used to visualise fingerprints on non-porous 

surfaces, commonly performed by diffusion of gold in the fingerprint and zinc on top. 

Vacuum metal deposition and to a lesser extent cyanoacrylate showed potential to be 
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used on fabrics. [17] In comparison to cyanoacrylate, vacuum metal deposition showed 

higher sensitivity on aged marks but requires also more specialist knowledge to operate. 

[1, 18]  

The enhancement of fingerprints on porous dry surfaces are often performed by a 

sequence of techniques: 1,8-diazafluoren-9-one (DFO) or 1,2-indanedione followed by 

indane-1,2,3-trion (ninhydrin) and physical developer. The visualised fingerprints will be 

recorded after each treatment. DFO and 1,2-indanedione react with amino acids 

present in the fingerprint till a yellow fluorescent image using green/blue laser 

excitation and orange/red viewing filter. Ninhydrin reacts with amino acids present in 

the fingerprint, forming a purple deposit which is also known as Ruhnemann’s purple. 

Physical developer is a silver-based reagent which attaches to the hydrophobic 

molecules in a fingerprint, producing a grey deposit which is visible using white light. 

Although physical developer is expensive, time-consuming and the reagent has a short 

life-time, it is the preferred technique for wetted porous surfaces as amino acids are 

water soluble. [1, 19] 

Besides the above discussed established techniques, research has been performed to 

use nanoparticles and quantum dots for the visualisation of fingerprints. [20-22] 

Nanoparticles could also be combined with antibodies to provide specific binding and 

to obtain intelligence information about the behaviour/characteristics of the donor of 

the fingerprint or to confirm a certain scenario. Antibodies have also shown to have 

potential to be used in conjugation with a fluorophore for the detection of fingerprints. 

[23] Additionally, a wide range of spectrometric and spectroscopic techniques has been 

used to detect drugs of abuse, non-controlled substances, cosmetics and explosives in 

fingerprints, as well as information about condom brands/types and personal 

characteristics has been revealed out of fingerprints. A brief overview of possible 

detectable substances is given in Table 1.1. 
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Table 1.1 – Overview of intelligence information detected in fingerprints. Substances: DNT=2,4-
dinitrotoluene, GHB=ƴ-hydroxybutyric, MNT=mononitrotoluene, RDX=trinitrohexahydro-1,3,5-triazine, 
THC=tetrahydrocannabinol and TNT=2,4,6-trinitrotoluene. Techniques: ATR-FTIR= attenuated total 
reflectance-fourier transform infrared spectroscopy, DESI=desorption electrospray ionization, GC-
MS=gas chromatography-mass spectrometry, LC-MS=liquid chromatography-mass spectrometry, 
MALDI=matrix assisted laser desorption/ionisation, MALDI-IMS-MS/MS=ion mobility tandem mass 
spectrometry matrix assisted laser desorption, MCAR=mixed cell agglutination reaction and TLC=thin 
layer chromatography. 

Type Detected substance/characteristic Technique Reference 

Behaviour 
Caffeine, aspirin, paracetamol, 

starch and talc 
Raman spectroscopy [24] 

Behaviour Caffeine LC-MS [25] 

Behaviour Cotinine 
Antibody nanoparticle 

conjugation 
[26] 

Behaviour Nicotine GC-MS [27] 

Characteristics Gender MALDI [28] 

Characteristics Gender Ridge density [29] 

Characteristics  Age TLC [30] 

Characteristics Age TLC, photodensitometry [31] 

Characteristics Blood group MCAR [32] 

Cosmetics 

Face cream, foundation, body lotion, 

body butter, serum cream and lip 

gloss 

ATR-FTIR [33] 

Cosmetics  Foundation GC-MS [27] 

Drugs 
Cocaine, benzoylecgonine and 

methylecgonine 
DESI, MALDI-IMS-MS/MS [34] 

Drugs Cocaine and heroin LC-MS/MS [35] 

Drugs Cocaine and Δ9-THC, DESI [36] 

Drugs 

Codeine phosphate, cocaine 

hydrochloride, amphetamine 

sulphate, barbital and nitrazepam 

Raman spectroscopy [24] 

Drugs GHB ATR-FTIR [33] 

Drugs THC and methadone 
Antibody magnetic particle 

conjugation 
[37] 

Explosives RDX DESI [36] 

Explosives TNT, DNT and MNT 

Optical catapulting with 

laser induced breakdown 

spectroscopy 

[38] 

Supplementary 

information 
Condom brand/type 

MALDI MSI, MS/MS, Raman 

spectroscopy and ATR-FTIR 
[39] 
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 Molecularly Imprinted Polymers 

Molecularly imprinted polymers (MIPs) attract large interest because of their 

recognition abilities, stability and low costs of manufacturing compared to their 

biological equivalents (antibodies). In molecular imprinting the target molecule 

functions as template around which the monomers polymerise in the form of a shell, 

followed by the removal of said template. This results in a target-shaped cavity 

containing specific recognition sites which allow the MIPs to recognize and specifically 

re-bind to their target molecule. This principle is similar to the lock-and-key or antigen-

antibody principle, therefore the MIPs are also called synthetic or plastic antibodies.  

The origin of MIPs goes back to 1931 when Polyakov discovered that the structure and 

surface area of silica polymers was influenced by the solvent. Subsequently, the study 

of Dickey in 1949 showed that sodium silicate polymers synthesised in the presence of 

a dye (functioning as template), bind specifically to that dye after removal of the 

template. [40] The next breakthrough was the introduction of organic solvents [41] and 

discovery of the increase in adsorption capacity by restricting the mobility of polymer 

chains using cross-linkers, [42] both in 1972. Opposed to the covalent approach of Wulf 

et al. [41], whereby as the name implies the MIPs and target molecule bind covalently, 

Arshady and Mosbach [43] introduced in 1981 the non-covalent approach, or also called 

the self-assembly approach. [44]  The self-assembly approach leads to higher simplicity 

of manufacturing while the covalent approach results in more well defined binding sites 

and a higher stability. [45] As shown in Figure 1.2, the amount of publications increased 

significantly from ca. 1997, which could be due to the publication in 1995 by Andersson 

et al. [46] describing the use of aqueous buffers for MIPs synthesis instead of the so far 

used organic solvents. This breakthrough resulted in the possibility to use this technique 

also in biological contexts. Additionally, in 1995 the semi-covalent approach was 

developed by Whitcombe, consisting of covalent binding during polymerisation and 

non-covalent rebinding. This approach relies on the introduction of a spacer group 

which got released when the template is removed. [47] However, the noncovalent 

approach is still the most widely used method, possibly due to the development of 

stoichiometric monomer/template methods. [45] In 2002 and 2008 the increase in 
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publications stopped, which could be caused by the start of the recession and the 

European economic crises in the early 2000s and 2007 respectively. 

 
Figure 1.2 – Amount of MIPs articles published over time (search term in google scholar: MIPS "imprinted 
polymers" + specific term). 

 

Currently, MIPs are seen as synthetic antibodies and receptors and are therefore of 

growing interest for a wide variety of applications such as for drug delivery [48], 

environmental analysis/extractions [49] and clinical diagnostics [50] as shown in Figure 

1.2 and discussed in more detail in Section 1.2.2. In contrast to antibodies, MIPs show a 

higher stability, could be used in both aqueous and organic matrices and there is no 

need for test animals. However, for the synthesis of the MIPs the target molecule has 

to be available, although fragments or analogues could also be used instead of the 

target molecule. [50, 51]  

 

1.2.1. Preparation of MIPs 

The MIPs are synthesised by free-radical polymerisation of functional monomers, and 

usually cross-linkers, around a target molecule which acts as a template. Afterwards the 

target molecule is removed and a polymer shell remains. Due to the presence of these 

specific recognition sites in the polymer, the MIPs can recognise and specifically re-bind 

to the target molecule.  

The functional groups of the monomers interact with the target molecules and the 

cross-linking agent functions, like the name implies, to cross-link the polymer chain. The 

latter are also called cross-linking monomers or cross-linkers. Depending on the target 
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molecule and the type of MIPs, different kinds and/or amounts of functional monomers 

and cross-linkers could be used to obtain optimal stiffness (enough selectivity by 

retaining its shape), flexibility, accessibility of the cavity, mechanical and thermal 

stability (for applications which require high pressure/temperature). [52] Due to the 

complexity and wide variety of monomers, computational studies could be performed 

to determine the optimal theoretical type and amount of monomers. 

The functional monomers are the main components of the MIPs. To maximize the 

affinity between the MIPs and the target molecule, the functional groups of the 

monomer should match the target molecule; commonly using H-donor groups (as 

carboxylic acid) and H-acceptor groups (as alcohol, ether or amine). [53] The affinity 

could be increased by increasing numbers of monomers [54] and optimising the ratio 

monomer/target molecule, noting that the amount of binding in the covalent approach 

is determined by the target molecule only. Cross-linkers have an influence on the 

morphology and stability and thereby on the selectivity and flexibility of the MIPs; by 

increasing the amount of cross-linking, the MIPs might be more specific, but the ‘cavity’ 

could also be less accessible for the target molecule. [52, 53] This increase in amount of 

cross-linking can be achieved by a change in type/size of the cross-linkers and/or 

increase in concentration. As the latter could result in both an increase in stiffness and 

selectivity of the MIPs, an optimum must be sought. [54, 55] Commonly used functional 

monomers and cross-linkers are shown in Figures 1.3 and 1.4 respectively. [54, 56, 57]  

Acrylic acid Methacrylic acid Acrylamide  Methacrylamide  

   
 

4-vinylpyridine N-isopropylacrylamide 2-(trifluoromethyl)-acrylic acid 

  
 

Figure 1.3 – Functional monomers commonly used in MIPs. 
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Ethyleneglycol dimethacrylate Trimethylolpropane trimethacrylate 

 

 

Divinylbenzene N,N′-methylenebisacrylamide 

 
 

Figure 1.4 – Cross-linkers commonly used in MIPs. 

 
The solvent is not only used to dissolve the monomers, cross-linkers and target 

molecules but also to create a porous morphology, therefore also called a porogen. Low 

polarity of the solvent could result in less interference of the H-bonding between the 

monomer and the target molecule and low solubility could result in larger pores and a 

smaller surface area due to phase-separation early in the polymerization process. [54, 

58]  Additionally, the selectivity could be influenced by the solvent, although to a limited 

extent. Ideally the solvent should not compete significantly for the same type of 

interactions between monomer and target molecule.    

 

1.2.2. Applications 

MIPs have shown to possess good recognition characteristic and being able to detect a 

wide variety of molecules in a range of environments, from pesticides in strawberries 

[59] to paracetamol in human serum [60]. Therefore MIPs were an obvious choice for 

discovering the possibilities to detect specific molecules in a fingerprint. At this time this 

is a very novel application based on two novel concepts, the use of non-cross-linked 

linear MIPs and the detection of molecules in a fingerprint using MIPs, therefore the 

amount of literature is very limited. However, the concept of linear MIPs was recently 

demonstrated in a medical context. [61] To provide more insight in the possibilities of 

the MIPs, three widely used and forensic relevant (regarding target molecule and/or 

matrix) applications were discussed in more detail below. 
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Similar to the research in this thesis, the detection of fingerprints using MIPs, in the drug 

delivery application the MIPs have to move through a medium towards their location of 

interest. In the fingerprint detection application, towards the target molecule and in the 

drug delivery application towards the drug release location. In the drug delivery 

application, a drug bound to a MIP is released at their target position, for instance a 

certain cell or organ, by applying or experiencing a stimuli. As outlined in Table 1.2, the 

release could be caused by e.g. a change in pH, irradiation or the presence of another 

molecule to which the MIPs bind. To deliver the drug at the right position and time 

without harming the rest of the body, a controlled, accurate and non-toxic delivery is 

required. The high stability, resistance and ability to change by external stimuli makes 

MIPs appropriate for this application. [48, 62, 63]  

Table 1.2 – Overview of a variety of MIP drug delivery studies using several target molecules, drug delivery 
forms and release principles. NR=not reported. 

Target molecule Drug delivery form  Release principle Ref. 

Bimatoprost Contact lenses Release by swelling induced by pH or hydration [64] 

Doxorubicin NR 
Double imprinted MIP. Release of doxorubicin by 

binding to epidermal growth factor receptor 
[65] 

Propranol, 

ibuprofen, 

ketoprofen 

Tablet form Dissolution, stereo-selective 

[66, 

67] 

[68] 

Hydrocortisone NR 

Release by hydration. The release of a similar 

molecule bound to the MIPs (testosterone) was 

accelerated in the presence of the target molecule.  

[69] 

Vancomycin Albinate matrix Diffusion and swelling [70] 

Metronidazole Oral pH-trigger [71] 

Mitoxantrone NR 

X-ray stimulate the MIPs/nanoparticles resulting in 

the generation of light and activation of the 

photosensitizer mitoxantrone 

[72] 

 
The application of MIPs for environmental analysis is mainly focused on the extraction 

of contaminants or harmful substances such as pesticides or drugs in food, (waste) 

water and soil matrices. The extraction is based on conventional extraction methods 

such as solid-phase (micro) extraction, magnetic solid-phase extraction and stir-bar 

sorption extraction, whereby the sorbent is replaced by a MIP sorbent, also called 

molecular-imprinted solid-phase extraction (MISPE). The MIPs sorbents are of interest 

due to their high specificity, low costs and easy preparation [73] and performed 

comparable or even better than conventional extraction kits. [49, 74, 75] The potential 
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of the use of MIPs for the extraction of a variety of compounds is not only shown by the 

wealth of performed research but is also emphasised by the presence of several 

commercially available MISPE products.  

The successfulness of the extraction, defined by among others the selectivity and 

sorption capacity, could be influenced by the homogeneity and porosity of the MIPs 

sorbent. Therefore the MIPs synthesis settings, which could affect these factors, are of 

high importance. [49] Possible template leakage and the requirement of the target 

molecules during the synthesis could be a disadvantage of the MIPs compared to 

conventional methods. The latter can be problematic for target molecules present in 

very low concentrations, although this possibly can be solved by the use of fragments 

or analogues instead of the actual target molecule. [76]  

To get a better understanding of the possibilities of the extraction using MIPs, a range 

of studies are outlined such as the extraction of pharmaceutical and food products as 

shown in Tables 1.3 and 1.4. The studies using pharmaceutical products demonstrate 

the possibility to extract medication in among others forensically relevant matrices such 

as body fluids.  

Table 1.3 – Overview of pharmaceutical molecules extracted with MIPs. NR=not reported. 

Target molecule Matrix Recovery Reference 

Adefovir (Hepatitis B, antiviral drug) Human serum and urine 
88.2-93.5% 

84.3-90.2% 
[77] 

Oxprenolol (beta-blocker) Urine NR [78] 

Gastrodin (for a.o. epilepsy) Root extract 76.6% [79] 

Hypericin (antibiotic, antiviral) Herbal extract 82.30% [80] 

Pentamidine (PCP, AIDS-related 

diseases) 
Urine <89% [81] 

Peniciloic acid (allergenic impurity in 

penicillin) 
Penicillin 76.2-88.3% [82] 

Warvarin (anticoagulant) Urine >95% [83] 

 
The studies using food products were selected because of the increasing concern of food 

safety. The increase in regulations and public interest resulted in a growing interest for 

improved and/or alternative extraction and detection methods both during and after 

the food processing. MIPs have been shown to be of potential interest as sorbents for 

the extraction of a variety of food related substances such as (trace) impurities like 

herbicides, pesticides and toxic substances but also additives, and resulted even in 
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higher selectivity than some conventional methods according to the study by Karimi et 

al. [84].  

Table 1.4 – Overview of food relevant molecules extracted with MIPs. NR=not reported. 

Target molecule  Matrix  Recovery  Reference 

Lactose Milk  NR [85] 

Oranophosphate (pesticide) Strawberries  65.25-87.70% [59] 

Protocatechuic acid (reduce lactose 

intolerance) 

Extract from Rhizoma 

homalomenae 
82% [86] 

Sulfonamides (drug) Chicken meat 95-99% [84] 

Synthetic colorants Chilli spice and chilli powder 
72.1-95.6% 

72.1-92.3% 
[87] 

Diethylstilbenstrol   Fish >87.5% [88] 

 
MIPs could also be used for the purpose of clinical diagnostics, to confirm the presence 

of medical relevant molecules such as glucose and paracetamol in serum or urine 

samples. [60, 89] As shown in Table 1.5, a range of sensors have been developed using 

MIPs as recognition elements.  

Table 1.5 – Overview of a range of using MIPs detected medical relevant molecules. NR=not reported. 

Target molecule Matrix Sensor Reference 

Caffeine NR QCM [90, 91] 

Nucleosides (cancer biomarkers) Urine  Extraction [92] 

Chloroamphenicol Serum Optical [93] 

Clenbuterol Bovine liver Electrochemical [94] 

β-Estradiol NR Optical (fluorescence) [95] 

Glucose Human blood serum Electrochemical [89] 

Human Rhinovirus serotype 2, 

Tobacco Mosaic Virus  
NR Spectroscopy (impedance) [96] 

Morphine NR Electrochemical [97] 

Paracetamol Human serum, urine Electrochemical [60] 

Phenactin Human serum, urine QCM [98] 
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 Electrowetting 

Electrowetting is a process in which the amount of wetting is modified by the application 

of an electrical potential. The wetting phenomenon itself was already described in 1612 

by Galileo, [99, 100] after which Young [101] quantified wetting using the contact angle 

in 1805. Subsequently electrowetting was introduced, which principle is based on one 

of the most important fundamentals of fluid dynamics, the electrocapillary 

phenomenon. This phenomenon was first described by the French physicist and later 

Nobel prize winner Gabriel Lippmann in 1975. [102] He described the relation between 

surface energy/interfacial tension and potential by applying a potential across an 

electrolyte-mercury interface after which a change in capillary depression of mercury 

was observed. Besides the publication of the electrocapillary theory, Lippmann applied 

it in practise by the invention of the electrometer. In 1993 Berge [103] introduced the 

use of an insulator layer on top of the substrate electrode to prevent contact between 

the electrode and the liquid and thereby electrolysis, while the insulator layer 

functioned also as capacitor. This principle is currently implied in most of the research 

and applications, and known as electrowetting-on-dielectric (EWOD). In this research 

EWOD was used, therefore electrowetting without insulator/dielectric layer is not 

discussed in detail.  

 

1.3.1. Operation of the electrowetting-on-dielectric process 

By applying a potential, the droplet and substrate become oppositely charged resulting 

in the attraction of the droplet to the substrate and thereby spreading of the droplet 

(Figure 1.5A). The dielectric layer functions hereby as capacitor, it enables a higher 

electric field and reduces the electrolysis problem.  The influence of several factors such 

as liquid composition, dielectric layer composition, potential and frequency on the 

electrowetting process will be discussed in Chapter 3.  

To obtain electrowetting, a variety of set-ups could be used; a wire or a plate can 

function as top-electrode (Figure 1.5A and B) and the bottom electrode can consist of a 

single electrode (Figure 1.5A and B) or multiple electrodes (Figure 1.5C and D). By using 

interdigitated electrodes (Figure 1.5C and D) also called individually addressable 

electrodes, a droplet can move along a line of electrodes.  
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A. 
 

 

B. 

 

C. 
 

 

 
                              D. 

 

 

Figure 1.5 – Schematic illustration of electrowetting-on-dielectric set-ups with a wire as top electrode (A), 
plate as top electrode (B, D) and interdigitated electrodes in the substrate (C, D).  

 

1.3.2. Formation of a flow using electrowetting 

The application of a potential across a droplet and the underlying surface does not only 

lead to spreading of the droplet but could also induce a flow inside the droplet. This flow 

formation has been investigated in several studies for a variety of purposes, both by 

tracking of particles added to the droplet and by staining the droplet partially with a 

fluorescent dye. [104-110]  

The electrowetting induced flow has been shown to be able to merge liquids, e.g. 

glycerol has been mixed with water whereby the top layer was stained with a dye to 

follow the movement of the dyed liquid through the rest of the droplet. [110]  This study 

demonstrated a decrease in mixing time and symmetric distribution by increasing 

viscosity. Other studies were focussed on origin of the flows as outlined in Table 1.6, 

illustrating that flows can be divided in two groups based on the applied frequency. The 

low frequencies are known as the hydrodynamic frequency range whereby the droplet 

is able to screen the applied electric field. The formed flow in this range is probably 

caused by (interfacial) oscillations of the droplet/electric force acting on the three-

phase contact line. [105, 108, 109] The flows in the high frequency range are believed 

to be an electrohydrodynamic effect and are probably dependent on the electric field 

distribution [104, 105] suggested by the flow formation caused by an induced 

electrothermal force [108] and the presence of a stronger electric field at the location 

where the flow appears, according to a numerical study. [105] Instead of focussing on 
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the bulk viscous dissipation, the study of Lu et al. [111] investigated the response of a 

droplet to frequency from a kinetic perceptive, focussing on the contact line friction and 

pinning force in the low frequency range (0-200 Hz). This showed a dominancy of the 

contact line friction and inertia over the electric and capillary force by increasing 

frequency, resulting in a droplet which cannot fully follow the frequency anymore at 

high frequencies and a completely vanished oscillation at 200 Hz. Based on the 

extraction/retraction time of a droplet subjected to direct current (DC) potential the 

response time of a droplet was determined at 15 s, suggesting the contact line of the 

droplet cannot follow frequencies larger than ca. 30 Hz.  It should be noted that while 

the contact line is damped by contact line friction, the contact angle is also dependent 

on the oscillations of the height which depends on the inner flow and take a longer time 

to be damped (compared to the contact line) due to slower viscous dissipation. [111] 

Table 1.6 – Literature overview of flow formation induced by electrowetting induced. NR=not reported. 

Frequency  Observation/interpretation Reference 

10 Hz-15 kHz 

Flow insensitive to conductivity and possibly caused by an electrical force 

acting on the three-phase contact line/oscillations of the complete 

droplet.  

[105] 

35-256 kHz 
Flow sensitive to liquid conductivity and electrode position, probably 

controlled by electric field distribution.  
[105] 

<33 Hz Droplet responds to the applied frequency.  [111] 

200 Hz 

Visible movement almost completely disappeared. By increasing 

frequency the contact line friction and inertia became dominant over the 

capillary force, the droplet cannot respond to the high frequencies.  

[111] 

50-310 kHz 

Flow probably caused by an electrohydrodynamic effect.  

Despite the correlation between frequency and conductivity, and the 

increase in electric field with frequency, the flow velocity does not 

increase linearly by frequency (an optimum op 110-150 kHz). 

[104] 

Low (NR) Flow attributed to oscillations of the complete droplet.  [108] 

High (NR) 

An electric field in the droplet results in a temperature increase. Flow is 

formed by an induced electoral force caused by gradients in temperature 

and thereby in conductivity and permittivity. 

[108] 

~10 Hz Quasistatic behaviour using frequencies below the eigenfrequency. [107] 

~10 Hz - kHz Hydrodynamic behaviour. [107] 

> kHz Electrothermal behaviour. Electric field in the bulk of the droplet.  [107] 

1 Hz Quasistatic and complete droplet oscillation flows are dominant. [106] 

50 Hz Steady flows in opposite direction of the electrode are dominant. [106] 
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This knowledge about the influence of the frequency on the flow has been used in the 

research of Eral et al. [107] to determine the optimal conditions to suppress ring stain 

formation. Ring stain formation, also known as the coffee stain effect, was overcome by 

inducing a flow in a drying droplet using the electrowetting process. The flow inside the 

droplet prevents particles to adsorb on the substrate and droplet contact line pinning 

to the surface. [107] The flow formation has not only been of interest from a 

fundamental perspective but also for applications such as MALDI sample preparation. 

The formation of a flow in a drying sample could create more homogenously distributed 

and smaller sample spots due to suppression of the ring shaped stain formation, [112] 

which could be of use for MALDI analysis as small crystallised sample spots are 

preferred.  

 

1.3.3. Applications  

Besides the possibility to improve the sample preparation of MALDI, the electrowetting 

process can be used for a wide range of applications.  

In 2003, Hayes and Veenstra [113] successfully introduced the electrowetting process 

in displays followed by the start of the Philips spin-off company Liquavista. This 

application is based on the movement of coloured oil droplets in pixels; by applying a 

potential between the substrate and droplet, the amount of droplet coverage and 

thereby colour on the pixel changes as illustrated in Figure 1.6. 

  

Figure 1.6 – Schematic illustration of the electrowetting display as invented by Hayes and Veenstra. [113] 

 
In comparison with the conventional displays such as LCD screens, the electrowetting 

displays show brighter colours, therefore less supplementary lighting is required 

resulting in battery savings. The electrowetting displays also show good usage in high 

direct daylight conditions such as outdoor in the sun as the principle is based on 

reflection and there is no need for a polarisator like in the conventional emission or 

transmission displays. [114] 
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One of the oldest electrowetting applications is the lab-on-a-chip application whereby 

electricity is used to manipulate liquid present on a chip. The chip consists of an array 

of individually addressable electrodes which makes it possible to move liquid along a 

path to mix, merge, split and create chemical reactions as shown in Figure 1.7. Hereby 

a droplet is positioned on two electrodes, by addressing one of them a movement is 

induced as illustrated in Figure 1.7B. 

A. B. 

  
Figure 1.7 – Illustration of a lab-on-a-chip systems: a photo of a chip (A) and a schematic illustration of a 
droplet on individually addressable electrodes (B).  

 
In 1979, Terry et al. [115] developed a miniature gas chromatography system using 

photolithography which is generally seen as the first lab-on-a-chip system. 

Subsequently, lab-on-a-chip has been used for a wide variety of purposes because of its 

ease of use, requirements of low volumes and short analysis time. [116] Currently used 

and investigated applications are medical diagnostics such as diabetes self-testing, drug 

screening, food analysis and ecology such as water analysis. [117] 

The electrowetting process has also been of interest in the field of micro-optics, in 

particular to tune micro camera lenses using electrowetting. This application was first 

demonstrated by Berge et al. [118] in 2000 and further developed by Philips and 

Varioptic. Electrodes are positioned on both sides of the droplet and by applying a 

potential the shape of the droplet changes and thereby the lens properties (Figure 1.8). 

The advantage of the electrowetting lens to conventional lenses is that there is no need 

for mechanical constructions to adjust the lens which could be challenging for micro 

constructions. 

A.                                             B.      

 
Figure 1.8 – Schematic illustration of an electrowetting lens with electrodes (dark grey) on the left and 
right side of the liquid (blue), without applying a potential (A) and by applying a potential (B).  
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 Conductive polymers 

Conductive polymers, also called conjugated or electroactive polymers, are polymers 

which can conduct electricity. However, in the beginning they were used as isolators. 

This radical change in properties happened in 1977 by the discovery of high conductivity 

by exposing polymers to a halogenic vapour (Cl, Br, I). [119] The importance of this 

discovery was emphasised by the receipt of the Nobel prize in Chemistry in 2000 by 

Heeger, MacDiarmid and Shirakawa. [120] This also led to a rapid increase in the number 

of applications. Based on the electrochemical reaction, the applications can be divided 

in two groups; ones that occur when a potential is applied and ones that produce a 

potential, resulting in a wide range of applications: energy storage such as rechargeable 

batteries, [121-124] fuel cells [125, 126] and cellulose-based devices [127-130], smart 

materials such as displays [131-133] and windows [134, 135] and as coatings anti-static 

[136, 137], anti-corrosive, [138-143] and anti-fingerprint [144]. Conductive polymers 

could also be integrated with molecular recognition sites functioning as sensor in which 

the properties of conductive polymers change by binding of the target molecule. [145] 

In addition, conductive polymers could be used as fingerprint visualisation reagent. 

[146] 

This research is focussed on the behaviour of three widely studied conductive polymers; 

polyaniline, polypyrrole and poly(3,4-ethylenedioxythiophene)(PEDOT); these 

conductive polymers have the advantage of being able to be used at room temperature, 

[147] good redox reversibility, high conductivity and stability. [148]  As shown in Figure 

1.9, one of the most popular polymers, polyaniline, has been of increasing interest with 

time. Polyaniline was first introduced in the early 1830s by Runge [149], whereby the 

colour changes by oxidation/reduction got special attention. However, due to the 

possible formation of toxic benzidine derivatives, [150] other polymers such as 

polypyrrole and the polythiophenes (of which PEDOT is part of) became of interest. 

Polypyrrole, also called pyrrole black named after its colour in oxidative state, was one 

of the first heterocycle conductive polymers, first reported in 1963. [151-153] This 

polymer is of general interest because of its possibility to polymerise in both aqueous 

and organic solution. [154-156] The third polymer used in this research is PEDOT. This 

polymer was discovered in the late 1980s as an anti-static coating in photographic films 
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by researchers of Bayer. [157-160] Now-a-days PEDOT is used for a wide range of 

application such as displays, [161-163] transparent electrodes [164-166] and re-

chargeable batteries, because of its transparency in oxidised state, high stability and 

moderate band-gap. [167] However, in contrast to polyaniline and polypyrrole, PEDOT 

has a low solubility in water and is therefore preferably polymerised in an organic 

solvent or in an aqueous solution with a surfactant. Alternatively, a PEDOT film can be 

formed using very low monomer concentrations in aqueous solutions. [168]  

 
Figure 1.9 – Number of published articles about conductive polymers (based on the title as search term 
in google scholar). 

 

1.4.1. The electroactivity of conductive polymers 

Conductive materials owe their conductive properties to the ability to carry electricity. 

Due to the conjugated sp2 backbone structure, or in other words alternating single-

double bond structure of the conductive polymers (Figure 1.10), delocalised electrons 

can move around. [169] 

                        A. 

 
B. C.  D. E. 

 

 

 

 

Figure 1.10 – Chemical structure of conductive polymers with aromatic cycles such as polyaniline (A), 
polypyrrole (B) and PEDOT (C), double bonds (D; polyacetylene) and both an aromatic cycle and double 
bond (E; poly(p-phenylenevinylene)). 
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As shown in Figure 1.11, in a conjugated sp2 structure each carbon atom has three σ-

bonds and one π-bond, forming a sp2 orbital per atom (orange) and π-electron cloud 

(red and blue) in which the delocalised electrons move around. 

A. 

 

B. 

 

C. 

 

 

D. 

  

E. 

 

 

Figure 1.11 – Illustration of sp2 backbone structures of benzene (A, B, C) and poly(1,3-butadiene) (D, E) in 
the form of the chemical structure (A, D), orbitals (B, E) and the formed π-electron clouds (C). 

 
More precisely conductivity could be described by the movement of electrons from the 

valence band to the conduction band, resulting in an electron that can move around in 

the conduction band and an electron-free hole in the valence band which could function 

as mobile charge carrier. The energy band-gap defines the amount of conductivity; no 

band-gap in metals, bridgeable band-gap in semi-conductors and a band-gap which is 

too large to cross in insulators, therefore non-conductive (Figure 1.12). 

 

Figure 1.12 – Energy levels in insulators, conductive polymers and metals, including the energy band-gap 
(Eg), electrons (blue) and electron-free hole (red).   

 
Most conductive polymers behave intrinsically as insulators/semi-conductors. However, 

the addition of doping can decrease the energy band-gap, resulting in an increase in 

conductivity. [170] During oxidation, the polymer film becomes positively charged after 

which an anion (dopant) could enter the film to neutralise the charge, leading to a 

distortion and thereby formation of a localised charge which reduces the energy band-
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gap between the highest occupied molecular orbital (HOMO) and lowest unoccupied 

molecular orbital (LUMO), also known as polaron (Figure 1.13). [171] By increasing the 

amount of charge even dipolaron(s) could develop. During the reduction process the 

polymer film is discharged, the anion is ejected from the film and a cation can be 

inserted in the polymer film. [172]  

 

Figure 1.13 – Energy levels of conductive polymers in undoped and doped state (polaron and bipolarons).  

 
Additionally, due to the structure of the conductive polymer chain, the energy band-gap 

decreases by increasing chain length (Figure 1.14). The HOMO energy level increased 

and LUMO energy level decreased by the formation of butadiene due to the interaction 

between the HOMO and LUMO of ethene. By polymerising further, the carbon chain 

prolongates and thereby the number of carbons (π-orbitals), resulting in a decrease in 

energy gap between the valence and conduction band. [173, 174]  

 
Figure 1.14 – Energy level diagram (π-type orbitals) of the formation of polybutadiene. 
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1.4.2. Characterisation of conductive polymer films 

The chemical and physical characteristics of conductive polymer films could change 

during redox reaction. As this research is focussed on the potential driven changes in 

composition, morphology, topography (roughness) and hydrophobicity of polyaniline, 

polypyrrole and PEDOT films, the following overview is focussed on these aspects.  

The chemical composition of the conductive polymer film can change by redox reaction, 

both during and after polymerisation. Although the polymerisation mechanism of 

conductive polymers is not unambiguous, for all the three polymers, polyaniline, 

polypyrrole and PEDOT the polymerisation is generally assumed to occur in three steps 

(Figure 1.15). A radical cation was formed by oxidation at the anode (step 1). 

Subsequently the monomers dimerise, resulting in a double charged dimer which will 

be deprotonated to form a neutral dimer (step 2). This dimer is oxidised to form a new 

cation (step 3) which undergoes coupling with a radical monomer to propagate the 

chain (repeat step 2). These oxidation and deprotonation steps could be repeated till 

the desired chain length/ film thickness is achieved. [175-177] To maintain 

electroneutrality, counter electrons present in the surrounding electrolyte solution 

could enter the polymer film which could result in (de)swelling of the polymer film. 

St
ep

 1
 

 

St
ep

 2
 

 

St
ep

 3
 

 
Figure 1.15 – Polymerisation mechanism of polyaniline, illustrating in three steps; formation of a radical 
cation (step 1), dimerization (step 2) and formation of a new cation (step 3). These steps could be 
repeated till the required polymer film thickness is obtained.  
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During the oxidation and reduction of the polymer, the change in chemical composition 

was accompanied by a change in colour, also called electrochromism. Therefore 

conductive polymers are potential materials for a range of applications such as smart 

windows [134, 135] and displays [131-133]. Polypyrrole is known as a two coloured state 

polymer, yellow/green in reduced state and blue/violet in oxidised state. However, this 

colour change has not always been observed, possibly caused by fading over time 

and/or by the absence of a colour change using thick films (>1 μm). [172] PEDOT changes 

colour from almost transparent to dark blue by oxidising, also called cathodic colouring. 

This type of colouring is typical for low energy band gaps (<1.5 eV) which in the case of 

PEDOT could be caused by the presence of an electron donating oxygen in the ring 

structure which increases the HOMO energy level. [178, 179] Polyaniline is known for 

its different coloured electronic states, from leucomeraldine (colourless/yellow, fully 

reduced form) via emeraldine (green/blue; half oxidised/ reduced form) to 

pernigraniline (blue/purple; fully oxidised) during oxidation and in backwards direction 

during reduction (Figure 1.17). Besides the three mentioned structures whereby the 

benzoid unit converts into a quinoid unit during oxidation (Figure 1.16), polyaniline 

could also convert from a base to a salt form by acid doping (Figure 1.17). [180-183] This 

demonstrates that the electronic and electrochromic properties of polyaniline depend 

on both the oxidation and protonation state.  

A. B. 

  
Figure 1.16 – Benzoid (A) and quinoid (B) unit of polyaniline.  



25 
 

 

 

 

 

 

Fi
gu

re
 1

.1
7

 –
 C

yc
lic

 v
o

lt
am

m
o

gr
am

 o
f 

p
o

ly
an

ili
n

e,
 in

cl
u

d
in

g 
th

ei
r 

co
rr

e
sp

o
n

d
in

g 
m

o
le

cu
la

r 
st

ru
ct

u
re

s 
an

d
 c

o
lo

u
rs

. 

 



26 
 

Studies about the hydrophobicity of conductive polymer films resulted in a wide variety 

of observed effects as outlined in Table 1.7, possibly due to the differences in 

experimental setting. This resulted in several speculations about the behaviour of the 

hydrophobicity of conductive polymer films as discussed below.  

Reorientation of the polymer structure, caused by diffusion of the anion in the film, 

could possibly result in a change in hydrophobicity (Figure 1.18). [184-186] The influence 

of the polymer chain on the hydrophobicity was also implied by the increase in 

hydrophobicity with non-polarity of the polymer chain (longer alkyl-side-group). [186] 

 
Figure 1.18 – Illustration of the possible influence of the polymer structure on the hydrophobicity of the 
polymer film.  

 
The orientation of the dopant towards the droplet could possibly also affect the 

hydrophobicity. A relatively hydrophobic group could be oriented towards the oxidised 

polymer chain and reversed in reduced state (Figure 1.19A), [187] the anions could 

possibly also move into the droplet resulting in a change in surface tension and contact 

angle of the droplet (Figure 1.19B). [188] Due to the movement of the (surfactant) 

anions in the droplet-electrolyte interface, the surface tension of this interface could 

decrease. Together with a density difference of the droplet and electrolyte (and gravity), 

spreading of the droplet could be induced while the hydrophilic polymer film limits the 

spreading, resulting in an increase in contact angle of the spread droplet upon 

reduction, also known as the pancake shape (Figure 1.19C). [184]  

A. 

 

B. 

 

C. 

 
Figure 1.19 – Illustration of the possible influence of the hydrophobic chain anion pointed towards droplet 
(A), movement of anions into the droplet (B) and behaviour of anions at the polymer-electrolyte-droplet 
interface (C) on the hydrophobicity of the polymer film. 
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However, the movement of anions in the droplet might be questionable because of the 

possible slow movement of the anions out of the polymer film due to immobilisation 

and the relatively fast stabilisation of the droplet after deposition, which would make it 

possible to measure the contact angle of a stable droplet before anions could enter the 

droplet. [185] 

 
Contrary hydrophobicities were obtained between single measurements, droplet is 

positioned on the polymer film in reduced or oxidised state, and continuous 

measurements whereby the droplet stays on the polymer film during the redox 

reactions. During the continuous measurements the droplet covers an area of the 

polymer film. This area underneath the droplet is only accessible via the droplet, via the 

edges of the droplet and/or via deeper layers of the polymer film, possibly causing 

limited movement of anions/cations into that covered area. This could result in a 

difference in surface tension between the covered area and the surrounding area, the 

latter containing anions/cations and leading to an induced motion from the low to the 

high surface tension area and spreading/retraction of the droplet (Figure 1.20). [185] 

Alternatively, due to the surface coverage the contact angle could be unaffected during 

further redox reactions. 

 
Figure 1.20 – Illustration of the possible influence of the diffusion of electrolyte in the polymer film, on 
the hydrophobicity of the polymer film.  

 

The hydrophobicity of surfaces is commonly determined by depositing a droplet on the 

surface, which subsequently spreads until it reaches a contact angle that relates to the 

hydrophobicity of the film. The presence of irregularities on the polymer film could 

influence the amount of spreading of the droplet during the contact angle 

measurements and thereby the hydrophobicity. Therefore, the contact angle is not only 

dependent on chemical/molecular properties such as polarity of the polymer film but 

also on physical/macroscopic properties such as roughness.  
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The roughness can possibly be influenced by several factors, the type and size of the 

dopant as well as the electronic state and thickness of the film. [189-192] It should be 

noted that these influences were not observed in all studies and the roughness can also 

be caused by factors such as (de)swelling and drying, which might or might not have a 

relation with the chemical or physical properties of the film. The effect of the roughness 

on the contact angle could be calculated using the Wenzel, Cassie and Cassie-Baxter 

model as will be discussed in Section 1.5.2. In addition, in most of the studies listed in 

Table 1.7, the influence of roughness was not taken into consideration, therefore more 

research about the influence of chemical/molecular and physical/macroscopic 

properties on the hydrophobicity of (polymer) films would be of use.  

Besides the change in roughness, the conductivity and morphology appeared also to be 

affected by the dopant and film formation settings. Generally, an increase in 

homogeneity [191, 193], grain size [191], denseness [194] and porosity [195-197] was 

observed by increasing anion size as well as an increase in porosity by increasing cation-

size. [195] Low scan rates (ca. 50 mV/s) resulted in more amorphous, rougher and less 

dense films compared to fast scan rates (20 V/s), [198] although opposite trends were 

observed as well, such as more homogenous films using lower scan rates. [199]  

As the factors morphology, roughness and hydrophobicity/contact angle measurements 

are not isolated, the influence of these aspects on each other must also be taken into 

account. For example, more compact and (electrochemically) stable PEDOT films could 

be obtained using aqueous plus surfactant solvents, compared to organic solvents. [184] 

However, the surfactant could affect the contact angle measurements and aqueous 

solutions without surfactant are limited to low monomer concentrations. Therefore, in 

this research was chosen to perform the polymerisation of EDOT in the organic solvent 

acetonitrile. 
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 Contact angle measurements 

The hydrophobicity of a surface could be determine using contact angle measurements, 

as done in this research. These measurements are performed by depositing a droplet 

on a surface which subsequently spreads until it reaches a certain contact angle that 

corresponds to the hydrophobicity of the surface.  

Water droplets with a contact angle larger than 90o suggests that the surface is 

hydrophobic and smaller than 90o that the surface is hydrophilic, this is based on the 

surface energies at the three-phase interface as described by Young’s equation (1.1). 

cos 𝜃𝑌 =
𝜎𝑆𝑉 − 𝜎𝑆𝐿

𝜎𝐿𝑉

 Equation 1.1 

 
σLV, σSL and σSV are the surface energies at the liquid-vapour, solid-liquid and solid-

vapour interface as illustrated in Figure 1.21. This three-phase interface is later referred 

to as the contact line.  

A. B. 

  
Figure 1.21 – Water droplet (in air) on a hydrophobic surface (A; θ > 900) and hydrophilic surface (B; θ < 
900). 

 

The contact angles were measured by photographing the droplets from the side 

whereby a background light source could be used to increase the contrast (Figure 1.22).  

 
Figure 1.22 – Theta Lite Optical Tensiometer (Biolin Scientific) with the main components: the camera, 
sample stage and background light. 

  

Background 
LED light source 

Camera 
Adjustable 

sample stage 
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Commercial available software such as the OneAttention tensiometer software and the 

Image-J Drop Analysis plugins Dropsnake and LB-ADSA could be used to determine the 

contact angles of the recorded droplets. The DropSnake method is based on the B-spline 

snake algorithm in which manually positioned dots at the contour line of the droplet are 

connected. [204] Due to the nature of B-splines, this method is suitable for a wide range 

of droplet shapes. In this study the OneAttention tensiometer software and Image-J 

Drop Analysis plugin LB-ADSA were used, both are based on a fitting of the Young-

Laplace curvature to the droplet shape. [205] Other curvatures are also available in the 

OneAttention software, such as polynomial and circle fitting, however were not used in 

this study. The Young-Laplace equation relates the curvature of the interface to the 

pressure difference (∆𝑝) across an interface (e.g. liquid-vapour), due to the surface 

tension as shown in Equation 1.2. ∇̅ ∙ n̂ is the unit normal vector pointing outwards. This 

equation can be simplified, in which R1 and R2 are the radius of the curvature of a droplet 

as illustrated in Figure 1.23. Based on this fit, the contact angle is determined.  

∆p = −σLV∇̅ ∙ n̂ = 𝜎𝐿𝑉 ∙ (
1

𝑅1

+
1

𝑅2

) Equation 1.2  

 
Figure 1.23 – Radius (R1, R2) of the curvature as used in Equation 1.2. 

 

1.5.1. Contact angle hysteresis 

A droplet can have a range of stable contact angles, also called the hysteresis 

phenomenon, which can be described in two ways (Figure 1.24). A droplet on a vertical 

surface, like a rain drop on a window, is pulled down due to gravitation forces, however 

because of the presence of multiple stable contact angles the droplet stays in an 

asymmetrical shape. By increasing droplet volume the droplet will slide down in its 

stable asymmetric position. The minimum and maximum stable contact angles are 

called the advancing and reducing contact angles which difference is defined by the 

contact angle hysteresis. Alternatively, a range of stable contact angles can be observed 

by increasing and decreasing the volume of the droplet. [206]  
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A. B. 

                                      

 
 

Figure 1.24 – Schematic illustration of a droplet in vertical position (A) and de/-increasing droplet volume 
(B), both showing the contact angle hysteresis defined by the difference between the advancing and 
receding contact angle (θA and θR respectively). 

 

1.5.2. Influence of roughness on the contact angle 

In the contact angle measurements, a droplet deposited on a surface spreads until it 

reaches a certain contact angle corresponding to the hydrophobicity of the surface. As 

the amount of spreading of the droplet could be influenced by irregularities on the 

surface, the interaction between the droplet and the roughness of the surface is of 

importance. 

A droplet is assumed to spread in two phases, first spreading of a thin precursor film 

followed by the rest of the fluid on top of the precursor film (Figure 1.25). [207, 208] 

This suggests that irregularities only have an influence on the formed precursor film, 

‘the ring’. It must be noted that the precursor film was only noticed in a small fraction 

of the experiments.   

A. 

 

B. 

 
Figure 1.25 – Droplet with precursor film illustrated using a three-steps illustration of a droplet falling, 
precursor film formation and spreading of the rest of the droplet (A) and a real droplet (B).  

 

The influence of roughness on the contact angle is generally described by the Wenzel, 

Cassie or Cassie-Baxter model. Generally assumed, the Cassie model is applicable on 

heterogeneous surfaces and the Wenzel and Cassie-Baxter models on homogenous 

surfaces. These models are limited to roughnesses smaller than 2-40 times the size of 

the droplet. [209, 210]  
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1.5.2.1. Wenzel model 

The Wenzel model is based on the assumption that the droplet moves into the grooves 

(formed by irregularities) on the surface, resulting in an increase in contact surface area 

(Figure 1.26). The contact angle subjected to roughness (θW) could be determined by 

magnifying Young’s contact angle (θY; contact angle on an ideal smooth surface) with a 

surface area correction factor (R-factor) as shown in Equation 1.3. [211] 

 
Figure 1.26 – Schematic illustration of the Wenzel model. Red line is the actual surface area (also known 
as the topographical area), purple line is the projected surface area as used to determine the R-factor 
using Equation 1.3. 

 

𝑐𝑜𝑠 θ𝑊 = R˗factor ∙ 𝑐𝑜𝑠 θY =  
𝐴𝑐𝑡𝑢𝑎𝑙 𝑎𝑟𝑒𝑎

𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 𝑎𝑟𝑒𝑎
∙ 𝑐𝑜𝑠 θY Equation 1.3 

 

This model shows an amplification of the hydrophobicity/hydrophilicity by increasing 

roughness (R-factor); hydrophilic surfaces become more hydrophilic, hydrophobic 

surfaces more hydrophobic (Figure 1.27). 

 
Figure 1.27 – Theoretical determination of the influence of roughness on the contact angle, where θY is 
the contact angle on an ideal smooth surface (Young’s contact angle) and θw the contact angle subjected 
to roughness. 
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1.5.2.2. Cassie model 

On heterogeneous surfaces, the Cassie model is commonly used, whereby the contact 

angle (θY) of each material is proportional (area fraction fi; sum of fractions is 1) taken 

into account as shown in Equation 1.4. [212]  

𝑐𝑜𝑠 𝜃𝐶 = ∑ 𝑓𝑖 cos 𝜃𝑌,𝑖 = 𝑓1 ∙ 𝑐𝑜𝑠 θY,1 + 𝑓2 ∙ 𝑐𝑜𝑠 θY,2 + ⋯

𝑛

𝑖=1

 Equation 1.4 

 

1.5.2.3. Cassie-Baxter model  

The Cassie-Baxter model is based on the Cassie model, whereby air is assumed to be 

trapped into the grooves and both air and the solid surface are defined as two materials 

(Figure 1.28 and Equation 1.5).   

 
Figure 1.28 – Schematic illustration of the Cassie-Baxter model whereby air is trapped into the grooves. 

 
𝑐𝑜𝑠 𝜃𝐶𝐵 = 𝑓solid ∙ cos 𝜃𝑌,𝑠𝑜𝑙𝑖𝑑 + 𝑓𝑎𝑖𝑟 ∙ cos 𝜃𝑌,𝑎𝑖𝑟  Equation 1.5 

 

The implementation of Young’s equation (Equation 1.1) in Equation 1.5 and the 

assumptions that the sum of the fractions is 1, 𝜎𝑆𝑉,air is 0 and 𝜎𝑆𝐿,air is 𝜎𝐿𝑉 (Step 1-3) 

results in Equation 1.9 which describes the Cassie-Baxter model. [213] 

 

Step 1: 𝑐𝑜𝑠 𝜃𝐶𝐵 = 𝑓𝑠𝑜𝑙𝑖𝑑 ∙
σ𝑆𝑉,solid − σ𝑆𝐿,solid

𝜎𝐿𝑉

+ 𝑓air ∙
𝜎𝑆𝑉,air − 𝜎𝑆𝐿,air

𝜎𝐿𝑉

 Equation 1.6 

Step 2: 𝑐𝑜𝑠 𝜃𝐶𝐵 = 𝑓𝑠𝑜𝑙𝑖𝑑 ∙
σ𝑆𝑉,solid − σ𝑆𝐿,solid

σ𝐿𝑉

+ (1 − 𝑓solid) ∙
−σ𝐿𝑉

σ𝐿𝑉

 Equation 1.7 

Step 3: 𝑐𝑜𝑠 𝜃𝐶𝐵 = 𝑓solid ∙
𝜎𝑆𝑉,solid − 𝜎𝑆𝐿,solid

𝜎𝐿𝑉

−  (1 − 𝑓solid) Equation 1.8 

Step 4: 𝑐𝑜𝑠 𝜃𝐶𝐵 =  fsolid ∙ cos θY,solid − (1 − fsolid) Equation 1.9 
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As illustrated in Figure 1.29, in the Cassie-Baxter model the contact angle decreases by 

increasing the solid fraction.  

  
Figure 1.29 – Theoretical determination of the influence of roughness on the contact angle using the 
Cassie-Baxter model. In which θY is the contact angle on an ideal smooth surface (Young’s contact angle), 
θCB the contact angle subjected to roughness and fsolid is the fraction solid surface of the total surface.  

 
A solid fraction of 1 corresponds to a completely solid surface, so no irregularities are 

present and in fractions smaller than 0.5 the air fraction is in excess. Noting that a solid 

fraction of 0 corresponds to a layer of air, so f-values close to 0 contain possibly barely 

irregularities. It has to be noted that the geography of the surface probably also has an 

influence on the interpretation of the f-values. Additionally, when the contact line is 

only located on the solid phase, air bubbles can be present in the grooves as illustrated 

in Figure 1.30A. When the contact line is partly located on an air compartment and 

partly on the solid phase, the liquid of the droplet tends to move into the grooves, 

resulting in the Wenzel model as shown in Figure 1.30B. [213] A reversed scenario could 

also occur in which air bubbles are trapped into the grooves, resulting in a 

transformation of the Wenzel to the Cassie-Baxter model. This indicates that the Cassie-

Baxter model could only be obtained under certain roughness conditions and that 

besides the solid/air fraction also the location of the irregularities could have an 

influence on the impact of roughness on the droplet. 

A. 

 

B. 

 
Figure 1.30 – Schematic illustration of the three-phase contact line of a droplet (red line) on top of the 
solid phase (A) and partly positioned on the solid phase and thereby falling into the groove (B).  
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1.5.2.4. Adjustments of the models. 

Over the last years, the derivatisation of the Wenzel and Cassie-Baxter equations and 

the conditions under which these models are validated has been questioned by several 

researchers. [214-219] The main point of discussion was the dependency of the contact 

angle on the contact line only or as described in the models on the area underneath the 

droplet. [218] This resulted in an adjustment of the equations in which the R-factor (in 

Wenzel’s equation) and the f-factor (in Cassie and Cassie-Baxter’s equation) are no 

longer based on the total area underneath the droplet but on the local area at the 

contact line. However, on homogeneous surfaces the roughness of a small area is equal 

to a larger area. [216]  

 

1.5.3. Influence of an applied potential on the contact angle  

The hydrophobicity of a surface can also be adjusted by the application of a potential 

between the droplet and the underlying substrate (Figure 1.31A). Due to the applied 

potential, the droplet and substrate become oppositely charged whereby the field on 

the contact line of the droplet tend to push the droplet down (Figure 1.31B). This results 

in spreading of the droplet by the application of a potential. In the electrowetting-on-a-

dielectric process, as used in this study, the metal substrate is covered by a dielectric 

layer which functions as capacitor, this will enable a higher electric field and limits 

electrolysis.  

A. B. 

 

 

 
Figure 1.31 – Schematic illustration of electrowetting (A) including zoom-in at the ‘corner of the droplet’ 
(B). 

 
The electrowetting phenomenon can be described using the Young-Lippmann equation 

which is based on the balance between surface tensions and a potential driven 

adjustment of the surface tension at the liquid-surface interface. This adjustment is 

based on the potential induced change in electrostatic energy (Equation 1.11). [109, 
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220, 221] Implementation of Equation 1.11 into Young’s equation (1.10) results in the 

Young-Lippmann equation as shown in Equation 1.12. In these equations σSL, σLV and 

σSV are the surface tensions at the surface-liquid, liquid-vapour and surface-vapour 

interface respectively, C is the capacitance of the dielectric layer and V the applied 

potential. The capacity depends in the thickness of the layer (d) and the permittivity of 

the dielectric layer (ɛd) with respect to the permittivity in vacuum (ɛ0). The influence of 

the potential, capacitance and liquid-vapour surface tension on the contact angle is 

expressed by the dimensionless electrowetting number (η), which defines the strength 

of the electrostatic energy compared to the surface tension (Equation 1.13). [109]   

cos θ =
𝜎𝑆𝑉 − 𝜎𝑆𝐿

𝜎𝐿𝑉

 Equation 1.10 

𝜎𝑆𝐿 = σ𝑆𝐿
0 −

𝐶 ∙ 𝑉2

2
 𝐶 =

𝜀𝑑 ∙ 𝜀0

𝑑
 Equation 1.11 

cos 𝜃 =
𝜎𝑆𝑉 − σ𝑆𝐿

0

𝜎𝐿𝑉

+
𝐶 ∙ 𝑉2

2 ∙ 𝜎𝐿𝑉

 Equation 1.12 

cos 𝜃 = cos 𝜃𝑌 +  𝜂 𝜂 =
𝐶

2 ∙ 𝜎𝐿𝑉

∙ 𝑉2 Equation 1.13 

 

It should be noted that the Young-Lippmann equation is only valid for potentials up to 

the saturation potential, higher potentials have less effect on the contact angle resulting 

in a deviation from the equation. Currently this contact angle saturation phenomenon 

has not been completely understood, however the following mechanisms were 

proposed. [109, 222] Due to divergence of the electric field at the contact line, the local 

electric field will be enhanced whereby an exceeding of the insulator capacities could 

lead to local dielectric breakdown and charge trapping in the insulator layer. The latter 

could be caused by a stronger electrostatic force between the ions in the liquid and the 

charged substrate compared to the liquid-ion interaction force. Ions trapped in the 

insulator layer screen the electric field, resulting in a decrease in force acting on the 

contact line and thereby reduced electrowetting effect. [223] Additionally, using salty 

droplets, the ionisation of the air around the contact line could result in charge leakage 

and finally contact angle saturation. [224] The saturation phenomenon could also be 

explained by non-perfect behavior of the conductive liquid or dielectric such as by using 

a resistive liquid or substrate. [225]  
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 Electrochemical techniques 

Electrochemistry can be defined as the study of charge transfer at the interface of 

usually a solid electrode and reactant molecules (in electrolyte solution), either via 

spontaneous reactions producing a potential (galvanic system such as batteries) or by 

applying a potential (electrolytic system). In these reactions electrons are transferred 

from the oxidised species to the reduced species, also called redox reaction. In this 

research, an electrolytic system was used to grow a polymer film and oxidise/reduce 

them subsequently using the method cyclic voltammetry.   

Electrochemical processes are commonly performed using a three-electrode 

electrochemical cell, consisting of a working electrode, counter electrode and reference 

electrode in an electrolyte solution (Figure 1.32):   

• Working electrode: substrate of interest and used to deposit the material on top.  

• Counter electrode: functions as passage to ensure that no current flows through 

the reference electrode and thereby influence the potential. 

• Reference electrode: set the potential of the working electrode.  

• Electrolyte solution: a salt/acid functioning as support to electron transfer. 

A. B. 

 

 

Figure 1.32 – Schematic illustration (A) and photo (B) of a three-electrode electrochemical cell containing 
a working, reference and counter electrode.  
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1.6.1. Cyclic voltammetry 

Cyclic voltammetry measures current as a function of potential in the form of a 

voltammogram in order to provide both qualitative and quantitative information. The 

potential is ramped linearly over a potential window, whereby the forward and reverse 

motion form a cycle that can be repeated till the requested film thickness is obtained 

(Figure 1.33). 

 

Figure 1.33 – Schematic illustration of cyclic voltammetry curves. 

 

During the forward scan (blue curves in Figures 1.33 and 1.34) the monomers oxidises 

and deposits on the working electrode, followed by reduction during the reverse scan 

whereby the film becomes more diffusive by decreasing current (red curve). In the cyclic 

voltammogram of polyaniline (Figure 1.34A), the three oxidation (A-C) and reduction (D-

F) peaks indicate the presence of three excitation states.  

A. B. 

 

 

 

 
Figure 1.34 – Cyclic voltammogram of polyaniline (A) and a one electron transfer reaction (B). Blue curve 
shows the oxidation reaction and red curve the reduction reaction. 

 

The cyclic voltammogram could be used to determine the thickness of the deposited 

film (h) using the concentration of the monomer (c) along with the molar coverage (Γ) 

as shown in Equation 1.14. The latter could be determined by the charge (Q), the 

number of transferred electrons (n), area (A) and Faraday constant (96,485 C mol-1) as 
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shown in Equation 1.15. The charge can be established by converting the 

voltammogram into a current-time (I-t) plot, whereby the area behind the curve defines 

the charge required to form the film (Equation 1.16). The concentration of the monomer 

(c) can be calculated using the density (𝜌) and molecular weight (MW); Equation 1.17.  

h =
Γ

𝑐
 Equation 1.14 

Γ =
𝑄

𝑛 ∙ 𝐹 ∙ 𝐴
 Equation 1.15 

𝑄 = ∫ 𝐼(𝑡)𝑑𝑡
𝑡

0

 Equation 1.16 

𝑐 =
𝜌

𝑀𝑊
 Equation 1.17 

 

These thickness calculations are based on a few assumptions such as the formation of a 

homogenous film and charging of the complete film, and could therefore differentiate 

from the actual thicknesses.  

 

1.6.2. Quartz Crystal Microbalance (QCM) 

The QCM technique is based on the piezoelectric nature of quartz. By passing an AC 

potential through the crystal, the crystal oscillates at the resonant frequency which 

decreases by depositing material on the crystal. Therefore, QCM is a sensitive technique 

to determine the amount of deposited material, as done in this study to express the 

electrowetting effect. Depending on the application, a QCM crystal with a gold (used in 

this research; Figure 1.35), silver or stress-reducing alloy coating can be used.  

 

 

Figure 1.35 – Gold QCM crystal. 
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The mass of the deposited material can be calculated using the Sauerbrey equation 

(1.18) in which ∆f is the change in frequency, f0 is the resonant frequency, A is the area 

of the electrode, ρq is the density of the quartz crystal, νq is the shear modulus of the 

quartz crystal and ∆m is the mass change. [226] 

∆𝑓 = −
2 ∙ 𝑓0

2

𝐴 ∙ √𝜌𝑞 ∙ 𝑣𝑞

∙ ∆𝑚 Equation 1.18 

 
The Sauerbrey equation is limited to deposited material which behaves in the same way 

as the quartz crystal, expressed by the peak intensity and width-at-half-height, whereby 

the deposited material can be seen as an extension of the crystal. As shown in Figure 

1.36 an increase in mass from A to B did not result in a change in behaviour suggesting 

an uniform, rigid and integral mass, while an increase in mass from A to C resulted in an 

increase in resistance and thereby loss of energy suggesting the addition of a 

viscoelastic, thick, rough or solvated layer.  

 

Figure 1.36 – Admittance curves illustrating an increase in deposited mass (uniform, rigid (shear stress) 
and integral) while the behaviour remains similar (curve A to B) and the addition of a viscoelastic, thick, 
rough or solvate layer causing mechanical loss (curve A to C). 

 

The change in behaviour of the crystal deposited material can been determined by the 

Q-factor which describes the relation between peak intensity and width (w1/2; width at 

half height) as shown in Equation 1.19.  

𝑄˗𝑓𝑎𝑐𝑡𝑜𝑟 =  
𝑓0

𝑤1/2

 Equation 1.19 
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 Mass Spectrometry techniques 

Mass spectrometry is an analytical technique used for the purpose of identification or 

quantification of molecules present in a sample. This technique is based on the principle 

of ionising samples in solid, liquid or gas phase, followed by detection of the mass to 

charge ratio separated ions. In this research the two mass spectrometry techniques ToF-

SIMS and MALDI-ToF-MS were used as discussed below.  

 

1.7.1. Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) 

ToF-SIMS analysis is performed to obtain knowledge about the composition of the top 

monolayers of a material in the form of spectra or images. In this research MIPs, natural 

fingerprints and fingerprints visualised by MIPs were analysed on glass microscope 

slides. 

The main components of a ToF-SIMS are a source, flood gun, flight tube and detector 

(Figure 1.37). The primary ion source (such as Ar+, Cs+, Bin+; 0.1-20 keV) irradiates the 

surface, resulting in the generation of neutral particles, electrons and secondary ions by 

the transfer of primary ion energy via atomic collisions (Figure 1.38). In addition to the 

ion source, a flood gun, which is a beam of electrons, is advised for use on non-

conductive substrates to stabilise the build-up of surface charge. The secondary ions are 

subsequently accelerated in the flight tube and detected. [227] 

 
Figure 1.37– IonToF 5 ToF-SIMS instrument with their main components indicated; ion source, flood gun, 
flight tube and detector. 
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Figure 1.38 – Schematic illustration of the ToF-SIMS technique, showing the ionisation/desorption 
process and separation in the flight tube before detection. 

 

1.7.1.1. Principle of Time-of-flight analyser 

In Time-of-Flight mass spectrometry, the ions are accelerated by an electric field 

resulting in a separation based on the mass to charge ratio (Figure 1.39).  The velocity 

of the ions with similar kinetic energies is inversely related to the mass to charge ratio 

(m/z), meaning ions with a lower m/z reach the detector first.  

 

Figure 1.39 – Schematic illustration of Time-of-Flight principle, in which the size of the circles represent 
the mass (larger size means higher mass) and charges are illustrated by the numbers +, 2+ and 3+ and 
colours blue, green and red, respectively; both sizes and charges are imaginary values. 

 

1.7.2. Matrix Assisted Laser Desorption/Ionisation Time of Flight Mass 

Spectrometry (MALDI-ToF-MS) 

MALDI mass spectrometry is commonly used for the analysis of polymers and proteins 

because of its low ionisation power, therefore it allows the detection of intact polymers 

and proteins and could be used to determine the amino acid or monomer sequence, as 

done in this study. 
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In MALDI-ToF-MS, the sample (analyte embedded in matrix) is irradiated with a nitrogen 

laser (commonly 337 nm), desorbed in the form of a plume [228-230] and ionised as 

illustrated in Figure 1.40. The matrix functions as solvent for the analyte, absorbs the 

energy of the laser beam, forms a plume and transports the energy to the analyte. [228] 

 
Figure 1.40 – Schematic overview of the ionisation and desorption of the matrix and analyte occurring in 
MALDI. 

 
The ions are subsequently accelerated in the flight tube and detected (Figure 1.41). In 

the flight tube a timed ion selector, also known as a Bradbury-Neilson gate, could be 

used to detect only the selected masses. The detection can be performed in two modes; 

linear and reflection mode. In linear mode, the ions are detected directly. In reflection 

mode, the ions continue their path via a repulsive electric field caused by gridded ion 

mirrors (also known as the reflector). With respect to the linear mode, the reflection 

mode could result in a higher resolution, due to the longer flight length, but also in a 

lower intensity, as the ions are more separated and therefore less ions reach the 

detector at the same time.  

 
Figure 1.41 – Illustration of the MALDI-ToF-MS Voyager-DE STR (Applied Biosystems). The colour of the 
components corresponds to the colour of the name of the components.   
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 Microscopy techniques 

1.8.1. Atomic Force Microscope (AFM) 

The AFM is capable of providing topographical information of insulating and conducting 

surfaces at Angström level. In this study it is used to determine the roughness of 

surfaces.  

The AFM uses a cantilever with a sharp tip at the end which is scanned across the 

surface. Variations in height and forces between the cantilever and surface leads to 

vertical deflection of the cantilever. To monitor the movements of the cantilever, a laser 

is reflected off the cantilever and detected by a four quadrant photodiode detector 

(Figure 1.42).  

 

Figure 1.42 – Schematic illustration of an AFM. 

 
The AFM can operate in three modes; contact, non-contact and tapping. In contact 

mode, the tip is in direct constant contact with the surface and dragged across the 

surface, therefore destructive. In this mode, the recorded height information is based 

on physical movements of the scanner, by maintaining a constant cantilever deflection 

and thereby constant repulsive force between tip and surface. In non-contact mode, the 

tip is held a small distance (typically 5-10 nm) above the surface. This mode is based on 

the principle of maintaining a constant oscillation frequency. Variation in oscillation 

frequency, caused by attractive Van der Waals forces between the tip and surface lead 

to adjustments of the height of the cantilever. This results in the recording of height 

differences based on the Van der Waals forces. The force-distance relationship might 
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not be simply related for each material, possibly resulting in less accurate height 

determinations. The tapping mode, also seen as the intermediate between the contact 

mode (operating at constant force) and non-contact mode (operating at constant 

height), is the most common used mode in which the cantilever oscillates over the 

surface while continually tapping the surface. As tapping the surface affects the 

oscillation amplitude, the latter has been recorded to obtain information about the 

topography of the surface. [231, 232] 

 

1.8.2. Optical Profilometry 

Optical profilometry could also be used to provide information about the topography of 

a surface. In this research two type of profilometric instruments were used, the Zeta-20 

Optical profilometer (Zeta Instruments) based on a confocal microscope principle and 

the Contour GT profilometer (Bruker) based on interferometry. 

 

1.8.3. Confocal microscope  

This technique scans stepwise vertically through the surface by recording the height 

across a 2D surface every step. Combining the information of all the steps results in the 

formation of a 3D image. Depending on the step size, which depends on the number of 

steps and vertical height the instrument is scanning through, and the resolution of the 

objectives, the resolution of the measurements is determined.   

In this research the Zeta optical (3D) Microscope has been used which is based on the 

Zdot Confocal Grid Structured Illumination technology (Figure 1.43). In contrast to 

conventional confocal (laser) microscopes, this microscope uses a High Brightness long-

Life LED light source instead of a laser, providing true colour images instead of false 

coloured images. [233] 

 
Figure 1.43 – Schematic illustration of the Zeta-20 optical (3D) microscope (Zeta Instruments). 
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Due to the nature of the optical technique, this technique is non-destructive but the 

analysis of transparent or very dark surfaces could be challenging. Depending on the 

height of the features, AFM or scanning electron microscopy could be a possibility for 

these surfaces. 

 

1.8.3.1. Interferometry based microscope 

The Contour GT profilometer (Bruker) is based on the principle of interferometry, 

whereby the height measurements are determined by phase differences between the 

sample and a reference. As shown in Figure 1.44, a white light beam is split, half is 

reflected on the sample and half on the reference mirror. After which both optical paths 

are combined, resulting in an interference pattern. Due to perfect smoothness of the 

reference mirror and a similar distance between the beam splitter and the sample and 

the beam splitter and the reference mirror, phase shifts can be assigned to irregularities 

on the surface of the sample.  

 

Figure 1.44 – Schematic illustration of an interferometer. 
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 Spectroscopy techniques 

1.9.1. Fourier Transform Infrared Spectroscopy 

Fourier transform infrared spectroscopy (FTIR) provides a spectra of the infrared 

absorbance of a sample and could be used to confirm or determine the composition of 

a sample. By irradiating the sample with infrared radiation (~10,000-500 cm-1), specific 

frequencies (reported in IR spectra using wavenumbers) are adsorbed by the molecules 

in the sample causing a change in dipole moment by stretching/bending of the bonds; 

Table 1.8. In practise infrared spectroscopy only differentiates between stretching and 

bending. [231] 

Table 1.8 – Stretching and bending vibrations (plus torsion rotation) of a 4-atom containing molecule. 

Stretching Bending Torsion 

Symmetric Asymmetric 
Scissoring 

(in-plane) 

Rocking 

(in-plane) 

Wagging  

(out-of-

plane) 

Twisting 

(out-of-

plane) 

 

 
 

    
 

 

The exact wavenumbers in which the bonds are vibrating depends on the atoms and 

their surrounding; decreasing bond length, heavier atoms and electron withdrawing 

groups could result in slower vibrations and higher wavenumber as shown in Table 1.9.  

Table 1.9 – IR vibration frequencies of a variety of bonds. [234] 

Bond strength/length 
C≡N 

2260-2240 cm-1 

C=N 

1690-1640 cm-1 

C-N (amine) 

1410 cm-1 

Mass ratio 
O-H (alcohol) 

3525-3200 cm-1 

N-H (amide) 

3325-3050 cm-1 

C-H (alkane, alkene) 

3100-2800 cm-1 

Surrounding 
C-H alkyne 

3525-3250 cm-1 

C-H benzene/alkene 

3100-3300 cm-1 

C-H alkane 

3000-2800 cm-1 

 
 

The Fourier transform term in FTIR refers to the conversion of the raw 

frequency/absorbance data into an IR spectra using mathematical data processing.  
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In this research a FTIR (Frontier of Perkin Elmer) is connected to a microscope/ imaging 

system (Spotlight 400 of Perkin Elmer). The incident beam can be send to the 

microscope/imaging system or the standard detector by switching the movable mirror 

(Figure 1.45). 

 

Figure 1.45 – Schematic illustration of Spotlight 400 FTIR imaging system connected to a Frontier FTIR (all 
Perkin Elmer). Green beam path is going towards the microscope, yellow and orange beam paths are 
going to the mid infrared (MIR) and near infrared (NIR) detector respectively.  

 

Regarding the standard detector, the signal-to-noise (S/N) ratio can be controlled by 

decreasing/increasing the opening of the J-stop, which regulates the amount of energy 

passed through. The width of the opening is generally smaller for higher resolutions, 

resulting in the requirement of more scans/pixel to obtain the same S/N. [235]  

The microscope/imaging system used in this research is a large-area microscopic 

imaging system coupled to a dual mode mercury cadmium telluride (MCT) detector 

containing a 16-elements linear array imaging detector and a single element detector. 

The MCT detector is a cryogenic detector and therefore requires cooling, generally using 

N2 (l). These two modes make it possible to perform multiple measurements of one 

point or to create an image containing the entire IR spectrum for each pixel. Depending 

on the image size (max 10,000 μm2), pixel size (6.25, 25 or 50 μm), scans/pixel (1-512) 

and spectral resolution (2-64 cm-1), the image and spectra quality can be adjusted.  
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1.9.2. Surface Plasmon Resonance (SPR) 

SPR is an optical label-free absorbance detection technique used to retrieve information 

about affinity, specificity and kinetics of molecular interactions. In this study it was used 

to determine the affinity and specificity of the MIPs towards their target molecule 

albumin and other relevant molecules, such as keratin, a protein present in fingerprints.    

To measure the molecular interactions between a ligand and analyte, the ligand is 

immobilised on the gold SPR chip and the analyte passes over the immobilised ligands. 

The binding causes a change in mass on the gold SPR chip which is registered in the form 

of a sensorgram (Figure 1.46). The binding of an analyte to the ligands causes an 

increase in the response till a steady state has reached (analyte bind and unbind in equal 

amounts). Subsequently the chip is washed and the unbound or weakly bound ligand 

molecules are released. [236] 

 

Figure 1.46 – Schematic illustration and sensorgram of the different stages during SPR. 

 

SPR can be performed using three different configurations, the Kretschmann, grating 

and Otto configuration. As the Kretschmann configuration is most commonly used in 

commercial instruments as well as used in this research, this configuration will be 

discussed in most detail.  
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In the Kretschmann configuration, a light source produces polarised light which is sent 

through a prism and reflects off the backside of the SPR-chip. Certain angles of incidence 

create a surface plasmon wave on the SPR-chip. The excited surface plasmons reduce 

the intensity of the reflective light, indicated by the black line in Figure 1.47. By binding 

or unbinding of the analyte (which passes through the flow channel) to the ligand which 

is immobilised on the SPR chip, the refractive index changes slightly, resulting in a 

change in signal.  

 

Figure 1.47 – Schematic illustration of the SPR Kretschmann configuration. 

 

There are two different ways to form the incident beam and detect the reflective beam. 

First, the fixed-angle set-up in which the angle of incident is fixed. This method is the 

least sensitive method, but is of use for high-throughput analysis. Second, the focused 

beam set-up in which the beams are focussed using optics, this is currently the most 

commonly used set-up such as in the Biacore system. Third, the angle-scanning set-up, 

where by the incident light angle is adjusted by moving the light source over a variety 

of angles as present in the BioNavi system. [237]  

In the grating configuration (Figure 1.48A), the incident light beam reaches the SPR chip 

via the sample solution and a grating coupler, resulting in the excitation of plasmons. It 

has to be noted that the reflective angle can be affected by the fact that the light is going 

through the sample. [236] In the Otto configuration (Figure 1.48B) there is a distance 

between the incident light beam and the SPR-chip, which is filled with a low refractive 
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index medium. Due to the decrease in efficiency, this configuration is not often used for 

liquid samples. However, it is very appropriate for solid samples. [236, 238] 

 
A. B. 

 

 

Figure 1.48 – Schematic illustration of the grating (A) and Otto (B) SPR configuration. 

 

1.9.3. Spectrofluorometry 

Fluorescence spectroscopy can provide information about the fluorescence intensity 

and emission/excitation wavelengths of a sample. In this study it was used to compare 

the fluorescence intensities of the MIP solutions.  

In the fluorospectrometer, UV light of a specific excitation wavelength is first split using 

a beam splitter, 8% is directed to a reference photodiode to correct for light intensity 

variations and the rest to the sample (Figure 1.49). The irradiation of the sample results 

in the excitation of electrons (from ground to excited state) present in the sample. 

Afterwards the electrons fall back to the ground state by emittance of photons which 

are recorded by a photomultiplier detector. Only the emission wavelengths of interest 

were detected by means of an emission monochromator.  

 

Figure 1.49 – Schematic illustration of the Fluoromax 2 fluorospectrometer (Horiba). [239] 
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 Aims and objectives 

The overarching aim of this research was to improve the detection of fingerprints by 

two different approaches; enhance currently used techniques by creating a flow in a 

fingerprint using the electrowetting process and developing a novel detection method 

using molecularly imprinted polymers (MIPs).  

 
Aim: To enhance currently used techniques by creating a flow in a fingerprint using 

electrowetting. 

The objectives for Chapter 2 are: 

• Determination of the influence of an applied potential on the hydrophobicity, 

composition, morphology and topography (roughness) of the conductive polymer 

film.   

• Estimation of the influence of wetting on the roughness measurements, focusing on 

wetting caused by a droplet (used for contact angle measurements) and by in 

solution film formation.   

• Investigation of the influence of potential driven topographical (roughness) changes 

of the polymer film on the contact angle measurements.  

The objectives for Chapter 3 are: 

• Determine if nano gravimetric methods (QCM) and the movements inside the 

droplet can deliver insights into electrowetting mechanisms.  

• Estimate the influence of the evaporation process with respect to the influence of 

the potential on the droplet shape change during the electrowetting process. 

• Investigating how the electrowetting process could be influenced by the 

characteristics of the dielectric layer and external factors such as potential and 

frequency. 

• Understand how the electrowetting on fingerprints application could be affected by 

the composition and physical structure of the fingerprint as well as the 

consequences on the fingerprint pattern.  
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Aim: Develop a novel detection method using MIPs 

The objectives for Chapter 4 are: 

• Determination of the most appropriate type of MIPs as well as retrieving 

compositional information about the MIPs.  

• Understand the influence of the fingerprint composition/matrix on the behaviour of 

the MIPs (including false positives).  

• Determination of the influence of the substrate on the detection of fingerprints 

using MIPs. 

• Estimation of the visualisation quality of the fingerprints visualised using MIPs. 

• Investigation of the scope and limitations of the detection of fingerprints using MIPs, 

by analytical techniques. 
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Potential driven changes in characteristics 

of conductive polymers 2 
 

2.  

 Introduction 

Conductive polymers are known for their electronic properties, optical characteristics 

and flexibility, thus combining properties of both metals and polymers. [1] Therefore 

they are useful for a variety of applications; to transfer stimuli in a surface such as in 

smart windows [2, 3] and (electrowetting) displays [4-6] and as surface coating both 

anti-static [7, 8] and anti-corrosive [9-14].  

In this chapter, another important surface characteristic was investigated, the 

hydrophobicity which is the property of repelling water. Being able to control the 

wettability is useful for the aerospace industry (ice-free aeroplane wings [15, 16]) and 

maritime industry (reduce friction drag of ships [17]) as well as for the formation of 

displays [4-6]. 

The hydrophobicity could be controlled by applying a potential across the liquid and/or 

underlying surface to obtain a so called electrowetting effect. In the conventional 

electrowetting set-up the amount of wetting was changed by applying a potential across 

the liquid and underlying surface (Figure 2.1A). In the second set-up a potential was 

applied on a part of the surface resulting in movement of the droplet and change of 

amount of wetting (Figure 2.1B). In this research, the whole surface was modified by 

the application of a potential as shown in Figure 2.1C. 

A.    B.    C.  

   
Figure 2.1 – Three ways of addressing electrowetting. The conventional electrowetting set-up: by applying 
a potential, the droplet spreads and retracts by removing the potential (A). Electrowetting of displays: 
the substrate is divided in areas which can be switched on and off independently (B; left: off, right: on). 
Electronic states of conductive polymers: change in electronic state of the conductive polymer film 
resulting in spreading/retraction of the droplet (C; left: electronic state 1, right: electronic state 2). 
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Here, the change in amount of wetting of conductive polymer films was determined to 

obtain more insight into potential driven interfacial energy changes. To get a complete 

overview of the impact of a potential on a surface, this research aimed to determine 

potential driven changes in characteristics of conductive polymer films focusing on the 

hydrophobicity, composition, morphology and topography. To justify sequential use of 

surface analysis and film formation techniques, the influence of wetting caused by a 

droplet (used for contact angle measurements) and by in solution film formation on the 

roughness measurements was determined. Next the influence of potential driven 

roughness changes on the contact angle was investigated. The objectives are 

summarised below and illustrated in Figure 2.2: 

A. Determination of the influence of an applied potential on the hydrophobicity, 

composition, morphology and topography (roughness) of the conductive polymer 

film. 

B. Estimation of the influence of wetting on the roughness measurements, focusing on 

wetting caused by a droplet and by in solution film formation.   

C.  Investigation of the influence of potential driven topographical (roughness) changes 

of the conductive polymer film on the contact angle measurements.  

 

Figure 2.2 – Schematic overview of the investigated aspects, whereby the letters A-C correspond to the 
objectives A-C. 

 

 

Three conductive polymers were used in this research: polyaniline, polypyrrole and 

poly(3,4-ethylenedioxythiophene) (PEDOT). Polyaniline was chosen as model polymer, 

because of its widely understood behaviour and their electronic state can be easily 

identified by colour. To determine the general validity of the findings, polypyrrole and 

PEDOT were analysed as well, they were chosen because of their use at room 

temperature and the relatively ease in forming a smooth and homogeneous PEDOT film. 

These polymers are also of use for a variety of applications, such as waterproof materials 

[18, 19], displays [4-6], smart textiles [20-22], fingerprint visualisation [23], anti-static 

coatings [7, 8] and anti-corrosion coatings [9-14].   
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 Methods 

Glass microscope slides were silanised and coated with gold to create a smooth and 

homogeneous metal surface, followed by the electropolymerisation of a conductive 

polymer film of polyaniline, polypyrrole or PEDOT on top. These polymer films were 

visually/microscopically inspected and the roughness and hydrophobicity of the 

polymer films were determined.  

 

 

Glass microscope slides were salinised in order to create a sulfur layer on the surface to 

which the gold can adhere as shown in Figure 2.3.  

 
Figure 2.3 – Schematic illustration of silanisation of glass microscope slides. 

 
Before silanisation, glass microscope slides were cleaned twice by sonicating in soapy 

water for 10 min, then rinsed with demi water followed by DI-water and finally dried. 

The slides were then rinsed with DI-water, sonicated in DI-water, dried, rinsed with IPA, 

dried, sonicated in IPA for 10 min and dried again. The cleaned glass slides were silanised 

by refluxing in 600 mL IPA, 18 mL 3-(mercaptopropyl)trimethoxysilane and 18 mL DI-

water for 20 min. After cooling, the slides were rinsed with IPA, dried, sonicated in IPA 

for 10 min, dried, rinsed with IPA and dried again. The refluxing step and subsequent 

cleaning were repeated twice more. After the silanisation, the slides (ca. 34.84 cm2) 

were immediately coated with gold using the EMS 300R T Sputter Coater (Electron 

Microscopy Sciences) for 200 s at 80 mA. 

 

 

The conductive polymers were electrodeposited using a conventional three-electrode 

electrochemical cell in which the gold coated surface functioned as a working electrode, 

an Ag/AgCl electrode as reference electrode and an IrO2 coated Ti mesh electrode as 

counter electrode. Two different potentiostats were used; an Ivium potentiostat using 
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IVIUM software version 2.667 (Ivium) and an AUTOLAB potentiostat using GPES 

software version 4.9 (Eco Chemie).  

The used monomer and electrolyte solutions as well as the potential window applied 

are discussed below. All prepaired monomer and monomer-free electrolyte solutions 

were stored in dark conditions at ca. 5 oC and at room temperature, respectively.  

A polyaniline film was electrodeposited using cyclic voltammetry (potential window 

from -0.2 to 1.0 V) from a solution of 0.1 M aniline in an electrolyte solution of 0.1 M 

H2SO4. The used monomer-free electrolyte solution consisted of 0.1 M H2SO4.  

A polypyrrole film was electrodeposited using cyclic voltammetry (potential window 

from -0.3 to 0.8 V) from a solution of 0.1 M pyrrole in an electrolyte solution of 0.1 M 

NH4ClO4 in water. The used monomer-free electrolyte solution consisted of 0.1 M 

NH4ClO4 in water.  

A PEDOT film was electrodeposited using cyclic voltammetry (potential window from -

0.4 to 1.2 V) from a solution of 0.1 M EDOT in an electrolyte solution of 0.1 M TBAP in 

acetonitrile. The used monomer-free electrolyte solution consisted of 0.1 M TBAP in 

acetonitrile.  

Hereafter, the monomer plus electrolyte solution is referred to as monomer solution 

and the monomer-free electrolyte solution as electrolyte solution. 

 

 

The hydrophobicity of the deposited layers was determined by measuring the contact 

angle of droplets placed on the polymer films. Water, glycerol and chloroform droplets 

were used in this research as described below. The choice for these liquids was based 

on the density, solubility and polarity of the droplet and surrounding liquid, to ensure 

that the droplets stay on the surface (prevent floating and dissolving in surrounding 

liquid) and have a reasonable shape (not completely spread to allow changing contact 

angle). Droplets of approximately 5 µL were positioned on the films after which they 

spread till they reached a certain contact angle which corresponds to the hydrophobicity 

of the polymer film. The contact angles of the droplets were measured using the 

ThetaLite optical tensiometer (Biolin Scientific) in combination with OneAttension 
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software version 2.5, r5128 (Biolin Scientific) and/or using Image-J software versions 

1.49e and 1.51g (National Institutes of Health, USA) in combination with drop analysis 

plugin LB-ADSA. 

The contact angle measurements were performed both during cycling in monomer and 

electrolyte solution (in-situ measurements) and after removal from the solution (ex-situ 

measurements), as discussed below.   

 

 In-situ contact angle measurements 

In the in-situ experiments, the hydrophobicity of the polymer films was determined 

while cycling in monomer or electrolyte solution. Droplets were positioned on the films 

(Figure 2.4) just after the oxidation or reduction peaks (Figure 2.5A) to measure the 

hydrophobicity of the film in oxidized or reduced state respectively. These in-situ 

experiments were performed using chloroform and glycerol droplets on polyaniline & 

polypyrrole and PEDOT films, respectively.  

A. 

 

 

B. 

 

Figure 2.4 – Schematic illustration (A) and photo (B) of the in-situ contact angle measurement set-up. The 
three-electrode cell consists of an Ag/AgCl reference electrode, IrO2 coated Ti mesh counter electrode 
and gold working electrode.  

 
The droplet was left on the polymer film for a few cycles while new droplets were 

positioned on the film every half a cycle (Figure 2.5B). The change in hydrophobicity 

while a droplet is (partially) covering the surface was obtained together with an 

indication if the hydrophobicity was caused by a change in top-layer (covered by the 

droplet) or a lower layer. 
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A. 

 

B. 
Cycle 
0.5  

Cycle 
1  

Cycle 
1.5  

Figure 2.5 – Schematic illustration of the deposition of droplets every half a cycle, when fully reduced or 
oxidised as illustrated by the red dots in a cyclic voltammogram of polyaniline (A), while the droplet 
deposited in the former electronic state stays on the surface (B). 

 

 Ex-situ contact angle measurements  

After the polymer film formation, the films were removed from the monomer or 

electrolyte solution and dried. In the experiments using polyaniline a drying procedure 

of 30 min in an oven at 60 oC and 5 min in THF was followed. Polypyrrole and PEDOT 

were dried in air for ca. 1 min.  Subsequently, the hydrophobicity of the polymer film 

was determined by positioning a DI-water droplet on the polymer film while being 

surrounded by air as shown in Figure 2.6. 

 
Figure 2.6 – Schematic illustration of ex-situ contact angle measurement set-up, showing the deposition 
of a droplet on the polymer film while being surrounded by air.  

 

 

To retrieve information about the influence of the roughness of the polymer film on the 

droplets (used for contact angle measurements), the roughness of a profile (2D) and 

area (3D) was measured using the Zeta-20 True Colour Optical Profiler (Zeta 

Instruments), referred to as optical (3D) microscope hereafter. A variety of roughness 

representations exist. Here, Ra, Sa, the R-factor and f-value were chosen because of their 

wide use and provision of relevant information as discussed below.  
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 Ra and Sa: arithmetical average of mean deviation 

The Ra is the most commonly used representation of roughness and can be obtained by 

taking a line trace across the surface, which will be referred to as a cross-section in this 

thesis (Figure 2.7).  

 

Figure 2.7 – Line trace across a polyaniline film used to determine the roughness.  

 

Subsequently the Ra was calculated by taking the sum of the height deviation of each 

data point (ri) of the cross-section resulting in the mean of the height deviations as 

shown in Equation 2.1; in which ri is the height deviation of data point i and N is the 

number of data points. [24] 

𝑅𝑎 =
1

𝑁
∑ |𝑟𝑖|

𝑁

𝑖=1

 Equation 2.1 

 
The cross-sections were used to compare specific irregularities of the polymer film in 

different circumstances such as a polymer in reduced or oxidised state. To retrieve 

information about the complete polymer film instead of a single cross-section, Sa 

analysis was performed; Sa is an equivalent for Ra. Ra is measured over a cross-section 

and Sa over an area.  
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 R-factor 

The R-factor can be seen as a normalised surface roughness which corrects for the 

enlargement of the surface area due to irregularities by dividing the actual surface area 

by the projected surface area (Figure 2.8 and Equation 2.2).  

 

Figure 2.8 – Schematic illustration of the Wenzel model. The red line illustrates the actual surface area 
(also called topographical area) and the purple line the projected surface area, as used to determine the 
R-factor using Equation 2.2. 

𝑅­𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑎𝑐𝑡𝑢𝑎𝑙 𝑎𝑟𝑒𝑎

𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 𝑎𝑟𝑒𝑎
 

Equation 2.2 

 
This R-factor is of particular interest because of its use in the Wenzel equation as shown 

in Chapter 1 (Section 1.5.2.1.). [25] 

 

 f-value 

The f-value was used to define the roughness as used in the Cassie-Baxter model in 

which the f-value represents the ratio between the area in or between the grooves 

(formed by irregularities) and the total area. [26] For practical reasons, in this research 

this ratio was simplified to Equation 2.3.  

𝑓­𝑣𝑎𝑙𝑢𝑒 =
𝑎𝑐𝑡𝑢𝑎𝑙 𝑎𝑟𝑒𝑎 − 𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 𝑎𝑟𝑒𝑎

𝑎𝑐𝑡𝑢𝑎𝑙 𝑎𝑟𝑒𝑎
 

Equation 2.3 

 
To summarise, four types of roughness measurements were performed. Ra to retrieve 

knowledge about a specific irregularity. Sa to obtain an overview of the roughness of the 

polymer film. The R-factor and f-value for the calculation of the possible influence of 

roughness on the contact angle using the Wenzel and Cassie-Baxter equation, 

respectively.  
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In this study the chemicals and materials as outlined in Table 2.1 were used, all used as 

received. The in this research used deionized-water (DI-water) was obtained from the 

PURELAB Option water purification system of ELGA. 

Table 2.1 – Chemicals and materials used in this research, including source and purity (when relevant). 

• Chemicals/ materials Source 

• (3-Mercaptopropyl)trimethoxysilane (95%) Sigma-Aldrich 

3, 4-Ethylenedioxythiophene (97%) Sigma Aldrich 

Acetonitrile (HPLC grade) Fisher Scientific 

• Ammonium perchlorate (>98%)  Fluka 

• Aniline (≥99.5%)  Sigma-Aldrich 

• Chloroform Fisher 

• Glycerol Fisher Scientific 

• Microscope glass slides Fisher Scientific 

• Propan-2-ol Fisher Scientific 

• Pyrrole (98%)  Sigma-Aldrich 

• Sulphuric acid (>95%) Fisher Scientific 

• Tetrabutylammonium perchlorate (99%)  Acros Organics 
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 Results 

To get insight in the influence of an applied potential on the polymer film, the change 

in hydrophobicity, roughness, composition and morphology by applying a potential 

were investigated. First the electropolymerisation of the polymer films is discussed, 

whereby the film was as smooth as possible in order to prevent the droplet (used for 

contact angle measurements) from being influenced by irregularities. Subsequently, the 

characteristics of the polymer films and their potential driven changes are discussed.  

 

 

The polyaniline, polypyrrole and PEDOT films were electrochemically grown on gold 

coated microscopic slides using cyclic voltammetry as shown in Figure 2.9. The films 

were grown until a homogeneous covered film was obtained, as judged by eye. To 

minimise the variability between the experiments and type of films, the charge and 

obtained thickness were monitored. However, the calculated thicknesses based on the 

charge (Faraday’s law; Chapter 1, Section 1.6.1.) were generally slightly smaller than the 

measured thicknesses. This could be explained by a few factors. First, only a small 

amount of the film was accessible by the charge. Second, the substrate could have been 

inhomogeneously covered by the polymer, such that the physical thickness was 

measured on a thick or thin part of the film while the thickness calculations were based 

on the average film layer. Although this effect should probably have been visible by 

eye/microscopic inspection. The third scenario is the buckling phenomenon, by buckling 

of the polymer film the calculated thicknesses would be smaller than the measured 

thickness. Additionally, the physical film thickness measurements were performed by 

scratching the film after which the height difference between the scratch (assumed to 

be the substrate) and the film was measured. This method could also lead to a 

discrepancy as the film close to the scratch could peel off/bend and the substrate could 

also have been scratched.  
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Figure 2.9 – Cyclic Voltammogram of a polyaniline (A), polypyrrole (B) and PEDOT (C) growth on a gold 
coated glass microscope slide. 
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The formation of the polymer film was, besides the colour change by oxidising/reducing 

the film as discussed in Section 2.3.2, also confirmed using FTIR (Figures 2.10-2.12). The 

pattern of peaks is consistent with that observed for an electrochemically grown 

polymer film in the literature [27-38] and could also be explained using general FTIR 

tables [39-43], although some discrepancies were observed, as briefly outlined in the 

Appendix (Section A.2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.10 – FTIR spectrum of a polyaniline film (baseline corrected) with suggested peak annotations 
corresponding with the colours of the molecular structures of the polymer polyaniline and electrolyte 
sulphuric acid. The benzenoid configuration (left), quinonoid configuration (right), neutral form (A) and 
protonated form (B) of polyaniline are shown.  
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Figure 2.11 – FTIR spectrum of a polypyrrole film (baseline corrected) with suggested peak annotations 
corresponding with the colours of the molecular structures of polypyrrole and the electrolyte ammonium 
perchlorate. 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 2.12 – FTIR spectrum of a PEDOT film (baseline corrected) with suggested peak annotations 
corresponding with the colours of the molecular structures of PEDOT and the electrolyte TBAP.  
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To determine the effect of an applied potential on the morphology and composition of 

the polymer films, the polymer films were oxidised (or reduced) in monomer and 

electrolyte solution after which they were removed from the solution and inspected 

using the optical (3D) microscope. As shown in Figure 2.13, the polymer films changed 

colour between reduced and oxidised state.  

 Monomer solution Electrolyte solution 
 Oxidised state Reduced state Oxidised state Reduced state 
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Figure 2.13 – Images of polyaniline, polypyrrole and PEDOT films after oxidising and reducing in monomer 
or electrolyte solution. Images were taken of an area of 190x143 μm using the optical (3D) microscope. 

 
These colour changes (during redox switching) can be used as an indication for the 

formation of oxidised or reduced states. In addition, the slightly less prominently 

detectable colour change observed after cycling in electrolyte solution (in comparison 

to monomer solution) suggests that the composition of the already present polymer 

layer changed and that a fresh polymer layer (created by cycling in monomer solution) 

increased the colour changing effect but is not a requirement.  

 A more consistent colour switch was obtained for polyaniline (blue to green) and PEDOT 

(blue/green to orange) than for polypyrrole. The less-reversible and less consistent 

colour change is known for polypyrrole, possibly caused by colour fading over time 

and/or absence of a colour change using thick films (>1 μm). [44] Although some studies 
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showed reversibility whereby the colour generally changed from yellow in reduced state 

to blue/violet [45] or blue/black [46, 47] in oxidised state. The differences in electrolyte 

composition and slightly in monomer composition could possibly explain the variation 

in observed colours.  

Although the measurements were taken in real colour, due to the nature of the optical 

(3D) microscope technique, reflection of light could have influenced the observed 

colour. In addition, variation in thickness within one polymer film could result in a multi-

coloured image.  

To conclude, changes in colour were observed by redox switching which suggests 

possible changes in composition. Besides that, no distinct morphological changes were 

observed.  

 

 

The roughness of a polymer film is of importance to obtain understanding about 

potential driven topographical changes of the polymer film as well as for the 

interpretation of the contact angle measurements used to determine the 

hydrophobicity of the polymer film. The latter, due to the possible influence of 

irregularities on the movement of the droplets used for contact angle measurements.  

Before potential driven roughness changes of polymer films were determined, the 

possible influence of wetting, caused by the film formation and the contact angle 

measurements, on the roughness measurements was investigated. 

 

 Influence of wetting on the roughness  

To determine the influence of wetting on the roughness measurements, the roughness 

of a polyaniline film was measured directly after electrodeposition and followed over 

time, including during the drying procedure (30 min in oven at 60 oC and 5 min in THF). 

As shown in Figure 2.14 no notable differences in roughness were obtained during the 

drying process.  
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Figure 2.14 – Roughness of a polyaniline film directly after electropolymerisation and followed over time, 
after 30 min in the oven at 60 oC and 5 min in tetrahydrofuran (THF). Measurements were taken of an 
area of 190x143 μm using the optical (3D) microscope. 

 
To determine the influence of wetting caused by a water droplet on the surface (used 

for contact angle measurements) on the roughness measurements, the roughness of a 

polyaniline film was measured before, during and after the deposition of a water 

droplet. As shown in the wetted right-top corner of Figure 2.15, wetting of the polymer 

film decreased the roughness slightly (0.88 to 0.85 μm). However, the variation in 

roughness values within one film (0.88 versus 0.98 μm; Figure 2.15A) and on the dry 

area of the surface (0.98, 0.92 and 0.88 μm) was larger than the change in roughness 

caused by wetting, suggesting the effect of wetting on the roughness was negligible.   

   A.  B.   C.  

 

 

 

  

   

Figure 2.15 – Roughness of a polyaniline film before (A), during (B) and after (C) positioning a droplet on 
top. The Sa roughness values are positioned in the areas in which the roughness is measured. Images were 
taken of an area of 190x143 μm using the optical (3D) microscope.  

 
To conclude, the influence of wetting both caused by a water droplet (used for contact 

angle measurements) and by in solution film formation on the roughness seems to be 

negligible. This suggest that the film formation or contact angle measurements could be 

followed by roughness measurements. 
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 Influence of the electronic state of the polymer films on the 

roughness 

The effect of an applied potential on the roughness of the polymer film was determined 

to obtain understanding about potential driven roughness changes as well as to 

determine the impact of potential driven roughness changes on the contact angle 

measurements used to determine potential driven hydrophobicity changes.   

To determine the influence of an applied potential on the roughness of the polymer 

films, the polymer films were cycled in monomer or electrolyte solution and removed 

from solution when they were in oxidized or reduced state (as illustrated in  Figure 2.5B) 

after which roughness measurements were performed. As shown in Figures 2.16-2.18, 

the roughness was generally higher in oxidized than in reduced state. Although the 

difference in roughness between both states was in some circumstances, such as the 

polypyrrole film in monomer solution (Figure 2.17A), rather small. Additionally, no 

consistent difference between the films cycled in monomer and electrolyte solution 

were obtained.  

A. 

  

B. 

  
Figure 2.16 – Roughness of polyaniline  oxidised and reduced films after cycling in monomer (A) or 
electrolyte (B) solution. The black lines are there to guide the eye, whereby the thickness of the line 
indicates the strength of the trend. Each colour per graph corresponds to another experiment. 

 

A. 

  

B. 

  
Figure 2.17 – Roughness of polypyrrole oxidised and reduced films after cycling in monomer (A) or 
electrolyte (B) solution. The black lines are there to guide the eye, whereby the thickness of the line 
indicates the strength of the trend. Each colour per graph corresponds to another experiment. 



84 
 

A.  

 

B. 

 
Figure 2.18 – Roughness of PEDOT oxidised and reduced films after cycling in monomer (A) or electrolyte 
(B) solution. The black lines are there to guide the eye, whereby the thickness of the line indicates the 
strength of the trend. Each colour per graph corresponds to another experiment. 

 
The difference in roughness between the oxidized and reduced state was just above or 

similar to the standard deviation of the Zeta calibration reference sample. To minimize 

the amount of variation, where possible, the measurements of the oxidised and reduced 

polymer films were performed on the same location. In addition, despite the fact that 

the roughness values were close to the detection limit of the optical (3D) microscope 

(lower limit) and AFM (upper limit), test measurements using both techniques showed 

similarities in trends, therefore the trend is probably real and not an artifact. 

The trend of increasing roughness by oxidising is in agreement with the study of Chang 

et al. [48] but differs from the research of Isaksson et al. [49] in which no difference in 

roughness between the reduced and oxidized state of a polyaniline film was observed. 

This could be caused by the different ways of film formation, applying a potential and/or 

electrolyte as outlined in Chapter 1 (Table 1.7).    

To get a better understanding of the differences in roughness between the oxidized and 

reduced states, the location and development of the irregularities was followed over a 

few cycles by comparing cross-sections obtained using the optical (3D) microscope as 

shown in Figure 2.19. The roughness changed by the enlargement of grooves/hills or by 

filling of the spaces between the irregularities (smoothing of the surface). No clear 

differences in trends were observed between cycling in electrolyte and monomer 

solution. With respect to the interpretation of the cross-sections, it is important to keep 

in mind that small shifts (mainly horizontally) between the measurements could occur 

due to the nature of the analysis. 
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A. 

 
B. 

 
Figure 2.19 – Cross-sections of a polyaniline film in oxidised or reduced state over a few cycles, both 
measured after cycling in monomer (A) and electrolyte solution (B). The red and green coloured dots 
indicate a decrease and increase in height of the irregularities, respectively. 

 

 

To get insight in potential driven hydrophobicity changes of the polymer films, the 

hydrophobicity of a polymer film in reduced state was compared to the oxidised state. 

To determine the hydrophobicity, contact angle experiments were performed with 

varying droplet compositions (chloroform, glycerol and water). The choice of liquid was 

based on the density, solubility and polarity of the surrounding medium/solvent to 

ensure the droplet stayed on the surface (to prevent floating and dissolving in the 

surrounding liquid) and had a reasonable shape (not completely spread to allow 

changing contact angle). The effect of the droplet properties and surrounding medium 

on the spreading of the droplet is outlined in Figure 2.20 for neutral, hydrophobic and 

hydrophilic polymer films. Due to the use of non-aqueous droplets, the wettability is not 

directly related to the interaction with water. Therefore, the terms lyophobicity and 

lyophilicity were used in the experiments using non-aqueous droplets. Based on the 
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differences in polarity of the droplet compared to the surrounding medium, the terms 

were subsequently translated into the terms hydrophobicity and hydrophilicity for 

simplicity and comparison purposes, as outlined in Figure 2.20.  

 
Figure 2.20 - Influence of the hydrophobicity of the polymer films on the amount of spreading of the 
droplet compared to a neutral polymer film. For the non-aqueous droplets the terms lyophobicity and 
lyophilicity were used and subsequently translated into the terms hydrophobicity and hydrophilicity 
based on the polarity of the droplet compared to the surrounding medium.   

 
Two types of contact angle measurement experiments were performed, ex-situ and in-

situ. In the ex-situ experiments, the polymer films were removed from solution after 

oxidising/reducing to determine the hydrophobicity and roughness sequentially under 

similar circumstances. By removal from the solution, the films could dry resulting in a 

lower water content and possibly different hydrophobicity. Therefore in-situ 

experiments were additionally performed by positioning droplets on the oxidised or 

reduced polymer films, while still being in the monomer or electrolyte solution.   
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 In-situ contact angle measurements  

To determine the hydrophobicity of the polymer films during electrodeposition, the 

contact angles of chloroform droplets on polyaniline and polypyrrole films and glycerol 

droplets on PEDOT films were measured.   

In monomer solution the contact angle generally increased by oxidising the polyaniline 

and polypyrrole films (Figure 2.21A-D) and reducing the PEDOT films (Figure 2.21E, F) 

meaning the surface became more lyophobic. Translated to hydrophobicity, it means 

that the hydrophilicity of all three polymer films increased by oxidising and decreased 

by reducing the film. The less consistent and slightly contrary trend observed in 

electrolyte solution suggests that the formation of a new layer might be of influence.   

            Monomer solution              Electrolyte solution 
A. 

 

B. 

 
C. 

 

D. 

  
E. 

  

F. 

 
Figure 2.21 – Contact angles of  droplets on polyaniline (A, B), polypyrrole (C, D) and PEDOT (E, F) oxidised 
and reduced films after cycling in monomer (A, C, E) or electrolyte (B, D, F) solution, measured in-situ. 
The black lines are there to guide the eye, whereby the thickness of the line indicates the strength of the 
trend. Each colour per graph corresponds to another experiment. 
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The higher hydrophilicity on the oxidised films compared to the reduced films was in 

agreement with the studies of Habib et al. [50] and Hato [51], partly supported by the 

study of Isaksson et al. [49] and opposite to the studies of Chang et al. [48] and 

Halldorsson et al. [52]. The differences between these studies with respect to the 

formation of the polymer film, the way of applying the potential and determining 

hydrophobicity (outlined in Chapter 1, Table 1.7) suggest that the hydrophobicity of a 

polymer film is probably sensitive to these aspects. 

To investigate the difference in hydrophobicity more thoroughly, not only the 

hydrophobicity of polymer films in oxidised and reduced state were compared, but the 

droplets were also followed during the oxidation/reduction process. A droplet was 

positioned on the polymer film and left at the same position while cycling further. As 

reference, a new droplet was positioned on the polymer film every half a cycle, so when 

the polymer film was fully oxidised or reduced. In Figure 2.22 the droplets that were left 

on the polymer film during cycling are placed in the same column, so a droplet 

positioned on the oxidised polyaniline film has a contact angle of 135o, by reduction of 

the film the contact angle of this droplet decreased to 133o, while the contact angle of 

a newly positioned droplet was 102o. Overall, the contact angle of the droplet left on 

the polymer film appeared to change only slightly during oxidation/reduction of the film 

and remained closer to the initial contact angle (of this droplet in the former electronic 

state) than to the contact angle of the newly positioned droplet (in current electronic 

state) as shown in the examples of Figure 2.22.  

A.    B.    C.    

OX 

1350 
  OX  

142o 
  OX  

137o 

  

RED  
1330 

 
1020 

 RED  
141o 

 
130o 

 RED  
146o 158o 

 

OX  
1320 

 
970 

 
1480 

OX  
141o 

 
133o 

 
142o 

OX  
140o 

 
154o 137o 

Figure 2.22 – Typical contact angles of droplets on polyaniline (A), polypyrrole (B) and PEDOT (C) oxidised 
and reduced films, measured in situ. Per film each column represents the same droplet which stays on 
the film during oxidising/reducing the film, newly positioned droplets have a blue background and still 
present droplets have a white background. 
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The limited amount of change in contact angle of the droplets that stay on the polymer 

film while cycling further indicates that when a droplet is covering the polymer film, the 

covered layer does not undergo a change in lyophobicity. This could possibly be caused 

by no/limited change in electronic state or it could be that the droplet is well adhered 

to the polymer film. An illustration of the lack of change of the polymer film in the area 

underneath the droplets by cycling further is shown in Figure 2.23. A chloroform droplet 

positioned on an oxidised film has a dark colour underneath, by reducing the film the 

colour underneath the droplet remained dark while the surrounding polymer film 

became yellow/green (Figure 2.23A, droplet left). Subsequently a new chloroform 

droplet was positioned on the oxidised film (Figure 2.23A, droplet right), after oxidising 

the film, the area underneath this droplet remained yellow/green (Figure 2.23B, droplet 

right) while the surrounding polymer film changed colour.  

 
A. 

 
B. 
 
 
 
 
 
 
 

Figure 2.23 – Chloroform droplets on a polyaniline film in reduced (A) and oxidised (B) state, after cycling 
in monomer solution. The left and right droplets on both the reduced and oxidised film were positioned 
on the film when being in oxidised and reduced state, respectively.  

 

 Ex-situ contact angle measurements  

To determine the hydrophobicity and roughness sequentially under similar 

circumstances, ex-situ contact angle measurements were performed. Similar to the in-

situ experiments, the polymer films were oxidised and reduced both in monomer and 

electrolyte solution. After which the polymer films were removed from the solution to 

determine the roughness (Section 2.3.3.2) and hydrophobicity of the polymer films.  

 

 

         OX                   RED                                                 OX                   RED 
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As shown in Figure 2.24 less obvious trends were observed in the ex-situ experiments 

compared to the in-situ experiments (in which the hydrophobicity generally increased 

by reduction). Be aware that here an increase in contact angle corresponds to a higher 

hydrophobicity. A slight increase in hydrophobicity by reduction was observed on the 

polyaniline films in Figure 2.24B while the PEDOT films in Figure 2.24E show no clear 

difference in contact angle between the oxidised and reduced film. Given the slightly 

clearer trends using the more thorough dried polyaniline films compared to the 

polypyrrole and PEDOT films, the lower consistency in the ex-situ measurements 

compared to the in-situ measurements could possibly be caused by the influence of the 

drying process on the hydrophobicity.  

                          Monomer solution             Electrolyte solution 
A. 

 

B. 

  
C. 

  

D. 

  
E. 

 

F.  

 
Figure 2.24 – Contact angles of water droplets on reduced and oxidised polyaniline (A, B), polypyrrole (C, 
D) and PEDOT (E, F) films after cycling in monomer (A, C, E) or electrolyte (B, D, F) solution, measured ex-
situ. The black lines are there to guide the eye, whereby the thickness of the line indicates the strength 
of the trend. Each colour corresponds to another experiment.  
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Irregularities of the polymer films could impact the movement of droplets (used for 

contact angle measurements) and thereby the determination of the hydrophobicity of 

the polymer films. To define the influence of roughness on the contact angle 

measurements, the measured contact angles were compared with calculated contact 

angles corresponding to an ideal smooth surface. The latter were calculated using the 

Wenzel and Cassie-Baxter models. The use of these models is justified because the 

droplet size (5 μL droplet typically covers an area of 0.5-3 mm2) is more than 40 times 

larger than the roughness (typically <15 μm; Figures 2.16-2.18). [53, 54]   

To determine what the contact angle would have been if the polymer film was ideally 

smooth, also known as Young’s contact angle (θY), Equations 2.4 and 2.5 of the Wenzel 

and Cassie-Baxter model were used, respectively. In which the measured contact angles, 

which were possibly subjected to roughness, were called the Wenzel and Cassie-Baxter 

contact angles (θw and θCB respectively), the R-factor is a surface area correction factor 

and fsolid is the area fraction of the solid material between the grooves. In this research 

fsolid is simplified to the ratio (actual area-projected area)/actual area as described in 

Section 2.2.4.3. 

cos 𝜃𝑌 = cos 𝜃𝑊/ 𝑅­𝑓𝑎𝑐𝑡𝑜𝑟 Equation 2.4 

𝑐𝑜𝑠 𝜃𝑌 =
cos θCB + (1 − fsolid)

fsolid

 Equation 2.5 

 
As shown in Figure 2.25A, by oxidising the film (light blue to light red dots) both the 

roughness and the Wenzel contact angles increased (moved away from 90o) which is in 

agreement with the Wenzel theory, this suggests an influence of roughness on the 

contact angle. In addition, the measured Wenzel contact angles show a larger difference 

between the oxidised and reduced film than Young’s contact angles as illustrated by the 

green and purple arrow in Figure 2.25A respectively. This implies that by removal of the 

influence of roughness the difference between the contact angles of both states 

decreases, suggesting that according to the Wenzel model the roughness has an 

influence on the contact angle. As there is still a difference present between the Young’s 

contact angles on the oxidised and reduced film it is suggested that other factors such 

as charge might have an influence on the hydrophobicity as well. 
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Contrary to the Wenzel model, the application of the Cassie-Baxter model resulted in a 

larger difference between the contact angles on oxidised and reduced films on the ideal 

smooth surface compared to the rough measured surface (Figure 2.25B). This suggests 

that the difference in contact angles is less affected by the roughness than by other 

factors such as charge, which is contrary to the observations based on the Wenzel 

model.  

Figure 2.25 – Relation between roughness (R-factor, f-value) and contact angle on a polyaniline film, the 
latter was measured in-situ in monomer solution. The Wenzel (A) and Cassie-Baxter (B) contact angles 
correspond to the measured contact angles, the Young’s contact angles to the calculated contact angles 
based on the Wenzel (A) and Cassie-Baxter (B) model. Purple and green arrow indicate the ox-red couple 
on a rough (Wenzel) and smooth (Young) film respectively. Both graphs were based on the same dataset.  

 
As both Figure 2.25 A and B were based on the same dataset it can be concluded that in 

these measurements an increase in f-value (0.35 to 0.45) relates to an increase in R-

factor (1.5 to 1.8) which corresponds to an increase in roughness while a f-value of 1 

corresponds to an entirely smooth surface. This could be explained by the absence of a 

linear relation between f-value and roughness, perhaps the roughness increases by 

decreasing f-values from 1 to 0.5 and increasing f-values from 0 to 0.5. Additionally, the 

geography could be of importance for the interpretation of the f-values. It has to be 

noted that these speculations are based on a limited amount of data and therefore 

possibly not reliable.  

 

 

A. 

 

B. 
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In addition, limitations of the Wenzel equation were discussed using Figure 2.26. On the 

reduced polypyrrole film (light blue dots) the contact angle decreased (moved away 

from 90o) by increasing roughness which is in agreement with the Wenzel theory. This 

resulted in a constant Young’s contact angle of 70o and thereby establishment of the 

hydrophobicity of the reduced film. On the other hand, the oxidised film showed a 

relatively constant contact angle by increasing roughness, resulting in a range of Young’s 

contact angles and undefined influence of roughness on the contact angle 

measurements. 

Figure 2.26 – Relation between roughness (R-factor) and contact angle on a polypyrrole film, measured 
ex-situ after cycling in monomer solution. The Wenzel contact angles correspond to the measured contact 
angles and the Young’s contact angles to the calculated contact angles based on the Wenzel model.  

 
To conclude, both models might give an indication about the influence of roughness on 

the contact angle but might not be appropriate for all films and/or several other 

unknown factors might influence the contact angle measurements. Another model, 

including other factors than roughness only would be of benefit.  

  

 



94 
 

 Conclusion 

This research aimed to obtain insight into potential driven interfacial energy changes, in 

which the effects of applying a potential onto a surface were investigated. To get a 

complete overview of the impact of a potential on a surface, potential driven changes 

in characteristics of conductive polymer films were determined, focussing on the 

hydrophobicity, composition, morphology and topography.  

This study showed that the surface characteristics, hydrophobicity, composition and 

topography (roughness), could be tuned to a small or large extent (Obj. 1). Regarding 

the hydrophobicity of the polymer films, the in-situ contact angle measurements 

demonstrated that the polymer films were generally more hydrophilic in oxidised state 

than in reduced state as well as the roughness increased slightly by oxidising the 

polymer film. Although this was not observed under all circumstances and the ex-situ 

contact angle measurements showed less obvious trends compared to the in-situ 

measurements. Additionally, by applying a potential, the colour of the polymer film 

changed which was used as an indication that the electronic state of the polymer had 

changed and thereby its composition; the formation of a new polymer layer enlarged 

the colour changing effect but was no requirement. Besides this colour change no 

distinct morphological changes were observed during oxidation and reduction.  

To justify sequential use of surface analysis and film formation techniques, the impact 

of the surface formation and analysis techniques on each other was investigated by 

determining the influence of wetting caused by a droplet (used for contact angle 

measurements) and by in solution film formation on the roughness measurements (Obj. 

2). Wetting showed to have a negligible influence on the roughness measurements, 

therefore sequential contact angle and roughness measurements as well as film 

formation followed by roughness measurements could be performed. 

In addition, the influence of potential driven topographical (roughness) changes of the 

polymer film on the contact angle measurements was investigated using several models 

(Obj. 3). This is of importance for the interpretation of contact angle measurements, 

used to determine the hydrophobicity, because they could be influenced by 

chemical/molecular factors such as polarity but also by physical/macroscopic factors 
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such as roughness of the polymer film. The simultaneous increase in roughness and 

change in contact angle (moved away from 90o) by oxidising a polyaniline and 

polypyrrole film is in agreement with the Wenzel theory which describes that the 

hydrophobicity/hydrophilicity will be enlarged by increasing influence of roughness. 

This indicates that the roughness had an impact on the contact angle measurements. In 

addition, it was shown that the difference in contact angle between the oxidised and 

reduced films decreased notably by removal of the influence of the roughness, 

according to the Wenzel equation. This suggests that roughness is one of the main 

factors causing the difference in contact angle between the oxidised and reduced film. 

Given that there was still a difference in contact angle between the oxidised and 

reduced ideal smooth film, other factors apart from roughness may also have an 

influence on the contact angle. Contrary to this, the Cassie-Baxter model implied that 

the contact angles were less affected by the roughness than by other factors, such as 

possibly charge. This suggests that both models give an indication about the influence 

of roughness but might not be appropriate for all films/circumstances and another 

model might be of benefit. This was also implied by the undefined influence of 

roughness and undefined Young’s contact angles in some datasets.  

To conclude, the application of a potential can potentially be used to tune 

characteristics of a polymer film such as the composition and hydrophobicity and to a 

lesser extent roughness. The changes in contact angles (used to determine the 

hydrophobicity) could also be influenced by the roughness as well as other so far 

unknown factors.  
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Flow formation in fingerprints using 

electrowetting 3 
 

3.  
 Introduction 

Currently, latent fingermarks are visualised by powdering the fingerprint or by a 

reaction between the fingerprint visualisation reagents and components in the 

fingerprint residue such as amino acids and fatty acids. [1] This reaction could be 

problematic for aged fingerprints as molecules in aged fingerprints could be positioned 

closer to the fingerprint edges and the substrate, which could make it more difficult to 

react with the fingerprint residue and could lead to inhomogeneous visualisation of the 

fingerprint as illustrated in Figure 3.1. To address this limitation, the possibility to create 

a flow in a fingerprint ridge, resulting in more readily available target molecules 

(released from the surface) and homogeneously distributed fingerprint ridges, was 

investigated using the electrowetting process. Hereby it is of importance not to disturb 

the fingerprint pattern as that could make the fingerprint unusable for identification 

purposes.  

 
Figure 3.1 – Schematic illustration of a fresh (A) and aged (B) fingerprint. Top: Microscopic view of a 
fingerprint. Bottom: Droplet illustrating a cross-section of one single fingerprint ridge, the blue and red 
dots illustrate the molecules in a fingerprint ridge and visualisation reagents, respectively.    

 
 
 



100 

 

As discussed in Chapter 1, the principle of electrowetting is based on the application of 

a potential across a droplet and its underlying surface, resulting in spreading of the 

droplet and a change in the amount of wetting. By removal of the potential, the droplet 

will retract. In this study, the conventional electrowetting-on-a-dielectric technique was 

applied in which the substrate, working as electrode, is covered by a dielectric layer 

which functions as capacitor; this process is later referred to as electrowetting.   

The main purpose of this research is the formation of a flow inside a droplet/simulated 

fingerprint, therefore the electrowetting effect was not only expressed in the 

conventional way by the change in contact angle (amount of spreading/retraction) but 

also by the amount of movement inside the droplet using the tracking of polymer 

microsphere particles added to the droplet. Research has demonstrated that there is 

formation of a hydrodynamic flow inside droplets induced by alternating current (AC) 

potential (rather than using direct current (DC) potential). This flow is believed to be 

caused by the oscillation of the droplet (continuous spreading and retracting of the 

droplet; generally in low frequency range) or by an electrothermal effect (generally in 

high frequency range). [2-5] Therefore, in this research an AC potential was applied 

across the droplets and underlying substrate. Additionally, the use of quartz crystal 

microbalance (QCM) was investigated as a potential method for detecting the 

electrowetting effect. This idea is based on the change in resonant frequency of a QCM 

crystal by changing surface coverage, a change in surface coverage could be caused by 

subjecting a droplet (positioned on a QCM crystal) to an external potential resulting in 

spreading/retraction of the droplet. This results in the investigation of the 

electrowetting effect from three perspectives; the conventional contact angle, the 

amount of coverage and the movement inside the droplet (Figure 3.2). 

A.  

 

B.  

 

C. 

 
Figure 3.2 – Used methods to determine the electrowetting effect: contact angle measurements (A), the 
amount of coverage using QCM (B) and the movement of particles inside the droplet (C).  
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To define the possibilities and limitations of the electrowetting on fingerprints 

application, the effects of relevant fingerprint characteristics (both compositional and 

physical) such as viscosity (possible delaying/damping effect on the flow), salinity 

(possible effect on electric permittivity), height of the fingerprint, contact pinning and 

initial contact angle (both fingerprint-substrate interactions) were investigated. The 

objectives are summarised below: 

• Determine if nano gravimetric methods (QCM) and the movements inside the 

droplet can deliver insights into electrowetting mechanisms.  

• Estimate the influence of the evaporation process with respect to the influence of 

the potential on the droplet shape change during the electrowetting process. 

• Investigating how the electrowetting process could be influenced by the 

characteristics of the dielectric layer and external factors such as potential and 

frequency. 

• Understand how the electrowetting on fingerprints application could be affected by 

the composition and physical structure of the fingerprint as well as the 

consequences on the fingerprint pattern.  
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 Methods 

 Coating formation on metal substrates 

A dielectric layer was deposited on top of indium tin oxide (ITO) coated glass slides and 

Au QCM crystals, optionally followed by the deposition of a hydrophobic top-layer, as 

outlined below.  

 

 Cleaning procedure of ITO microscope glass slide 

The ITO glass slides were first cleaned with acetone for 10 min, followed by 10 min in 

IPA and then washed with DI-water for 2 min, all in an ultrasonic bath. Subsequently the 

substrate was left in a 2 % (v/v) Hellmanex solution for 30 min at 65 oC and washed with 

water for 15 min, both in an ultrasonic bath. 

 

 Formation of SU-8 and Cytop coated substrates 

On top of the ITO glass slides or Au QCM crystals, a dielectric layer of SU-8 was 

deposited, optionally followed by a hydrophobic layer of Cytop on top. SU-8 was spin 

coated at 2500-3000 rpm for 2 min and then baked at 90-95 oC for 3 min. To enable 

cross-linking, it was exposed to UV-light for 3 x 8 s as shown in Figure 3.3. Lastly, slides 

underwent spin-coating of Cytop, diluted 1:4 in its solvent (proprietary), at 2500-3000 

rpm for 2 min and then baked for 3 min at 90-95 oC.   

A. B. 

 

 

Figure 3.3 – Molecular structures of the epoxy based negative photoresist SU-8 (A) and the amorphous 
fluoropolymer Cytop (B). 
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 Surface characterisation and analysis techniques 

 Microscopy 

Fingerprints were recorded using the Zeta-20 True Colour Optical Profiler with Zeta3D 

software version 1.8.5 (Zeta Instruments).  

 

 Roughness measurements 

Roughness measurements were performed using the Atomic Force Microscope (AFM; 

Digital Instruments, Veece Metrology Group) in tapping mode, operated using 

Nanoscope software version 6.12. 

 

 Thickness measurements 

The thickness of the SU-8 layer (coated on ITO slides) was measured using the Contour 

GT Profilometer (Bruker).  

 

 Contact angle measurements 

Contact angles were determined using the ThetaLite optical tensiometer (Biolin 

Scientific) in combination with OneAttension software version 2.5, r5128 (Biolin 

Scientific) and/or using Image-J 1.49e software in combination with the plugin drop 

analysis LB-ADSA. 

 

 QCM measurements 

Quartz Crystal Microbalance (QCM) measurements were performed using the SEIKO 

EG&G QCM922A QCM Microbalance with IviumSoft version 2.667 (3) software (Ivium) 

and/or a fitting excel form to determine the electrowetting effect by means of change 

in droplet surface coverage.  

Two types of QCM measurements were performed. One using a standard QCM set-up 

in which the working electrode (Figure 3.5, red) and ground electrode (Figure 3.5, black) 

were connected to the crystal to define the sensitivity of QCM towards a change in 

droplet surface coverage/mass-loading. Droplets of a range of volumes were compared 

as well as a hydrophobic (SU-8+Cytop) and hydrophilic (SU-8) coated QCM crystal. The 
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latter by comparing droplets with a similar volume (Figure 3.4A) and similar surface 

coverage (Figure 3.4B) on the hydrophobic and hydrophilic coated crystals. In addition, 

the influence of the droplet composition was explored by increase in glycerol content. 

A. B. 

  

Figure 3.4 – Schematic illustration of droplets of a similar volume and different covered area (A) and 
droplets of a similar covered area and different volume (B) on a hydrophobic and hydrophilic surface. 

 
In the second set-up an external potential was applied across a droplet and the 

underlying QCM crystal to determine the detectability of a difference in surface 

coverage caused by a difference in contact angle (spread versus retracted droplet). 

Here, the standard set-up was combined with the electrowetting set-up, whereby in 

addition to the working electrode (red) and ground electrode (black) of the standard 

QCM set-up an electrode was entering the droplet (yellow) and an electrode (blue) was 

connected to the ground electrode of the standard set-up (Figure 3.5). 

A. 

 

B. 

 

C. 

 

Figure 3.5 – QCM set-up extended with the electrowetting set-up; schematic illustration (A) and photos 
from two perspectives (B and C). 

 

 Particle tracking measurements 

To follow the movement inside the droplets, particles (polymer microspheres, ca. 1 

g/mL) were added to the droplet. Laser scattering of the particles was subsequently 

recorded by video. These particles were tracked using the video analysis software 

Tracker (Open Source Physics). It has to be noted that the movement of the particles 

was recorded and tracked in 2D while the actual movement of the particles was in 3D, 

therefore some back- and forward movement could have been missed.  
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 AC high potential supplier 

AC high potential was used to supply a range of potentials (0-250 V) and frequencies 

(0.5 Hz-10 kHz) using a high potential amplifier (TREK Model 2205) connected to a 

waveform generator. The experiments were performed using two set-ups with different 

but similar waveform generators, the BK Precision 4053 and the TENMA 72-3555.  

 

 Model fingerprint solution 

In this study a model fingerprint solution was created to mimic a fingerprint. This 

composition was based on eccrine fingerprint compositions described in the literature 

and outlined in the Appendix (Tables A.1-A.3). Some studies were based on fingerprints 

and others on sweat as well as not all quantities were justified in the review articles, 

therefore overlap in data could be present. Due to the complexity of a fingerprint, only 

the most abundant molecules (>10 mM) and molecules of special interest such as amino 

acids were included in the model fingerprint solution. In addition, the high content of 

water in fingerprints resulted to the decision to include only the water-soluble protein 

albumin and no other proteins.  

 

 Chemicals and materials 

In this study the chemicals as outlined in Table 3.1 were used, all used as received. The 

in this research used deionized-water (DI-water) was obtained from the PURELAB 

Option water purification system of ELGA. 

Table 3.1 – Chemicals and materials used in this research, including source and purity (when relevant). 

• Chemical/ materials Source 

• (3-Mercaptopropyl)trimethoxysilane (95%) Sigma-Aldrich 

L-Alanine (99%) Aldrich 

Albumin from bovine serum  Sigma 

• L-Aspartic acid (≥98%) Sigma-Aldrich 

• Cytop AGC Chemicals 

L-Glutamic acid hydrochloride Sigma 

• Glycerol Fisher Scientific 

Glycine (≥99%) Sigma 

• Hellmanex  Hellma Analytics 

• L-Histidine (≥99%) Sigma-Aldrich 

• Indium tin oxide coated glass slides  Delta Technologies 
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• L-Isoleucine (99%) Aldrich 

Lactic acid (≥85%) SAFC 

L-Leucine (99%) BDH biochemicals 

L-Lysine (≥98%) Sigma-Aldrich 

• Microscope glass slides Fisher Scientific 

• L-Ornithine hydrochloride (99%) Acros Organics 

• Polymer microsphere particles Sigma-Aldrich 

• L-Phenylalanine (≥98%) Sigma 

• Potassium chloride Fisher Scientific 

• Propan-2-ol Fisher Scientific 

• QCM crystals  Seiko 

• L-Serine (≥99%) Sigma 

• Sodium chloride Fisher Scientific 

• Sodium hydrogen carbonate  Fisher Scientific 

• SU-8  Microchem Corporation 

• L-Threonine (≥98%) Sigma-Aldrich 

• L-Tyrosine (≥98%)  Sigma-Aldrich 

• L-Valine (≥98%) Sigma-Aldrich 

• Urea ChemCruz 
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 Results 

The possibility of creating an electrowetting effect in a fingerprint by applying a 

potential was explored by observing the electrowetting effect from three perspectives; 

contact angle, flow and surface coverage.  

 

 Use of QCM as alternative method to express the electrowetting effect  

QCM was investigated as a potential method to detect the electrowetting effect by 

means of change in mass loading/surface coverage on the crystal. In the following 

sections the terms surface CAcoverage and QCMcoverage were used, which refer to the 

surface coverage of the droplet obtained using contact angle measurements and 

implied by QCM measurements, respectively. The used terms frequency and Q-factor 

change are defined by the change in frequency and Q-factor of the QCM crystal with a 

droplet on top with respect to the crystal without droplet (ΔF=|Fair - Fdroplet|).  

 

 Sensitivity of QCM measurements towards droplet surface coverage  

To determine the sensitivity of QCM towards a change in droplet surface CAcoverage, 

water droplets of a range of volumes (as specified in Figure 3.6-3.10) were positioned 

on a QCM crystal. Figure 3.6 shows that with an increase of droplet volume, the 

frequency decreased. Also, admittance decreased and the peaks broadened with higher 

droplet volumes, due to energy losses. 

 

 
Small volume 

 

 
Large volume 

Figure 3.6 – QCM crystal resonance frequency and admittance as a function of deposited droplets of a 
range of volumes (0-20 μL) on a SU-8+Cytop coated QCM crystal. Including illustrations of the covered 
area (red line) of a small and large volume droplet. 
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This decrease in frequency with increasing volume indicates an increase in surface 

QCMcoverage/mass loading on the crystal [6] which is in line with the observed increase 

in surface CAcoverage of the droplet with volume (Figure 3.7). This suggests that QCM is 

able to detect the droplets and differentiate between different volumes.    

 
Figure 3.7 – Droplet area coverage on a SU-8+Cytop coated QCM crystal as a function of droplet volume. 
The covered area is based on the diameter of the droplet measured by the ThetaLite optical tensiometer.  

 
To define whether the QCM is able to detect smaller differences in surface CAcoverage 

such as caused by a difference in contact angle, droplets of a range of volumes were 

deposited on both hydrophobic (SU-8+Cytop) and hydrophilic (SU-8) QCM crystals. 

Droplets of equal volume deposited on both the hydrophobic (SU-8+Cytop) and 

hydrophilic (SU-8) coated crystals showed a smaller frequency change on the 

hydrophobic crystal (Figure 3.8).  

 

 

Figure 3.8 – QCM crystal resonance frequency change and Q-factor change as a function of volume of a 
water droplet deposited on the crystal. Droplets covering the complete QCM crystal plus the surrounding 
were set at 100 µL.  
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This indicates that on the hydrophobic (SU-8+Cytop) surface, the amount of surface 

QCMcoverage/mass loading on the crystal was lower compared to the hydrophilic surface 

(SU-8), possibly due to a higher contact angle, resulting in a smaller surface CAcoverage 

(Figure 3.4A). However, droplets with a similar surface CAcoverage on both the 

hydrophobic (SU-8+Cytop) and hydrophilic (SU-8) surface, created by depositing a larger 

droplet volume on the hydrophobic surface (Figure 3.4B), showed a smaller frequency 

change on the hydrophobic (SU-8+Cytop) surface compared to the hydrophilic (SU-8) 

surface (Figure 3.9).  

 
Figure 3.9 – QCM crystal resonance frequency change and Q-factor change as function of area coverage 
of a water droplet deposited on the crystal. Droplets covering the complete QCM crystal plus the 
surrounding were set at 70 mm2. 

 
The difference in frequency change of the two surfaces containing droplets with equal 

surface CAcoverage but different volumes is unlikely to be caused by the difference in 

height of the droplets due to the detection limit neither by a difference in surface 

QCMcoverage/mass loading. However, it could be caused by a difference in behaviour of 

the coated crystals such as the slip/no-slip phenomenon; at no slip the liquid has no 

velocity compared to the substrate, at slip it has. Possibly more slip was obtained on the 

hydrophobic surface (SU-8+Cytop) resulting in a smaller frequency change compared to 

the hydrophilic surface (SU-8). In addition, the change in Q-factor increased with 

volume/mass loading, this suggests an increase in energy loss. Also here a difference 

between the two surfaces (SU-8 vs. SU-8+Cytop) was observed, showing a smaller Q-

factor change and thereby less energy loss on the hydrophobic (SU-8+Cytop) surface 

compared to the hydrophilic (SU-8) surface which is in agreement with the slip/no-slip 
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theory. The SU-8 and SU-8+Cytop coated crystals differ not only in hydrophobicity but 

also in coating thickness, due to the addition of the Cytop layer (ca. 20 nm) on top of 

the SU-8 layer to create the hydrophobic (SU-8+Cytop) crystal. This extra layer could 

increase the resistance.   

The electrowetting effect is conventionally expressed by the contact angle, therefore 

the relationship between contact angle and both frequency and Q-factor was 

investigated. Figure 3.10 shows a smaller frequency and Q-factor change on the more 

hydrophobic (SU-8+Cytop) crystal compared to the hydrophilic (SU-8) crystal; this is 

similar to Figures 3.8 and 3.9 which are based on the same experiments. However, the 

variation in contact angles on the hydrophobic (SU-8+Cytop) surface did not follow the 

trend of increasing frequency and Q-factor change by decreasing contact angle.  

 
Figure 3.10 – QCM crystal resonance frequency change and Q-factor change as function of contact angle 
of the crystal deposited water droplets. 

 

The increase in frequency change by increasing contact angle could possibly be caused 

by the here observed generally higher surface CAcoverage of the droplets with higher 

contact angles; an increase in contact angle could lead to a decrease in frequency 

change while an increase in surface CAcoverage could result in an increase in frequency 

change. Alternatively, it could be that a small difference in contact angle cannot be 

detected using QCM measurements and/or other unknown factors are of influence.  

To conclude, QCM measurements demonstrated to be able to differentiate between 

different droplet volumes. However, the ability to detect a difference in contact angle 

could not be proven yet.     
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 QCM to express the electrowetting process  

To determine whether a difference in contact angle could be detected in an 

electrowetting setting, a droplet was spread and retracted by applying an external 

potential while the admittance/frequency was measured using QCM in parallel. To 

ascertain the sensitivity of QCM in such an environment, the ability to differentiate 

between the on-period and off-period and on-phase and off-phase were investigated. 

The terms on/off-period and on/off-phase are used to differentiate between the 

different periods/phases of the external applied AC potential as shown in Figure 3.11. 

The on-period starts by applying the potential manually and the off-period by removing 

the potential manually. The on/off-phase corresponds to the fractions of the frequency 

wave in which the potential was on/off.   

 
Figure 3.11 – Schematic illustration of used terminology of an applied AC potential. The on-period starts 
by applying the potential manually, the off-period by removing the potential manually. The on-/off phase 
corresponds to the on/off fractions within a frequency wave.  

 
Admittance and frequency measurements averaged over a period of 15 s showed a 

lower frequency and admittance during the on-period compared to the off-period 

(Figure 3.12).  

 
Figure 3.12 – QCM crystal resonance frequency and admittance as a function of an external AC potential 
of 200 V, 100 Hz applied between a water droplet and its underlying SU-8+Cytop coated QCM crystal. 
Measurements were averaged over a period of 15 s. 
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The lower frequency during the on-period compared to the off-period suggests an 

increase in mass loading/surface QCMcoverage caused by the spreading droplet by 

applying a potential. This is in line with an increase in energy loss, implied by the 

decrease in admittance, possibly caused by an increase in resistance with liquid 

coverage due to spreading of the droplet during the on-period. Additionally, the curve 

of the on-period is more irregular compared to the off-curve, which could be due to the 

presence of ‘on-off-on-off’ phases in the on-period of an AC potential (Figure 3.11). 

As shown in Figure 3.13, during a sequence of on/off periods, the frequency and Q-

factor first decreased slightly, then increased, after which the pattern/consistency 

vanished.  

 
Figure 3.13 – QCM crystal resonance frequency (blue) and Q-factor (red) as a function of an external AC 
potential of 200 V, 100 Hz applied between a water droplet and underlying SU-8+Cytop coated QCM 
crystal.  

 
The decrease and subsequent increase in frequency by application and removal of the 

potential in the first cycle corresponds to an increase and decrease of mass loading, as 

also shown previously (Figure 3.12). Afterwards the pattern in frequency change 

vanished, this suggests that the QCM did not detect a considerable difference in mass 

loading between the on-period and off-period anymore. However, the increase in 

energy loss, expressed using the Q-factor, at the on-period compared to the off-period, 

could indicate that spreading of the droplet, resulting in a higher liquid coverage and 

thereby increase in resistance, was still detected.  
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The mass-sensitivity of QCM crystals decreases towards the edges as illustrated by the 

Gaussian curve in Figure 3.14. [6] Possibly an increase in surface coverage caused by 

spreading of the droplet (red area) falls within the low mass-sensitive range and 

therefore, while present was not detectable.  

 

Figure 3.14 – Schematic illustration of a QCM crystal with a droplet on top. Blue area illustrates the droplet 
in retracted state (no potential applied) and the red plus blue area illustrates the droplet in spread state 
(potential applied). Including the mass sensitivity Gaussian distribution.  

 
To conclude, differences in frequency and admittance between the on-period and off-

period were observed, however sometimes to a limited extent. To determine whether 

QCM is capable of differentiating the on-phase and off-phase, continuous QCM 

measurements were performed while applying an external AC potential. Simultaneously 

the contact angle was also measured.  

As shown in Figure 3.15 the application of an external potential of 150V, 500 mHz 

(square waveform) results in a decrease in frequency and contact angle by applying the 

potential at t=0 s, followed by an increase in frequency and contact angle half a 

frequency cycle later (t=~1 s, off-phase).   

 
Figure 3.15 – Change in contact angle (blue) and QCM resonance frequency (red) by applying 150V, 500 
mHz across a water droplet and the underlying SU-8+Cytop coated QCM crystal. 
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The decrease and increase in contact angle/frequency both indicating spreading and 

retraction of the droplet respectively, this suggests that QCM has potential to detect an 

electrowetting effect. However, it is not as simple as that as other data showed 

opposing changes in frequency pattern (mirror image). It has to be noted that the 

droplet has the tendency to move to the outer sides of the QCM crystal, but was 

hindered in that movement by the contact with the top-electrode. This could influence 

the measurements as the mass sensitivity decreases towards the edges of the crystal 

(Figure 3.14). In addition, using lower potentials (<100 V), little to no electrowetting 

effect was observed while by using higher potential (≥ 150 V) electrolysis and 

breakdown occurred very rapidly.  

The QCM crystal was also covered completely by a water droplet, to exclude the 

influence of other factors than surface coverage on the frequency change. By applying 

an external AC potential, no change in surface coverage could be detected by the QCM 

as the droplet contact line was located outside/on the edge of the QCM crystal. This 

resulted in the detection of some irregular frequency changes which could feasibly be 

attributed to noise (Figure 3.16). 

 
Figure 3.16 – Continuous QCM measurements illustrating the change of QCM resonance frequency by 
applying a potential of 150 V, 500 mHz across a water droplet and underlying SU-8+Cytop coated QCM 
crystal. 

 
In a study of Lin et al. [7] a frequency change was observed by applying a potential across 

a Teflon coated QCM crystal (upper electrode) and water droplet, immersing the entire 

crystal and surrounded by oil. This was probably caused by the presence of an oil film 



115 

 

under the droplet which thickness changed by applying a potential, resulting in a change 

in viscosity and therefore frequency.  

 

 Influence of droplet composition on the QCM measurements.   

To explore the influence of the droplet composition on the QCM measurements, 

droplets of a range of glycerol volumes (0-50%) were deposited on a QCM crystal. 

Glycerol was chosen because of the possible influence of the viscosity on the QCM 

measurements and the probable increase in viscosity of fingerprints over time, 

therefore relevant for fingerprint applications.  

The admittance curve shows a decrease in admittance and to a certain extent decrease 

in frequency by increase in glycerol content (Figure 3.17). 

 
Figure 3.17 – Admittance as a function of QCM resonance frequency of a SU-8+Cytop coated QCM crystal 
with a water (red), 30% glycerol in water (blue) and 50% glycerol in water (purple) droplet on top. 

 
The decrease in frequency by increasing glycerol content could be attributed to an 

increase in surface QCMcoverage due to a lower contact angle of glycerol than water. 

Although the difference in frequency between the 30% glycerol and 50% is minimal, if 

not insignificant, which could indicate an influence of the viscosity (and therefore 

glycerol content) on the frequency change. An increase in viscosity could result in a 

decrease in frequency, however because of the assumed proportional relation of the 

frequency with the square root of the viscosity, the influence of viscosity on the 

frequency change decreases with increasing viscosity (Table 3.2). [8]  
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Table 3.2 – Viscosity (at 20 oC) of water and glycerol mixtures. NA=not applicable. 

 100% Water 30% Glycerol 50% glycerol References 

Viscosity (cP) 1.00 3.00 8.37 [9] 

√𝐯𝐢𝐬𝐜𝐨𝐬𝐢𝐭𝐲 1 1.73 2.89 NA 

 
The increase in viscosity by increasing glycerol content could also have contributed to 

the decrease in admittance.  

To conclude, QCM was capable of differentiating different droplet volumes as well as 

droplets in actuated state (applied potential) from rest state (no potential) to a certain 

extent. Therefore QCM may have potential to be used as an alternative method for the 

detection of the electrowetting effect, although more research is needed before 

application due to uncertainty about the influence of certain factors (such as 

hydrophobicity), inexplicable observations and the necessity to optimise the dielectric 

layer to prevent breakdown.  

 

 Use of particle tracking as alternative method to express the 

electrowetting effect 

To study the formation of a flow inside a droplet/simulated fingerprint induced by 

electrowetting, particles were added to the droplet and tracked using the video analysis 

software Tracker.  

The observed particle movements by applying an AC potential can be categorised as 

shown in Figure 3.18. To get a better understanding of the behaviour of the droplet, not 

only the movements were observed but also the velocity of the particles was measured.  

 A. 
 

 B. 
 

 C. 

   

Figure 3.18 – Three types of commonly observed movements; movement of the left and right side in the 
same or contrary direction in standard sized droplet (A), movement in droplets of a smaller diameter (B) 
and a non-continuous flow (C).  
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 Frequency 

To cover the whole spectrum of frequencies, the influence of 10 frequencies (0.5 Hz, 10 

Hz, 50 Hz, 100 Hz, 200 Hz, 500 Hz, 750 Hz, 1 kHz, 5 kHz and 10 kHz) on the movement of 

the particles was investigated. Based on the observed type and amount of movements 

the frequencies can be divided in the following 5 groups as outlined in Table 3.3.  

Table 3.3 – Overview of the types of movements by applying the reported frequencies, including the 
time that the particles kept moving after removal of the potential.  

Frequency Type of movement 
Time after 

movement 

0.5 Hz Particle movement in line with the clearly visible spreading and 

retraction of the droplet. 

- 

10 and 50 Hz On real time speed, a ‘vigorous movement’ (Figure 3.19) was 

obtained which made the particle tracking challenging.  

~1 s 

100 and 200 Hz Spreading and retracting of the droplet is less vigorous and appear 

to be more organised than using 10 and 50 Hz, resulting in better 

trackable particle movement. 

~2-3 s 

500 and 750 Hz Trackable particle movement ~≤1.5 s 

1, 5 and 10 kHz Trackable particle movement.  

 

<1 s 

 
  A      B        C 

 

 

 

Figure 3.19 – Laser scattering of the particles added to a water droplet, before (A), during (B) and after 
(C) applying 200V, 50 Hz. 

  

Despite the fact that the particles were not trackable at all frequencies, the time of 

movement after removing the potential suggests that the highest particle velocity was 

observed by applying 100-200 Hz.  
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 Potential 

To determine the influence of potential on the velocity of the particles in the droplet, 

four potentials were applied; 100, 150, 200 and 250 V.  

In general, by increasing potential the velocity of the particles inside the droplet 

increased, although within the droplet differences between regions were present 

(Figure 3.20). As the movement of the particles was not restricted to one region, some 

overlap could have been present.  

A.

 

B.

 

C.  

 

D. 

 
E. 

 
Figure 3.20 – Velocity of particles (mm/s) inside a water droplet, by applying 100 V (A), 150 V (B), 200 V 
(C), 250 V (D) and 500Hz across the droplet and its underlying SU-8+Cytop coated substrate. Alternative 
representation in the form of a graph (E). 

 

The lower particle velocity at the bottom of the droplet could be a limitation for the 

applicability of electrowetting on fingerprints, as the molecules which are difficult to 

reach by fingerprint visualisation reagents are probably mainly positioned in these 

regions. 

To conclude, the movements inside the droplet could be of value for getting more 

insight in the electrowetting process. As the contact angle gives information about the 

behaviour of the outside of the droplet and the flow measurements about the inside of 

the droplet, both techniques could best be used to complement each other.  
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 Determination of the influence of the dielectric layer, potential and 

frequency on the electrowetting process 

In this research electrowetting was obtained using a dielectric layer on top of the 

substrate/bottom electrode, functioning as capacitor. To determine the optimal 

conditions for obtaining electrowetting, characteristics of the dielectric layer such as 

hydrophobicity, thickness, dielectric strength and dielectric constant as well as external 

factors such as potential and frequency will be discussed.  

The influence of the dielectric layer on the potential driven change in contact angle can 

be described by the Young-Lippmann equation (3.1).  

cos 𝜃 = cos 𝜃𝑌 + 
𝜀𝑑 ∙ 𝜀0

2 ∙ 𝜎𝐿𝑉 ∙ 𝑑
∙ 𝑉2 = cos 𝜃𝑌 + 

𝐶

𝜎𝐿𝑉

∙ 𝑉2 Equation 3.1 

 
Equation 3.1 shows that the contact angle (θ) obtained by applying a potential (V) is 

influenced by the surface tension at the liquid-vapour interface (σLV), the capacitance 

(C) of the dielectric layer and the Young’s or initial contact angle (θY). The capacitance 

depends on the thickness of the dielectric layer (d) and the dielectric constant of the 

dielectric (ɛd) and in vacuum (ɛ0).  

The influence of the hydrophobicity of the surface, defined by the initial contact angle, 

on the contact angle change was investigated using two types of experiments. First, the 

initial contact angle was adjusted by holding the retraction of the droplet during a 

previous applied potential resulting in a lower initial contact angle. This resulted in a 

decrease in magnitude of contact angle change with initial contact angle (Figure 3.21A). 

Secondly, the initial contact angle was increased by coating a hydrophobic Cytop layer 

on top of the SU-8 dielectric layer. As shown in Figure 3.21B, by applying a potential (at 

ca. 0.3 s) the contact angle decreased and then increased half a frequency cycle later (at 

ca. 1.3 s). Similar to the previous type of experiment, the contact angle change increased 

with initial contact angle which is in agreement with several studies [10, 11]. 
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A. B. 

  
Figure 3.21 – Contact angle change as function of initial contact angle by applying 150V, 500 mHz. Using 
an adjusted initial contact angle on a surface of SU-8+Cytop (A) and by comparing a droplet on a 
hydrophobic surface SU-8+Cytop (blue, B) with a hydrophilic SU-8 surface (red, B).  

 
By coating a hydrophobic Cytop layer on top of the SU-8 dielectric, not only the initial 

contact angle was adjusted but the addition of an extra layer with a different dielectric 

constant (3.2 for SU-8 and 2.05 for Cytop [12]) could also have affected the capacitance 

(Equation 3.1). However, calculations using typical thicknesses of 4 μm and 20 nm for 

SU-8 and Cytop respectively, show that the difference in capacitance between SU-8 and 

SU-8+Cytop is less than 1% and therefore probably negligible (Equations 3.2 and 3.3). 

 

𝐶𝑆𝑈−8 =
𝜀𝑑,𝑆𝑈−8 ∙ 𝜀0

𝑑𝑆𝑈−8

=
3.2 ∙ 8.85 ∙ 10−12

4 ∙ 10−6
= 7.08 ∙ 10−6 𝐹 Equation 3.2 

  

𝐶𝑆𝑈−8+𝐶𝑦𝑡𝑜𝑝 =
𝐶𝑆𝑈−8 ∙ 𝐶𝐶𝑦𝑡𝑜𝑝

𝐶𝑆𝑈−8 + 𝐶𝐶𝑦𝑡𝑜𝑝

=

𝜀𝑆𝑈−8 ∙ 𝜀0

𝑑𝑆𝑈−8
∙

𝜀𝐶𝑦𝑡𝑜𝑝 ∙ 𝜀0

𝑑𝐶𝑦𝑡𝑜𝑝

𝜀𝑆𝑈−8 ∙ 𝜀0

𝑑𝑆𝑈−8
+

𝜀𝐶𝑦𝑡𝑜𝑝 ∙ 𝜀0

𝑑𝐶𝑦𝑡𝑜𝑝

 

 

=

3.2 ∙ 8.85 ∙ 10−12

4 ∙ 10−6 ∙
2.05 ∙ 8.85 ∙ 10−12

2 ∙ 10−8

3.2 ∙ 8.85 ∙ 10−12

4 ∙ 10−6 +
2.05 ∙ 8.85 ∙ 10−12

2 ∙ 10−8

= 7.03 ∙ 10−6 𝐹 

 

Equation 3.3 

 
 
Due to the higher initial contact angle and thereby larger contact angle change by 

coating the hydrophobic Cytop layer on top of the SU-8 dielectric layer, the further 

experiments were all performed using a dielectric layer of SU-8 with a top-layer of 

Cytop.   
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The influence of the potential on the magnitude of contact angle change was 

investigated by applying a range of potentials (50-250 V) between a water droplet and 

the underlying SU-8+Cytop coated substrate. This demonstrates an increase in contact 

angle change with potential (Figure 3.22).  

A. 

 

B. 
 

 

Figure 3.22 – Influence of the potential on the contact angle change by applying a range of potentials (50-
250 V; 500 mHz) across a water droplet and underlying SU-8+Cytop coated substrate. Represented in two 
formats, contact angle over time (A) and contact angle change as function of potential (B).  

 
Although this trend of increasing contact angle change with initial contact angle is in 

agreement with the Young-Lippmann equation, the experimentally determined contact 

angles were smaller than the theoretical equivalents (ca. 91, 75 and 30o using 50, 100 

and 150 V respectively). This is probably caused by imperfections of the surface and 

other experimental factors. Additionally, due to the widely known contact angle 

saturation phenomenon, the contact angle is less/barely affected by high potentials. 

[13-17] The use of potentials >250 V resulted sometimes in dielectric breakdown, 

despite the theoretical SU-8 breakdown potential of 460 V. This difference could be 

caused by coating imperfections. A higher potential limit could be obtained by 

increasing the thickness of the dielectric layer, however a higher potential is then also 

required to obtain an electrowetting effect. Therefore, 200 V was chosen as optimum 

potential to obtain the most electrowetting effect.  

As shown in Figure 3.22A the droplet does not always retract back to its initial contact 

angle after half a frequency cycle (as at ca. 2 s). This can be caused by several factors 

such as charge trapping in the dielectric layer, pinning of the liquid to the surface or 

contact line friction. Ions could be trapped in the dielectric layer when the electrostatic 
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force between the ions and the charged substrate is larger than the liquid-ion 

interaction, resulting in a decrease in electric field at the surface-liquid interface and 

therefore reduced electrowetting effect. [18] The droplet, or more precisely its contact 

line is more difficult to move when it is strongly pinned (adhered) to the surface or 

experiences high friction. [19] The amount of retraction could also be limited by the 

time available to retract. To demonstrate this theory, a droplet which retracted only 

partially was subjected to a potential in which the off-phase was proportionally 

enlarged/reduced. This resulted in a slight increase in amount of retraction by increasing 

retraction time (Figure 3.23B). By removing the potential manually (t=30 s), thereby 

giving the droplet infinite time to retract, the droplet retracted slowly to its initial 

contact angle (Figure 3.23A). This implies that the time available to retract limited the 

amount of retraction. However, the amount or maximum wetting (lowest contact angle) 

by applying a potential was not influenced.  

A. 
 

 

        B.  
 

 

C. 

 

D. 

 

E. 

 

Figure 3.23 – Contact angle change over time by applying 100V, 500 mHz across a water droplet and its 
underlying SU-8+Cytop coated substrate with varying on/off phase timescales (A is overview, B is zoomed 
in); 50/50% (red; C), 10/90% (blue; D) and 5/95% (purple; E).  
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The applied potential is not only defined by its magnitude, but is also dependent on 

frequency. The behaviour of a droplet by subjecting to an AC potential was studied by 

applying a range of frequencies (200 mHz-10 kHz). To define the response of the droplet 

to an applied frequency, the movements of the droplet were counted (Figures 3.24-

3.26). As shown in Figure 3.24, in the low frequency range (<50 Hz) the contact angle 

decreased, meaning spreading of the droplet, by applying the potential (t=1 s) and 

retracted after half a frequency cycle. This pattern repeated to the end of the 

measurements demonstrating that the movement of the droplet corresponds to the 

applied potential and the droplet is able to follow the frequency.  

A. 

  

B. 

 
C. 

 

D. 

 
Figure 3.24 – Change in contact angle by applying 200V and a range of frequencies (200 mHz–1 Hz) across 
a water droplet and its underlying SU-8+Cytop coated substrate. For 200 mHz 0.20 cycle/s were observed 
(A), for 500 mHz 0.50 cycle/s (B), for 700 mHz 0.70 cycle/s (C) and for 1 Hz 1.00 cycle/s (D). Measurements 
were obtained using 87 FPS. 

 
At higher frequencies (≥50 Hz), the detected movements of the droplet, expressed using 

the number of cycles per second, were lower than the applied frequency (Figure 3.25 

and 3.26).  
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A. 

      

B. 

      

C. 

      

D. 

      

Figure 3.25 – Change in contact angle by applying 200V and a range of frequencies (10 Hz-100 Hz) across 
a water droplet and its underlying SU-8+Cytop coated substrate. For 10 Hz ~10 cycles/s were observed 
(A), 30 Hz ~29 cycles/s (B), 50 Hz ~23 cycles/s (C), 100 Hz ~20 cycles/s (D). Measurements were obtained 
using 87 FPS. 

 
A. 

 

B. 

 

C. 

 
D. 

 

E. 

 

F. 

 
Figure 3.26 – Change in contact angle by applying 200V and a range of frequencies across a water droplet 
and its underlying SU-8+Cytop coated substrate; 200 Hz (A), 750 Hz (B), 1 kHz (C), 5 kHz (D), 6 kHz (E) and 
10 kHz (F). Measurements obtained using 87 FPS showed an undefined number of cycles/s.  
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In addition, by increasing frequency the amount of retraction generally decreased while 

the actuated contact angle (contact angle obtained by applying a potential) was similar, 

as illustrated in Figure 3.27 in which an AC potential was applied from ca. 0.5 s.   

A. 

 

B. 

 

C. 

 
Figure 3.27 – Change in contact angle by applying 200V and a range of frequencies across a water droplet 
and its underlying SU-8+Cytop coated substrate; 10 Hz (A), 100 Hz (B), 200 Hz (C). Measurements obtained 
using 87 FPS.  

 
The fact that the number of the observed cycles/s of the droplets subjected to high 

frequencies (>50Hz) does not correspond to the frequency could be caused by the 

number of frames per second (FPS) the data was recorded with. With the used 87 FPS 

only a fraction of the movement of droplets subjected to frequencies >87 Hz could be 

detected. However, even using frequencies lower than 87 Hz the detected movement 

does not always correspond to the applied frequency (Figure 3.25B). The not-detected 

fraction of the movement is also not in proportion to the number of frames per second. 

These observations together with the generally decrease in retraction by increasing 

frequency indicates that other aspects, such as the lack of thermodynamic response of 

the droplet, could be of influence in the high frequency range. Similar results were 

obtained in the study of Lu et al. [20], in which the droplets responded up to a frequency 

of 33 Hz and the visible movement almost completely disappeared at 200 Hz.  

To conclude, the Cytop top-layer proved to be an advantage above the use of a dielectric 

layer of SU-8 only, due to the higher initial contact angle and therefore larger 

electrowetting effect. The amount of contact angle change increased with potential, 

however due to dielectric breakdown above 250 V, 200 V was chosen as optimum 

potential. The frequency showed to have an influence on the behaviour of the droplet, 

although different frequencies resulted in a similar actuated contact angle, this suggests 

that the whole range of frequencies can be used to obtain an electrowetting effect. 
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 Evaporation phenomena of the droplet 

The electrowetting experiments were performed in air, therefore the shape change of 

the droplet was possibly not only caused by the applied potential but also by 

evaporation. To determine the actual influence of the potential on the droplets during 

the electrowetting process, the evaporation process and their influence on the droplet 

shape was investigated.  

 

 Evaporation process 

To describe the evaporation process, the diameter, height and contact angle were 

measured while evaporating the droplet on a smooth (Figure 3.28A) and rough (Figure 

3.28B) surface.  

As illustrated in Figure 3.28 the evaporation process can be divided into four stages, 

which are in line with the literature [21] and described as follows. In stage 1 the droplet 

diameter remained constant while the height and contact angle decreased slightly. The 

contact line of the droplet was still pinned (adhered) to the surface. In stage 2 the 

contact angle and height decreased more rapidly than during the 1st stage, although the 

1st and 2nd phase can also be submerged. The diameter remained constant, so the 

contact line was still pinned to the surface. In stage 3 the height and diameter of the 

droplet decreased simultaneously on smooth surfaces (droplet was no longer pinned to 

the surface) resulting in a constant contact angle. Upon rough surfaces the diameter 

and height did not decrease simultaneously. The change in contact angle up until the 

unpinning stage can be defined by contact angle hysteresis; the advancing contact angle 

at the beginning of the process which decreases until the receding contact angle just 

before unpinning. [22] In stage 4 the contact angle, diameter and height decreased to 

zero resulting in a completely evaporated droplet on smooth surfaces. On rough 

surfaces a more stepwise motion was observed, the constant diameter at the beginning 

of this stage indicates that the contact line of the droplet was again pinned to the 

surface and moved stepwise during the whole evaporation process. This stepwise 

motion could be caused by stopping of the movement of the droplet contact line due to 

irregularities. The time scale of each stage could depend on several factors such as the 

volume and composition of the liquid and could therefore vary. 
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A. 

 
B. 

 
Figure 3.28 – Four stages of the evaporation process of a droplet (1 μL, 10 mM NaCl) positioned on a 
smooth (Cytop, Ra≈ 2 nm; A) and rough (polystyrene, Ra≈ 30 nm; B) surface. Including a droplet image 
with colours corresponding to the four stages in the graphs.  

 
When the contact line of the droplet remains pinned to the surface during the whole 

evaporation process, a so called “coffee stain” effect will be formed by an outwards flow 

of the liquid inside the droplet induced by the pinned contact line and relatively higher 

evaporation flux at the periphery of the droplet. This ring shaped stain develops only 

when the contact angle of the liquid with the surface is more than zero, the contact line 

is pinned to the surface and the liquid evaporates. [23] 
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One of the main influences on the evaporation of droplets is the ambient temperature, 

therefore the effect of ambient temperature (17-22 oC) on the amount of evaporation 

was investigated. As illustrated in Figure 3.29 the rate of contact angle change of small 

droplets (ca. 1 μL) increased with temperature. A less apparent influence of the ambient 

temperature on the contact angle change rate was observed for larger droplets (ca. 25 

μL). Probably due to a larger surface/volume ratio of small droplets (compared to large 

droplets), the evaporation is more affected by a temperature increase.  

 
Figure 3.29 – Change in contact angle of a 10 mM NaCl droplet (1 and 25 μL) over time using a 
range of ambient temperatures (17-22 oC). 

 

 Comparison of shape change during the evaporation and 

electrowetting process 

To exclude the influence of evaporation on the shape change of the droplet observed 

during the electrowetting process, the changes in droplet shape during evaporation 

were compared with the droplet shape changes during the electrowetting process. 

Since the main aim of this study is to create an electrowetting effect in fingerprints, the 

shape changes of droplets with compositions relevant to a fingerprint were recorded 

during evaporation; DI-water, glycerol (viscosity), 50 mM NaCl (salinity) and the model 

fingerprint solution. This resulted in a considerably larger droplet shape change during 

the electrowetting process than during evaporation only, even after 2 minutes of 

evaporation while the electrowetting process is typically on the order of a second (Table 

3.4).  
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Table 3.4 – Droplet shape change during 2 min of evaporation and by applying a potential (200 V, 500 
mHz) across a 5 μL DI water droplet and its underlying SU-8+Cytop coated substrate. The droplet shape 
change is defined by the change in horizontal, diagonal and vertical size as well as using the contact angle 
as illustrated in Figure 3.30.  

 Horizontal (%) Diagonal (%) Vertical (%) Contact angle (%) 

Electrowetting  DI-water 12.10 8.00 11.76 16.35 

Evaporation  

DI-water 3.11 1.06 5.94 4.40 

Glycerol 0.83 0.50 1.05 1.12 

50 mM NaCl 0.39 0.82 3.23 2.04 

Model fingerprint 

solution 
5.62 3.20 6.05 5.69 

 

 
Figure 3.30 – Droplet illustrating the type of measurements to determine the droplet shape change: 
horizontal (red), diagonal (purple), vertical (green) and contact angle (blue). 

 
The relatively large droplet shape change during the electrowetting process compared 

to the evaporation process suggests that the applied potential has an influence on the 

contact angle change. Although by vigorous movements of the droplet, a higher 

evaporation rate could be expected.   

 

 Influence of the fingerprint composition on the electrowetting on 

fingerprints application  

To define the possibilities and limitations of the electrowetting on fingerprints 

application, the effects of the following fingerprint characteristics (compositional and 

physical) on the electrowetting process were investigated; salinity, viscosity, thickness 

of the fingerprint ridge, contact pinning and initial contact angle. Finally, the 

electrowetting on fingerprints application was studied using a mimicked fingerprint.  

 

 Influence of salinity on the electrowetting effect  

The influence of salts on the electrowetting process was investigated due to their 

presence in a fingerprint and a decrease in electric permittivity is expected by increasing 

salt concentration which could affect the electrowetting process. 
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Droplets of a range of NaCl concentrations (0-50 mM) were subjected to a potential 

while the change in contact angle and movement of particles (added to the droplet) 

inside the droplet were measured. Figure 3.31 shows that the contact angle change 

slightly decreased by increasing NaCl concentration. The particle velocity decreased also 

by increasing NaCl concentration. On a side note, in the experiments using 50 mM NaCl, 

electrolysis occurred very rapidly, therefore these measurements might be less reliable. 

A. B.  

    
Figure 3.31 – Influence of salinity on the contact angle change by applying 200V, 500 mHz (A) and particle 
velocity by applying 200 V, 100 Hz (B) across a water droplet and its underlying SU-8+Cytop coated 
substrate.  

 
The decrease in electrowetting effect by increasing salt concentration could be caused 

by the decrease in electric permittivity. An internal electric field generated by the salt 

ions could inhibit the external applied electric field, thereby suppressing the 

electrowetting effect. [24] The increase in salt concentration could also increase the 

surface tension, thereby decreasing the contact angle. A higher salt content could 

possibly also suppress the droplet contact line instability. [25] Contrary, Peykev et al. 

[26] suggested an independence of the electrowetting effect on the salt concentration 

as according to them the electrowetting effect is mainly caused by the polarisation of 

the dielectric layer rather than by a rearrangement of the double layer only. 

To conclude, it was demonstrated that it is possible to obtain an electrowetting effect 

using low salt concentrations. However, a typical fingerprint salt concentration (ca. 45-

88 mM NaCl and 15 mM KCl; Appendix, Table A.1) could be challenging because of the 

decreasing amount of movement by increasing salt concentration and the rapidly 

occurring of electrolysis and dielectric breakdown at high salt concentrations.  
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 Influence of viscosity on the electrowetting effect  

During ageing of fingerprints, the water content could decrease resulting in an increase 

in viscosity. To investigate whether this increase in viscosity is a limitation for the 

application of electrowetting on fingerprints, droplets of a range of glycerol/water 

content (0-90% glycerol in water) were subjected to a potential. By increasing glycerol 

content, not only the viscosity increases but also the dielectric constant. However, the 

difference in dielectric constant of water and glycerol is 700x smaller than the difference 

in viscosity, this suggests that the influence of the dielectric constant is probably 

considerably smaller than the viscosity (Table 3.5). 

Table 3.5 – Viscosity and dielectric constant (at 20oC) of water and glycerol. 

 Water Glycerol References 

Viscosity (cP) 1.00 1414 [9] 

Dielectric constant 80.36 41.14 [27, 28] 

 
By increasing glycerol content and therefore viscosity, the movements of the particles 

inside the droplet slowed down and the contact angle change remained constant (Figure 

3.32). This decrease in movement inside the droplet by increasing viscosity is in 

agreement with the literature [29] and may be a problem for the formation of a flow in 

more viscous aged fingerprints. 

A.   
 

  

B.  
   

 
Figure 3.32 – Change in contact angle (A) and particle velocity (B) as function of viscosity by applying a 
potential of 200 V, 100 Hz across a water droplet and underlying SU-8+Cytop coated substrate.  
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 Influence of a model fingerprint solution on the electrowetting effect 

The fingerprint composition might raise limitations for the application of electrowetting 

on fingerprints, therefore not only the influence of salinity and viscosity were 

investigated but also the possibility of creating an electrowetting effect using a droplet 

of a model fingerprint solution. This mixture of fingerprint molecules, as outlined in the 

Appendix (Section A.1), could raise other limitations or possibilities.  

A droplet of model fingerprint solution was positioned on a SU-8+Cytop coated 

substrate after which the droplet spread by applying a potential. However, by removing 

the potential manually and even after waiting for 30 s, the droplet retracted only slightly 

(Figure 3.33). The droplet is probably too much pinned to the surface and does not have 

enough force to return to its initial position.  

 
Figure 3.33 – Change in contact angle by applying 200 V, 500 mHz across a droplet of model fingerprint 
solution and the underlying SU-8+Cytop coated substrate.  

 
To conclude, an increase in movement was obtained by decreasing salinity (both contact 

angle and particle movement) and viscosity (only particle movement). This might induce 

challenges to create a flow in a fingerprint, due to the high salt concentration in 

fingerprints (compared to the used concentration range) and the increasing viscosity by 

ageing of the fingerprint. Given that the droplet of model fingerprint solution almost did 

not retract upon removal of the potential, other unknown factors might also be of 

importance.  
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 Influence of the physical structure of the fingerprint on the 

electrowetting on fingerprints application 

Aside from the influence of the composition of the fingerprint solution, the physical 

characteristics of the fingerprint and interactions between the fingerprint and the 

surface could limit or ease the electrowetting process. 

 

 Influence of physical fingerprint characteristic on the electrowetting 

process  

Initial contact angle 

Despite the relatively high contact angle of the model fingerprint solution (90o; Figure 

3.33), literature mentioned contact angles of actual fingerprints on a variety of 

substrates of smaller than 30o. [30] This low contact angle might be a problem for the 

application as less electrowetting effect was observed for lower initial contact angles 

(Figure 3.21). A possible solution could be the addition of a water droplet on top of the 

fingerprint or humidification of the fingerprint as discussed below. 

 

Contact pinning  

In contrast to a droplet, fingerprints have a wobbly contact line (edges of the fingerprint 

ridges; Figure 3.34), this indicates that fingerprint ridges are pinned to the surface at 

several positions.  

  
Figure 3.34 – Fingerprint recorded using the optical (3D) microscope (Zeta Instruments). 

 
To obtain an electrowetting effect, the positions at which a liquid is pinned to the 

surface needs to be overcome to spread and retract the complete liquid. To investigate 

the pinning effect, a liquid pinned to the surface was simulated by the formation of a 

droplet of which one part was more pinned to the surface than the other part. This was 
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created by positioning a droplet on a hydrophobic surface (SU-8+Cytop) close to a 

hydrophilic surface (SU-8), after applying a potential (200V, 500 mHz) the droplet moved 

to the hydrophilic part but was hindered in its movement due to the presence of the 

top-electrode. This resulted in a droplet located partly on the hydrophobic and partly 

on the hydrophilic surface (Figure 3.35).  

 

Figure 3.35 – Illustration of an irregular droplet, created by positioning partly on a hydrophobic surface 
(SU-8+Cytop) and partly on a hydrophilic surface (SU-8). 

 
As shown in Figure 3.36, by applying a potential across a regular and irregular shaped 

droplet and the underlying substrate, the contact angle change of the regular shaped 

droplet was larger than the irregular shaped droplet (A/B versus C/D). The movement 

of the particles seemed also to be influenced by the droplet shape as shown by the 

fluorescent lines in the irregular shaped droplet (Figure 3.36D). It should be noted that 

the location of the needle could also be of influence. 

     A.                                       B. 

    

    C.                                          D. 

     
Figure 3.36– Illustrating the contact angle change and visualised movement inside a regular (A, B) and 
irregular shaped (C, D) droplet before (A, C) and by applying a potential of 200 V, 500 mHz across a water 
droplet and the underlying surface (B, D). 

 

Thickness of the fingerprint ridge 

The variation in height of the fingerprint residue might also be an issue for the 

applicability of electrowetting on fingerprints, as differences in height make it difficult 

to reach every part of the fingerprint in the same way which could result in the 

formation of more contact angle change/flow in certain parts. This problem can possibly 

be solved by the addition of a small amount of water to the fingerprint in the form of a 

Hydrophobic       Hydrophilic  
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droplet or using humidification. Optical inspection showed that the addition of a water 

droplet did not lead to a considerable difference in shape and could therefore be 

considered as an option to enlarge the volume (Figure 3.37A/B). In contrast, immersion 

in salt water led to a destructive effect on the shape of the fingerprint (Figure 3.37C/D).  

       A.         B.        C.      D.  

Figure 3.37 – Change in fingerprint shape before (A) and after immersing in DI water (B) and before (C) 
and after immersing in 0.8 M NaCl solution (D). Recorded using the optical (3D) microscope (Zeta 
Instruments).  

 
To explore more thoroughly the possibility of adding water to a fingerprint to 

compensate for differences in height and a low initial contact angle, a fingerprint was 

mimicked by drying a droplet of model fingerprint solution on the SU-8+Cytop surface. 

Subsequently, a water droplet was placed on top of this stain and a potential of 200 V, 

500 Hz was applied across the droplet and the underlying SU-8+Cytop coated substrate. 

This resulted in spreading of the droplet and very limited retraction by removal of the 

potential. This illustrates that the electrowetting of fingerprints application remains 

challenging.   

 

 Fingerprint pattern alteration during the electrowetting process 

Besides the challenges that the physical structure of the fingerprint entails to obtain 

electrowetting, the consequences of the application of the electrowetting process on 

fingerprints must also be taken into account. By applying a potential across a fingerprint 

and the underlying substrate, the contact angle will change, resulting in a slight 

movement of the contact line. With respect to fingerprints, it is of importance not to 

alter the fingerprint pattern by this movement to avoid making a fingerprint unusable 

for identification purposes. Therefore, the amount of movement of the contact line was 

determined, whereby the scenario in which fingerprint ridges touch each other is taken 

as the worst-case scenario as ridge detail could then be lost. As shown in Figure 3.38, 

the distance between the ridges is ca. 1/3 of the width of a fingerprint ridge. To prevent 

the ridges from touching each other, the maximum allowed movement of the ridges is 
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then 16.6% of the width of the ridge. Experiments using a droplet with a diameter of ca. 

5 mm showed a movement of 0.18–0.33 mm which is 3.3-7.4% of the droplet diameter. 

According to the literature a droplet with a diameter of 2 mm resulted in a movement 

of 0.05-0.10 mm which is 2.5-5.0% of the droplet diameter. [31] Given that the 

movement is smaller than the allowed 16.6% it is suggested that the chance that the 

fingerprint ridges would touch each other (and possibly merge together) under the used 

circumstances is negligible. Although, some minor changes of the fingerprint patterns 

could potentially occur.   

 

Figure 3.38 – Fingerprint recorded using the optical (3D) microscope (Zeta Instruments). Red arrow (~136 
μm) indicating the fingerprint ridge width, black arrow (~54 μm) the fingerprint furrow width.  

 

In addition, a possible change in contact line is likely to be irrelevant for the 

electrowetting on fingerprints application when a droplet of water is positioned on top 

of the fingerprint. 
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 Conclusion 

To improve the detection of fingerprints, the possibility of creating a flow in an (aged) 

fingerprint using electrowetting was explored. This could enhance the ability of 

fingerprint molecules to react with visualisation reagents and to create more 

homogenously distributed fingerprint ridges. The electrowetting effect was not only 

expressed in the conventional way by contact angle measurements but also by the 

amount of movement inside the droplet using particle tracking and by the change in 

surface coverage using QCM (Obj. 1). It was shown that QCM may have scope for 

detecting an electrowetting effect, although more research is required before 

application. Optimisation of the dielectric layer to prevent dielectric breakdown and 

obtaining a better understanding of the influence of certain factors (such as 

hydrophobicity) and inexplicable data are recommended. In addition, electrowetting 

induced movements inside the droplets were observed by the tracking of particles 

added to the droplets.  

The droplets used in this study were not only subjected to a potential, but also to 

evaporation as the experiments were performed in air (Obj. 2). It was demonstrated 

that the evaporation had a negligible effect on the droplet shape change compared to 

the potential, but by vigorous movements of the droplet a higher evaporation rate could 

be expected.  

The impact of the dielectric layer characteristics, potential and frequency on the 

electrowetting process were investigated to define the optimum conditions of this 

electrowetting application (Obj. 3). The most (trackable) movement inside the droplets 

was obtained using a frequency of 100/200 Hz and a high potential. The actuated 

contact angle appeared to be independent on frequency and increased with potential. 

200 V was chosen as optimum, considering the strength of the dielectric layer. The 

addition of a hydrophobic top-layer increased the amount of electrowetting effect and 

was therefore used for further experiments in this research.  

To determine the impact of the composition and physical structure of the fingerprint on 

the electrowetting of fingerprints application, the effect of the following fingerprint 

characteristics on the electrowetting process were investigated; viscosity, salinity, 
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height of the fingerprint, contact pinning and initial contact angle (Obj. 4). The amount 

of movement inside the droplet decreased by increasing viscosity and salinity as well as 

high salinity resulted rapidly in electrolysis, which might be inconvenient for the 

formation of a flow in (aged) fingerprints. Additional challenges might be present, 

suggested by the incomplete retraction of model fingerprint solution droplets after 

being subjected by a potential. The amount of contact pinning, low initial contact angle 

and uneven height distribution of a fingerprint could possibly also make this 

electrowetting of fingerprints application challenging. The structure and composition of 

the fingerprint does not only impact the electrowetting process, but the electrowetting 

process could also have an impact on the fingerprint (Obj. 4). Movements of the contact 

line could be a drawback of e.g. high potentials as the physical structure of the 

fingerprint could be affected when a potential is applied directly across the fingerprint 

and the underlying substrate, although it is unlikely that fingerprint ridges would merge 

and thereby alter the pattern. By applying a potential across a droplet positioned on top 

of a fingerprint and the underlying substrate, movement of the contact line of the 

droplet is likely to be irrelevant.  

In summary, electrowetting could be used to create a flow in a droplet, however for 

application of electrowetting on fingerprints several challenges still needs to be 

overcome.  
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Detection of fingerprints using MIPs 4 
 

4.  
4.1. Introduction 

At present, fingerprint techniques and/or research are used for two purposes, 

identification (visualisation) and retrieving intelligence information. Here, intelligence 

information is defined as knowledge about the fingerprint donor’s behavior such as 

smoking [1], diet [2, 3], cosmetics [4, 5], drug use [6, 7] and explosive residue [8] and/or 

characteristics such as gender [9, 10], age [11, 12] and blood group [13]. In this chapter, 

molecularly imprinted polymers (MIPs) were explored to address both purposes 

(visualisation and retrieving of intelligence information) simultaneously.  

Currently, most widely used fingerprint techniques and/or research uses visualisation 

reagents (such as ninhydrin [14], indanedione [15, 16], physical developer and 

cyanoacrylate), mass spectrometry [17-19], nanoparticles and/or antibodies [20]. [21]  

Each of these techniques/methodologies have their advantages and disadvantages as 

outlined in Table 4.1. For the purpose of visualisation, the mentioned visualisation 

reagents are shown to be the established methodology for casework because of their 

relative ease of use and good visualisation properties. The nanoparticles are being 

investigated as a technique for visualisation purposes and in combination with 

antibodies to detect molecules of interest to retrieve intelligence information. [1] 

Fluorescent antibodies on its own could also be used to address both the 

visualisation/identification and retrieving intelligence information purpose. However, 

an alternative for this technique is desired because of the limited storage capabilities 

[22] and the requirement to use test animals, [23] resulting in an expensive production.  

MIPs have shown in the last years to possess good recognition characteristics and have 

been seen as the synthetic equivalent of biological recognition molecules such as 

antibodies. Therefore, MIPs could possibly act as an alternative for antibodies with the 

aim of detecting fingerprints. The optical (fluorescence) and recognition characteristics 
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of fluorescent MIPs makes MIPs not only a good candidate for visualising fingerprints, 

but also to retrieve intelligence information. As fluorescent MIPs could recognise and 

bind specifically to their target molecule, a fluorescent fingerprint could be obtained 

when the target molecule is present in the fingerprint, gaining information about the 

presence of specific molecules in the fingerprint and visualising the fingerprint 

simultaneously.  

Till now, intelligence information is mainly retrieved using mass spectrometry, which 

has demonstrated to be able to detect molecules in a fingerprint with high specificity, 

however it requires specialist knowledge to obtain the results. MIPs can perhaps 

function as a preliminary technique or in case of high enough specificity as an alternative 

for mass spectrometry. 

Table 4.1 – Characteristics of currently used/investigated fingerprint techniques. NA=not applicable. *No 
requirement of specific (instrumental) knowledge. *2Nanoparticles/quantum dots can be used in 
combination with antibodies to retrieve intelligence information.   

 Visualisation 

reagents 

Mass 

spectrometry 

Nanoparticles/

quantum dots 
Antibodies MIPs 

High stability ✓ NA ✓ X ✓ 

Relatively cheap ✓ X X /✓ X ✓ 

Easy applicable* ✓ X ✓ ✓ ✓ 

Visualisation ✓ X ✓ ✓ ✓ 

Intelligence 

information 
X ✓ X*2 ✓ ✓ 

 
A possible drawback of using MIPs for the detection of fingerprints is the choice of 

synthesis solvent. As MIPs are synthesised in the presence of their target molecule, also 

called template, both the MIPs and the target molecule (here the protein albumin) are 

dissolved in the same solvent, which can be an organic solvent or water. Because of the 

destructive effect of organic solvents on the target molecule albumin (a protein), water 

was chosen as solvent for this application. However, this could cause a challenge as in 

this application MIPs have to move from the aqueous phase, in which they are 

synthesised, into fingerprints, which are relatively hydrophobic, to bind to the target 

molecule present in the fingerprint. Therefore, the influence of the hydrophobicity of 
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fingerprints and MIPs on this application was investigated by adjusting the MIPs 

composition, the hydrophobicity of the MIPs was modified by varying the ratio 

tBAm/acrylamide monomers, and the fingerprint composition. The latter was addressed 

by the formation of model fingerprint solutions with a low and high content of 

hydrophobic molecules which were subsequently positioned in the form of a stamp or 

droplet on a substrate; hereafter referred to as simulated fingerprints. Another possible 

limiting factor for this application may be the influence of the fingerprint matrix. As 

mentioned earlier, the presence of hydrophobic molecules such as fatty acids, wax 

esters and triglycerides in the fingerprint could decrease the permeability of MIPs in the 

fingerprint. In addition, the presence of molecules different to albumin, such as other 

proteins, in the fingerprint could result in false positives when these molecules also bind 

to the MIPs. Therefore, the specificity of the MIPs was determined by measuring the 

affinity of the MIPs towards their target molecule albumin and other relevant 

molecules.  

To summarise, in this research MIPs were explored for the purpose of fingerprint 

visualisation and specific component detection (retrieving intelligence information) 

whereby the following objectives were investigated:  

• Determination of the most appropriate type of MIPs as well as retrieving 

compositional information about the MIPs.  

• Understand the influence of the fingerprint composition/matrix on the behaviour of 

the MIPs (including false positives).  

• Determination of the influence of the substrate on the detection of fingerprints 

using MIPs. 

• Estimation of the visualisation quality of the fingerprints visualised using MIPs.    

• Investigation of the scope and limitations of the detection of fingerprints using MIPs, 

by analytical techniques. 
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4.2. Methods 

The MIPs technique is based on the molecularly recognition characteristics of polymers 

towards a target molecule, whereby monomers were polymerised around a target 

molecule, followed by extraction of the target molecule. Resulting in a polymer (MIP) 

with a cavity/series of recognition sites which suits the target molecule. In this section, 

first the choice of target molecule, MIPs synthesis solvent and substrate of the 

fingerprint are discussed followed by the synthesis of these MIPs, set-up of the 

fingerprint application and analyses.   

In this research albumin was used as target molecule and trypsin as control molecule, 

because of their high abundancy and assumed absence in fingerprints, respectively. [24] 

Bovine serum albumin (BSA) and human serum albumin (HSA) have similar sequential 

and structural properties, [25] therefore they could both be used interchangeably, but 

in this research BSA was chosen over HSA for logistic reasons. As the MIP technique is 

based on molecular recognition, a small change in sequence and/or structure of the 

target molecule might affect the affinity with the MIPs. Therefore, the affinity between 

BSA imprinted MIPs (MIPs synthesised for the target molecule BSA) and both HSA and 

BSA was measured.  

The MIPs can be synthesised in organic solvents or water. In this research water was 

chosen as solvent because of the destructive effect of organic solvents on proteins such 

as albumin, which could affect the recognition capabilities of the MIPs towards albumin. 

However, the use of aqueous soluble MIPs brings an extra challenge. As fingerprints are 

relatively hydrophobic and become more so with time, the permeability of aqueous 

MIPs in a relative hydrophobic fingerprint environment might be a limiting factor for 

this application and was therefore investigated.  

The fingerprints were deposited on a variety of substrates, glass, plastics and stainless 

steel, to obtain a good understanding on which type of substrates fingerprints could be 

detected using MIPs. Porous surfaces were not taken into consideration because of the 

complexity regarding the absorption of the MIP solution on the substrate and the 

difficulty to perform the washing step (Section 4.2.3). 
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The production of the fluorescent MIPs was performed via solid-phase synthesis, based 

on the protocol of Canfarotta et al. [26]. The procedure used in this research consists of 

the following 5 parts as schematically represented in Figure 4.1 and discussed in more 

detail in the next section (mentioned amounts correspond to two batches).  

1. Solid-phase preparation: glass beads were salinised in order to introduce primary 

amines to the surface of the glass beads.  

2. Immobilisation of the target molecule: the target molecule (here the proteins 

albumin or trypsin) was bound via glutaraldehyde to the glass beads. 

3. Synthesis of the polymer around the target molecule.  

4. Collection of the MIPs: separation of high affinity-MIPs from low-affinity MIPs, 

unreacted monomers and the target molecule (connected to the glass beads) using 

solid-phase extraction cartridges.   

5. Removal of residual fluorescent monomers: fluorescent monomers which were not 

implemented in the polymer were removed using gel or centrifuge filtration.  

 
Figure 4.1 - Schematic overview of the synthesis of the MIPs and separation from the glass beads and 
unbound fluorescent molecules. R1 is the glass beads and glutaraldehyde rest-chain.  

 

Step 1: Activation and silanisation of glass beads 

Glass beads were hydroxylated/activated by boiling in 4M sodium hydroxide for 15 min. 

(Figure 4.2). Thoroughly rinsed with deionised water and placed in a solution of 50/50 

sulphuric acid/water for 30 min. Subsequently washed with water and phosphate 

buffered saline (PBS) to restore the pH to 6-8. Afterwards the glass beads were rinsed 

with acetone and dried under vacuum for 15 min and in the oven at 150 oC for 30 min.  

 
Figure 4.2 – Hydroxylation of the glass beads 



146 
 

After cooling, the activated glass beads were silanised by immersing in anhydrous 

toluene containing 2% v/v (3-aminopropyl)triethoxy-silane (0.4 mL/gram glass beads), 

while purging under nitrogen. The solution was left overnight at 70 oC to react (Figure 

4.3). Afterwards, the silanised glass beads were rinsed with methanol and acetone, and 

dried under vacuum for 15 min and in the oven at 150 oC for 30 min.  

 
Figure 4.3 – Silanisation of the hydroxylated glass beads. 

 
The stability and presence of silane was confirmed by two tests. 1 mL of acetonitrile and 

a spatula tip of dansyl chloride was added to a spatula tip of silanised glass beads and 

incubated in the dark for 1 hour. Subsequently the acetonitrile was removed and the 

glass beads were placed under a UV lamp to observe green fluorescence when silane 

was present. In the second test, a spatula tip of glass beads was added to 1 mL of 65 oC 

water, following by removal of the water (repeated twice) then 1 mL cold water was 

added and removed again. After these warm and cold-water treatments, the first test 

was repeated to confirm the presence of silane.  

 

Step 2: Immobilisation of the target molecule  

Silanised glass beads were incubated in a solution of glutaraldehyde (5%) in PBS solution 

(pH 7.4) while slightly stirring for 1 hour. The mechanism of the reaction between 

glutaraldehyde and the primary amines on the silanised beads is described in Figure 4.4.  

 
Figure 4.4 – Reaction mechanism for the binding of glutaraldehyde to the glass beads (R1=silanised glass 
beads binding side, AH=acid, B=base). 
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Subsequently the solution was washed with water using a vacuum filter to remove the 

residual glutaraldehyde and rinsed with PBS to secure a pH of 7.4. In the meantime, the 

target molecule (here the proteins BSA or trypsin) was dissolved in PBS (1 mg/mL) and 

added to the glass beads. This solution was stirred for 1 hour and left overnight to react 

(Figure 4.5). To remove unbound proteins, the solution was washed with water. 

 
Figure 4.5 – Reaction mechanism for coupling the template molecule to the glass beads. R1=silanised glass 
beads binding side, R2= template, AH=acid and B=base. 

 
To confirm the presence of proteins in the solution (bound to the glutaraldehyde), a 

bicinchoninic acid protein test was performed, showing a colour change from green to 

purple when proteins were present. In this test, cupper is reduced (Cu2+ to Cu+) in an 

alkaline medium using the amino groups of the protein (step 1 of Figure 4.6). After which 

a purple complex was formed by chelation of bicinchoninic acid (step 2 of Figure 4.6). 

[27] Subsequently the solution was left under vacuum/nitrogen (inert environment); 

later referred to as the protein solution.  

 

 
Figure 4.6 – Bicinchoninic acid protein test reaction equation. Step 1 (top): reduction of Cu2+ to Cu+ using 
a protein. Step 2 (bottom): the formation of a purple bicinchoninic acid – Cu+ complex. 
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Step 3: Synthesis of the fluorescent polymer shell 

After immobilising the target molecule (here the proteins albumin or trypsin) to the 

glass beads, the monomers were polymerised around the target molecule.  

Two type of polymers, nano and linear MIPs, were synthesised to investigate the ease 

of permeability of MIPs in fingerprints by varying the size/shape and possibly 

hydrophobicity of the MIPs, hereafter referred to as NMIPs and LMIPs, respectively. The 

LMIPs and NMIPs were formed using the monomer mixtures as outlined in Table 4.2. To 

create LMIPs of a range of hydrophobicities, the ratio of acrylamide and tBAm was varied 

while the total molar amount acrylamide plus tBAm was kept constant. The 

acrylamide/tBAm ratios of MIP solutions 1 to 5 were respectively, 12/5 (outlined MIP 

mixture), 10/7, 5/12, 3/14, 2/15. To form NMIPs, acrylamide, tBAm and APMA were not 

included because of their relatively negligible influence in comparison to NIPAm and BIS.  

Table 4.2 – Composition to form linear MIPs (left) and nano MIPs (right) 

Linear MIPs  Nano MIPs 

Fluoresceinylacrylamide 1.3 mg  Fluoresceinylacrylamide 1.3 mg 

Acrylic acid 2.2 μL  Acrylic acid 2.2 μL 

Acrylamide 30.0 mg  NIPAm 39.0 mg 

tBAm 22.3 mg  BIS (cross-linker) 3.0 mg 

APMA 5.5 mg    

DI-water 100 ml  DI-water 100 ml 

 
The monomer solution was sonicated for approximately 2 min and placed under 

nitrogen. The initiator ammonium persulphate and the catalyst sodium bisulfite were 

dissolved in DI-water and added together with the monomer solution to the protein 

solution under nitrogen conditions. This mixture was left overnight in the dark. The 

mechanism of the free-radical polymerisation is described in Figure 4.7. 

 

 
Figure 4.7 – Free-radical polymerisation mechanism, first formation of a radical monomer using an 
initiator after which the polymerisation continues. R1= monomer rest-group.  
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Step 4: Collection of the MIPs 

The glass beads and polymer mixture formed at the end of step 3 were transferred to a 

SPE cartridge, after which by addition of water at room temperature residual unreacted 

monomers and MIPs with a low affinity to the target molecule were eluted by means of 

vacuum. Afterwards the high-affinity MIPs were eluted by addition of heated (65 oC) 

water.  

 

Step 5: Removing of unreacted fluorescent monomers  

After the synthesis of the MIPs, residual unreacted fluoresceinylacrylamide was 

removed to ensure that the fluorescence of the MIP solution only originates from 

fluorescent MIPs and not from unreacted fluoresceinylacrylamide. Due to a difference 

in size of the NMIPs and LMIPs, both MIPs require another procedure as discussed below. 

After the removal of the unreacted fluoresceinylacrylamide, the MIP solution was 

stored in the fridge to prevent bacteria growth and in the dark to prevent photo 

bleaching.  

Gel filtration was used to remove the residual unreacted fluoresceinylacrylamide from 

the fluorescent LMIPs. This technique is a size separation based method, the largest 

molecules will go quickest through the gel followed by the smaller ones which stay 

longer in the pores. The LMIPs of step 4 were added to a SPE cartridge filled with 

Toyopearl HW-50S (500-80.000 MW) gel. After the LMIPs have entered the gel, a 

solution of 50/50 acetonitrile/water was added to elute the solution within a practical 

elution time and to provide a good separation. Subsequently, the eluted solution was 

collected in fractions. Afterwards the gel was washed with 50/50 acetonitrile/water 

solution to ensure that the complete MIP solution was removed from the gel. This 

process was repeated until the required volume of MIP solution was collected. To 

determine which fractions were fluorescent, the fluorescence of the fractions was 

measured using the FluoroMax-2 spectrofluorometer (Horiba Scientific). 

Centrifugal filtration was used to remove the residual unreacted 

fluoresceinylacrylamide from the fluorescent NMIPs solution. In this research the SIGMA 

3-16P centrifuge (SIGMA) and 30 kDa MWCO filter were used, as the MIPs were 
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expected to be larger than 30 kDa and the unreacted fluoresceinylacrylamide smaller. 

The unreacted fluoresceinylacrylamide will go through the filter (filtrate) and the 

fluorescent MIPs remain above the membrane. The NMIP solution of step 4 was 

centrifuged at 3000 RPM for 10 min, the filtrate was removed and water was added to 

the MIP solution. To keep the MIPs concentration equal, a similar amount of water was 

added to the solution as removed via the filtrate. This process was repeated till 

fluorescence was no longer observed in the filtrate, suggesting all unreacted 

fluoresceinylacrylamide was removed from the MIP solution.  

 

 

4.2.2.1. Surface plasmon resonance (SPR) measurements 

The affinity between the MIPs and the molecules of interest (target and control 

molecules) was measured using two SPR instruments, the BIAcore 3000 SPR system with 

BIAEvaluation fitting software (GE Healthcare) and the SPR Navi 220A (BioNavis).  

First the SPR chips were conditioned in mercaptoundecanoic acid to create a carboxylic 

end group at the surface, followed by coupling of the MIP or protein via a NH2-group 

using EDC/NHS as shown in Figures 4.8 and 4.9.  

 
Figure 4.8 – N-(3-dimethylaminopropyl)-N-ethylcarbodiimide (EDC) coupling to the SPR chip (R1). 

 
Figure 4.9 – N-hydroxysuccinimide (NHS) coupling to the SPR chip (as prepared in Figure 4.8). In which R1 
is SPR chip. 
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Subsequently the MIPs or target molecules were immobilised to the SPR chip (Figure 

4.10).  

 
Figure 4.10 - Coupling of the target molecule or MIP to the SPR chip (as prepared in Figure 4.9). In which 
R1 is gold SPR chip and R2 is the target molecule or MIP to be coupled to the SPR chip. 

 
Both the EDC/NHS coupling and the coupling of the MIPs or target molecules to the SPR 

chip were performed inside the SPR instrument.  

Depending on the type of measurements, MIPs or target molecules were immobilised 

on the SPR chip after which the complementary molecules (target molecules when MIPs 

were immobilised, MIPs when target molecules were immobilised) were injected during 

the analysis. In addition, analysis performed to determine the dissociation constant 

required the injection of at least 5 concentrations of MIPs (when target molecules were 

immobilised) or target molecules (when MIPs were immobilised).  

In this research the target molecules HSA, BSA, trypsin and streptavidin were dissolved 

in PBS solution and the MIPs in DI-water or acetate buffer. Buffer exchange of the 

keratin solution was performed by replacing urea with PBS using centrifuge filtration. 

 

4.2.2.2. Matrix-assisted laser desorption/ionisation - Time of Flight - Mass 

Spectrometry (MALDI-ToF-MS) 

MALDI-ToF-MS analysis were performed using the Voyager-DE STR with Voyager 

software (Applied Biosystems) to study the composition of the LMIPs. This soft ionisation 

technique was chosen because of the possibility to retrieve knowledge about the order 

and thereby ratio of the monomers in the polymer. Developing a method to retrieve 

knowledge about the order of the monomers would be useful for the development of 

MIPs which are targeting peptides with an amino acid sequence of interest.  

These analyses were performed using an accelerating voltage of 25 kV, 71.4% grid 

voltage, delay time of 200 ns and laser intensity of 2012. Spectra were obtained in 
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reflective mode and based on a sum of spectra of in total 50 shots. The samples were 

prepared as follows; the MIPs solutions were dried, dissolved in THF and mixed with a 

matrix of 0.2M 2,5-dihydroxybenzoic acid. Subsequently the sample was spotted on the 

MALDI plate.   

 

4.2.2.3. Time of Flight - Secondary Ion Mass Spectrometry (ToF-SIMS) 

ToF-SIMS measurements were performed on the ToF-SIMS 5 (IONTOF GmbH) to 

investigate the molecular composition of a fingerprint visualised using MIPs. 

Measurements were performed using a 25 keV Bi3
+ primary ion beam, in positive ion 

mode and by applying the flood gun. Fingerprint imaging measurements were 

performed by scanning several patches of 500x500 µm each. The spectra were internally 

calibrated using a mass list, containing at least 5 of the following ions CH3
+, Na+, C2H3

+, 

Si+, C2H5
+, K+, C3H3

+, C3H5
+, C3H7

+, C3H8
+, C4H5

+, C4H7
+, C4H9

+, C5H7
+, C6H7

+, C7H7
+ and C5H10

+.  

 

 

In this study fluorescent MIPs targeting BSA and trypsin were synthesised to detect BSA 

and trypsin in a fingerprint and thereby visualising the fingerprint.   

The substrates used to deposit fingerprints on were cleaned by sonicating in acetone 

for 10 min. Hands were washed with water and soap. Both were dried and fingerprints 

were deposited on the cleaned substrates after 30 min. Subsequently, the fingerprints 

were spiked with a protein solution to start the experiments with a known 

concentration; a third of the fingerprints were immersed in aqueous BSA solution (10 

μM), a third in aqueous trypsin solution (10 μM) and a third was kept natural. The 

fingerprints were left overnight to give the proteins the time to enter the fingerprint. 

Subsequently, the fingerprints were washed with water to remove proteins which did 

not enter the fingerprint. After immersing in MIP solution for 72h, whereby drying out 

of the fingerprint was prevented by adding MIP solution, the fingerprints were washed 

with water to remove unbound MIPs. The effect of the washing procedure on the 

application was based on the amount of removed fluorescence in and around the 

fingerprint as well as the amount of removed target molecule. The latter was 

investigated by tracking of BSA and trypsin (labelled with fluorescein for visibility 
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purposes) throughout the complete procedure of spiking the fingerprint with protein, 

washing, immersing in MIP solution and washing. As both the BSA/trypsin and the MIPs 

were labelled with fluorescein, and therefore indistinguishable, in this tracking 

experiment the MIP solution was replaced by DI-water. BSA and trypsin were labeled 

with fluorescein by adding 50 μL fluorescein in anhydrous dimethyl sulfoxide (1 mg/ml) 

very slowly to 1 mL of a BSA or trypsin in 0.1M sodium carbonate buffer solution (2 

mg/ml), while continuously stirring the solution. To incubate, the solution was left in the 

dark at 2-8 oC for 8 hours. Unbound fluorescein was removed from the solution using 

gel filtration whereby PBS functioned as elution/washing solvent, resulting in a solution 

containing fluorescent albumin/trypsin only. Subsequently the fingerprints were spiked 

with fluorescent albumin/trypsin, washed, immersed in DI-water (as replacement of the 

MIPs) and washed again, resulting in a loss of ca. 32% of albumin and ca. 60% of trypsin.   

During the washing procedures the fingerprints could also be removed, resulting in a 

decrease in maximum percentage of detectable fingerprints. The presence of the 

fingerprints was confirmed visually by eye and using optical light microscopy in the form 

of the Zeta-20 3D Optical Microscope (Zeta Instruments). To compensate for the loss of 

fingerprints during washing, the percentages of fluorescent fingerprints were 

normalised which was performed as follows. If 14% of the deposited fingerprints were 

fluorescent and 50% of the fingerprints were removed during washing, based on the 

percentage by eye or light microscope visible fingerprints, the normalised percentage 

of fluorescent fingerprints would be 28% (14*100/50).  

The fluorescent labelled BSA/trypsin (used in the tracking experiments) as well as the 

fluorescent fingerprints obtained by treatment of fluorescent MIPs (in the standard 

experiments) were observed using an excitation wavelength of 445 nm, created using 

the 8x4 Crime-Lite, along a 515 nm long-pass viewing filter; both part of the DCS 5 

Fingerprint Imaging Workstation (Foster & Freeman). These optimal viewing settings 

were determined by comparing the fluorescence intensities of multiple combinations of 

excitation wavelengths and viewing filters. As shown in Figure 4.11, the highest 

fluorescence intensity was obtained using an excitation wavelength of 495 nm. 

However, due to restrictions of the light sources to a range of long-pass viewing filters, 

only a fraction of the maximum fluorescence intensity could be observed. As illustrated 
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by the orange (λex=445 nm, λfilter≥495 nm) and yellow (λex=475 nm, λfilter≥550 nm) 

marked area in Figure 4.11, an excitation wavelength of 445 nm results in a higher total 

amount of fluorescence compared to 475 nm and was therefore chosen.  

 

Figure 4.11 – Fluorescent intensity of a BSA imprinted linear MIPs solution, obtained over a range of 
emission wavelengths (450-600 nm) and using a range of excitation wavelengths (425 till 510 nm). Filled 
area is marking the lowest long-pass viewing filter wavelength.  

 
As shown in Table 4.3 an excitation wavelength of 445 nm showed the highest 

fluorescence intensity using a long-pass viewing filter of 495 or 515 nm. 

Table 4.3 – Droplets of fluoresceinylacrylamide recorded using a series of long-pass viewing filters (455-
570 nm) and two excitation wavelengths (445 and 475 nm).  

         Filter 
λex 

no 455 nm 495 nm 515 nm 530 nm 550 nm 570 nm 

445 nm 
       

475 nm 
       

 
After recording the fingerprints visualised using MIPs, every fingerprint was given a 

score, from 0 to 100% to determine the performance of that MIP. As shown in Table 4.4 

the rating depends on the number of fingerprint ridges visualised using MIPs and the 

consistency of these, but also the clearness (amount of background staining) was taken 

into account. Alternative fingerprint grading systems are the Bandey/CAST scale and 

UNIL scale, however not used in this research.  
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Table 4.4 – Fingerprint scoring system.  

Score  Description  

0% No fluorescence visible. 

3.1% Some fluorescence, no fluorescent fingerprint characteristics visible. 

6.3% Some fluorescence, some fluorescent fingerprint characteristics visible. 

16% A few fluorescent fingerprint ridges visible; <33% of the fingerprint. 

33% Some fluorescent fingerprint ridges visible; ~33% of the fingerprint. 

50% Fluorescent fingerprint ridges visible; 33-75% of the fingerprint and/or dotted ridges. 

75% Most of the fluorescent fingerprint visible; >75% and/or dotted ridges. 

100% Fluorescent fingerprint visible. 

 

 

As briefly mentioned above, in this research fingerprints spiked with BSA, trypsin and 

natural fingerprints were exposed to BSA and trypsin imprinted MIPs, hereafter referred 

to as BSAfingerprints, TRfingerprints, NATfingerprints, BSAMIPs and TRMIPs, respectively. 

These 6 experiments, as outlined in Table 4.5, could result in the following information. 

Table 4.5 – Overview of the 6 experiments performed by adding albumin imprinted MIPs and trypsin 
imprinted MIPs to natural, albumin and trypsin spiked fingerprints, illustrating the expected results. 

 
BSA-spiked 
fingerprint 

Natural 
fingerprint 

Trypsin-spiked 
fingerprint 

BSA imprinted MIPs 
 

Trypsin imprinted MIPs 
 

 

The possibility to detect fingerprints using MIPs could be confirmed by exposure of 

BSAfingerprints and TRfingerprints to BSAMIPs and TRMIPs respectively, expected to result 

in a fluorescent fingerprint. Depending on the sensitivity of the MIPs in this application 

and actual presence of albumin in NATfingerprints, the NATfingerprints and TRfingerprints 

could likewise become fluorescent by exposure to BSAMIPs. Information about the 

specificity of the MIPs in this application could be obtained by exposure of 

BSAfingerprints and TRfingerprints to TRMIPs and BSAMIPs respectively. In case of high 

specificity, the MIPs only bind to their target molecule thus it is not expected that both 

fingerprints become fluorescent. However, the TRfingerprints could become fluorescent 

by exposure to BSAMIPs in case of high enough sensitivity to detect possible naturally 

present amounts of albumin in the fingerprint. The exposure of BSAfingerprints and 

NATfingerprints to TRMIPs could function as control experiment, as it is assumed that 

trypsin is not present in a natural fingerprint.   
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In this study a model fingerprint solution was created to mimic a fingerprint. This 

composition was based on fingerprint compositions described in the literature and 

outlined in the Appendix (Section A.1). Some studies were based on fingerprints and 

others on sweat as well as not all quantities were justified in the review articles, 

therefore overlap in data could be present. Due to the complexity of a fingerprint, only 

the most abundant molecules (>10 mM) and molecules of special interest such as amino 

acids were included in the model fingerprint solution. In addition, the high content of 

water in fingerprints resulted to the decision to include only the water-soluble protein 

albumin and no other proteins.  

Two types of model fingerprint solutions were created, one containing sebaceous 

fingerprint molecules and one containing eccrine plus ca. 1% sebaceous fingerprint 

molecules to simulate aqueous/standard fingerprints and hydrophobic/viscous 

fingerprints, respectively. The sebum content of ca. 1% of the total fingerprint content 

was based on the solubility of the sebaceous mixture in water. This mixture contained 

fatty acids, wax esters and triglycerides. Due to the limited quantitative literature about 

wax esters and triglycerides, the high abundancy of C14, C16 and C18 fatty acids chains 

in a fingerprint was held as guideline for the selection of wax esters and triglycerides. 

[28] 

 

In this study the chemicals and materials as outlined in Table 4.6 were used, all used as 

received. The in this research used deionized-water (DI-water) was obtained from the 

PURELAB Option water purification system of ELGA. 

Table 4.6 – Chemicals and materials used in this research, including source and purity (when relevant). 

• Chemicals/ materials Source 

• N-(3-Aminopropyl)methacrylamide hydrochloride (>98%) Polysciences 

• N-(3-Dimethylaminopropyl)-N-ethylcarbodiimide 

hydrochloride 

Alfa-Aesar 

2,5-Dihydroxybenzoic acid Lancaster 

• (3-Aminopropyl)triethoxysilane (95%) Sigma-Aldrich 

• Acetate buffer GE healthcare 
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Acetone Tennants 

Acetonitrile (HPLC grade) Fisher Scientific 

Acrylamide (97%) Aldrich 

Acrylic acid Sigma-Aldrich 

L-Alanine (99%) Aldrich 

Albumin from bovine serum  Sigma 

Albumin from human serum Sigma-Aldrich 

Amicon Ultra-15 Centrifugal Filter Unit with Ultracel-30 

membrane 

Merck Millipore 

• Ammonium persulphate (APS, 98-99.99%) Aldrich, Alfa Aesar, Fluka 

• L-Aspartic acid (≥98%) Sigma-Aldrich 

BCA Protein Assay Kit  Thermo Scientific 

Cetyl Palmitate Sigma-Aldrich 

Cholesterol Lancaster 

Dansyl chloride (≥99%) Sigma-Aldrich 

• Dimethyl sulfoxide (anhydrous) Sigma-Aldrich 

• Ethanol VWR 

• Fluorescein  Sigma-Aldrich 

Fluoresceinylacrylamide Prepared and characterised by the 

Biotechnology group, Chemistry 

Department, University of Leicester 

Glass beads Blagden 

L-Glutamic acid hydrochloride Sigma 

Glutaraldehyde Fluka 

Glycerol tristearate BDH biochemicals 

Glyceryl trioleate (≥99%) Sigma-Aldrich 

Glycine (≥99%) Sigma 

• L-Histidine (≥99%) Sigma-Aldrich 

• N-Hydroxysuccinimide Merck 

• L-Isoleucine (99%) Aldrich 

• N-Isopropylacrylamide (≥99%) Sigma-Aldrich 

Keratin from human epidermis Sigma-Aldrich 

Lactic acid (≥85%) SAFC 

L-Leucine (99%) BDH biochemicals 

L-Lysine (≥98%) Sigma-Aldrich 

• Mercaptoundecanoic acid Sigma-Aldrich 

• Methanol (≥99.9%) Sigma-Aldrich 

• N,N-Methylenebisacrylamide (99%) Sigma-Aldrich 

• Microscope glass slides Fisher Scientific 

• Myristic acid (99-100%) Sigma 

• Myristic acid methyl ester (≥99%) Sigma-Aldrich 

• Oleic acid (≥99%) Sigma-Aldrich 

• L-Ornithine hydrochloride (99%) Acros Organics 

• Palmitic acid (99%) Aldrich 

• Palmitoleic Acid Cambridge Bioscience 

• L-Phenylalanine (≥98%) Sigma 
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• Phosphate buffered saline Life technologies 

• Potassium chloride Fisher Scientific 

• L-Serine (≥99%) Sigma 

• Sodium bicarbonate Fisher Scientific 

• Sodium bisulfate Sigma-Aldrich 

• Sodium chloride Fisher Scientific 

• Sodium hydrogen carbonate  Fisher Scientific 

• Sodium hydroxide Fisher Scientific 

• SPE cartridges  Sigma-Aldrich 

SPR chips  GE Healthcare 

• Squalene (99%) Acros Organics 

• Stearic acid (≥98.5%) Sigma-Aldrich 

• Streptavidin Sigma-Aldrich 

• Sulphuric acid (>95%) Fisher Scientific 

• N-tert-Butylacrylamide (97%) Sigma-Aldrich 

• Tetrahydrofuran Fisher Scientific 

• L-Threonine (≥98%) Sigma-Aldrich 

• Toluene Fisher Scientific 

• Toyopearl HW-50S (500-80.000MWE) Sigma-Aldrich 

• Trifluoroacetic acid (HPLC grade) Fisher 

• Trypsin from bovine pancreas Sigma 

• L-Tyrosine (≥98%)  Sigma-Aldrich 

• L-Valine (≥98%) Sigma-Aldrich 

• Urea ChemCruz 

 

 

 

  



159 
 

4.3. Results 

A few aspects which could affect the detection of fingerprints using MIPs were 

investigated; type of MIPs, fingerprint composition/matrix and substrate. To define the 

performance of the fluorescent MIPs, the visualisation quality of the fingerprint as well 

as the yield, specificity and sensitivity were considered. The yield was described by the 

percentage with target molecule spiked fluorescent fingerprints, specificity by the 

percentage false positives versus yield and sensitivity by the influence of the 

concentration of the target molecule on the yield (spiked fingerprint versus natural 

fingerprint). Possible limitations and further possibilities of this application were 

explored using analytical techniques. 

 

 

The detection of fingerprints using MIPs might be influenced by the size and shape of 

the MIPs as well as by the affinity of the MIPs with their target molecule. Therefore the 

performance of the cross-linked and spherical NMIPs was compared with the not-

crosslinked and smaller LMIPs. [29] 

 

4.3.1.1. Nano MIPs 

The possibility to detect albumin or trypsin present in a fingerprint using NMIPs was 

investigated by exposure of BSAfingerprints, TRfingerprints and NATfingerprints to TR-NMIPs 

and BSA-NMIPs. This resulted in fluorescent fingerprints using each type of fingerprint and 

MIP (red dots in Figure 4.12). Using BSA-NMIPs the addition of the target molecule to the 

fingerprint (NAT/TRfingerprint versus BSAfingerprint) did not result in considerably more 

fluorescent fingerprints (13%/10% versus 14%) while using TR-NMIPs more fluorescent 

fingerprints were obtained using TRfingerprints compared to NAT/BSAfingerprints (12% 

versus 7%/6%) as shown in Figure 4.12 (red dots). The latter was enlarged after 

normalisation (green dots in Figure 4.12B) in which was compensated for the loss of 

fingerprints during the washing procedure.  

 

 



160 
 

A. B. 

  
Figure 4.12 – Percentages visualised fingerprints using albumin imprinted nano MIPs (A) and trypsin 
imprinted nano MIPs (B). Blue dots illustrate the percentage of fingerprints visible by eye/light 
microscope, red dots the percentage of fluorescent fingerprints and green dots the normalised 
percentage of fluorescent fingerprints. 

 

The increase in percentage of fluorescent fingerprints by addition of the target molecule 

to the fingerprints suggests that the TR-NMIPs behaved specifically in this application. The 

BSA-NMIPs on the other hand did not show a considerable higher percentage of 

fluorescent fingerprints using BSAfingerprints compared to TRfingerprints, this suggests 

that BSA-NMIPs did not behave specifically or the concentration albumin naturally present 

in a fingerprint was above the saturation limit of BSA-NMIPs. The latter would result in the 

detection of the same maximum concentration albumin in BSAfingerprints and 

NATfingerprints, although this is probably not very likely. A higher specificity of TR-NMIPs 

compared to BSA-NMIPs could possibly be caused by a difference in affinity or size; the 

smaller molecular weight of trypsin compared to albumin (27 kDa and 66 kDa, 

respectively) could perhaps result in smaller MIPs which might be more mobile in the 

fingerprint. The higher percentage of removed BSA/TRfingerprints during the washing 

procedure compared to NATfingerprints could suggest an alteration of the fingerprint by 

immersing the fingerprint in albumin/trypsin solution. This enhanced perhaps the 

permeability of MIPs in the fingerprint resulting in a higher percentage of fluorescent 

BSA/TRfingerprints compared to NATfingerprints in case of non-specific binding of the BSA-

NMIPs towards trypsin and albumin. In case of specific binding of the BSA-NMIPs, the 

similar percentages of fluorescent BSAfingerprints and TRfingerprints could be caused by 

the presence of a concentration albumin naturally present in a fingerprint which was 

above the saturation limit of the BSA-NMIPs. 
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4.3.1.2. Linear MIPs 

The size of the MIPs might be of influence on the detection of fingerprints using MIPs, 

more precisely on the ease of entering the fingerprint, mobility in the fingerprint, ease 

to get washed away and the influence of steric effects when binding the target 

molecule. Therefore, the applicability of the generally smaller LMIPs than NMIPs was 

investigated.  

Using BSA-LMIPs (red dots in Figure 4.13A) a higher percentage of fluorescent 

BSAfingerprints was obtained compared to NATfingerprints and TRfingerprints (37% versus 

8%/13%), showing an increase in percentage by addition of albumin. After normalisation 

(to compensate for the loss of fingerprints during the washing process) a similar trend 

was observed (green dots in Figure 4.13A). The use of TR-LMIPs resulted also in a higher 

percentage of fluorescent fingerprints using the target molecule-spiked fingerprints 

(trypsin) compared to the NAT/BSAfingerprints (34% versus 18%/19%; green dots in Figure 

4.13B).  

A. B. 

  

Figure 4.13 – Percentages visualised fingerprints using albumin imprinted linear MIPs (A) and trypsin 
imprinted linear MIPs (B). Blue dots illustrate the percentage of fingerprints visible by eye/light 
microscope, red dots the percentage of fluorescent fingerprints and green dots the normalised 
percentage of fluorescent fingerprints. 

 
The increase in percentage of fluorescent fingerprints by spiking the fingerprint with the 

target molecule compared to another protein suggests that both the TR-LMIPs and BSA-

LMIPs behaved specifically. Given the higher percentage of fluorescent BSAfingerprints 

compared to TR/NATfingerprints (containing only naturally present albumin), the 
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behaviour of the BSA-LMIPs could also be concentration dependent. Although due to 

uncertainty about the sensitivity of the MIPs and the presence of albumin in natural 

fingerprint, this is speculative.  

Additionally, as for the experiments using NMIPs, the spiked fingerprints treated with 

LMIPs were washed away more readily than the NATfingerprints, indicated by the lower 

number of present (by eye/ light microscope visible) spiked fingerprints (blue dots in 

Figure 4.13). This had a considerable effect on the interpretation of the performance of 

TR-LMIPs, only after normalisation the percentage of fluorescent TRfingerprints was 

higher than the percentage of fluorescent NATfingerprints and BSAfingerprints (green dots 

in Figure 4.13B).  

 

4.3.1.3. Comparison of nano and linear MIPs 

Regarding both TR-NMIPs and TR-LMIPs, an increase in yield was obtained by spiking the 

fingerprint with the target molecule trypsin compared to albumin, this suggests that 

both types of MIPs behaved specifically. Regarding the BSAMIPs, the BSA-LMIPs behaved 

more specifically than the BSA-NMIPs based on the increase in yield by spiking the 

fingerprint with the target molecule albumin compared to trypsin. A lower specificity of 

NMIPs compared to LMIPS could possibly be caused by a lower affinity with the target 

molecule and/or lower mobility in the fingerprint of the NMIPs compared to the LMIPS. 

The concentration of albumin naturally present in a fingerprint could also have an 

influence on these interpretations. A concentration of albumin naturally present in a 

fingerprint which is above the saturation limit of the BSA-NMIPs could lead to a negligible 

increase in yield by addition of albumin to the fingerprint. The concentration of albumin 

could also have affected the performance of the BSA-LMIPs, suggested by the higher 

percentage fluorescent BSAfingerprints compared to the fingerprints containing naturally 

present albumin only. Although due to uncertainty about the sensitivity of the MIPs and 

the presence of albumin in natural fingerprint, this is speculative and questionable. In 

addition, during the washing process more spiked fingerprints were removed than 

natural fingerprints, using BSA-NMIPs that resulted in a higher percentage of fluorescent 

spiked fingerprints compared to NATfingerprints which could suggests that immersing 

the fingerprints in protein solution perhaps enhances the permeability of the BSA-NMIPs 
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in the fingerprint in case of non-specific binding of the BSA-NMIPs towards trypsin and 

albumin. 

Due to the possible higher specificity and concentration dependency of the LMIPs 

compared to NMIPs, LMIPs were used in the rest of this research.  

 

 

To gain a better understanding of the composition of the MIPs, MALDI-ToF-MS 

measurements were performed. This soft ionisation technique was chosen because of 

the possibility to retrieve knowledge about the order and thereby ratio of the 

monomers in the BSA-LMIPs.  

As shown in Figure 4.14 a polymer of ca. 2000 m/z was detected using MALDI-ToF-MS 

which is of the same order as mentioned in the literature. [29] The order of the 

monomers in MIPs was tentatively determined by comparing the mass distances 

between the peaks with the molecular weight of the monomers (Figure 4.14). However, 

due to the complexity the possible order of monomers was not completely 

unambiguous. Some neighbouring peaks have similar intensities, for instance m/z 1129-

1201 and m/z 1795-1867, which could be caused by a range of factors such as difference 

in origin or ionisation strength. Some peaks can be obtained by a variety of 

fragmentation patterns, for instance m/z 1399 can possibly be obtained by losing 

acrylamide from m/z 1470 or tBAm from m/z 1526. Another example is peak m/z 1470 

which can fragment to m/z 1328 by losing APMA or to m/z 1399 by losing acrylamide. A 

special notion should also be given to peak m/z 1795 which could be the end peak of 

this chain, a fragment of m/z 1867 by losing acrylic acid or a fragment of m/z 1994 by 

losing a cluster of acrylic acid and tBAm. The latter could be caused by in-source 

fragmentation. The loss of a cluster of tBAm and acrylamide could also have happened 

from m/z 1129 to m/z 931, although unlikely at this position. By taking these remarks 

into account, some possible orders of monomers were obtained as shown in Figure 4.15. 
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To conclude, MALDI-ToF-MS was able to tentatively determine an order of monomers. 

However, there are also drawbacks to this method. Due to similar mass differences of 

the monomers, such as APMA (142 g/mol) equals an acrylamide dimer (2x71 g/mol), 

and the complexity of the spectra an unambiguous order of monomers was not 

obtained. Additionally, this method does not eliminate the option of having a MIPs 

solution with multiple different structures/monomer orders. Another drawback of this 

method is the experimental challenge of ionising the MIPs, this is possibly caused by low 

volatility and not fully optimised sample preparation. Overall, these analyses 

demonstrate that MALDI-ToF-MS is a promising method for retrieving information 

about the composition of the MIPs.  

 

 

To get a better understanding of the specificity of the BSA-LMIPs, the affinity of these MIPs 

towards the target molecule albumin, the control molecule trypsin and other molecules 

of interest as listed in Table 4.7 was measured using SPR.   

The analysed molecules were selected based on their similarity with albumin regarding 

molecular weight and isoelectric point, as both properties could be of influence on the 

interactions of the target molecule with the MIPs. In addition, their relevance was taken 

into account, such as keratin and HSA are both present in the fingerprint and therefore 

of extra interest.   

Table 4.7 – Molecular weight and isoelectric point of the molecules used for SPR analysis. 

Molecule Molecular weight (kDa) Isoelectric point (pI) References  

BSA 66.43 4.9 [30] 

HSA 66.43 4.7 [31] 

Trypsin 23.3 10.1-10.5 [32] 

Streptavidin 60 5.5 [33] 

Keratin 40-65  6.5-8.5  [34, 35] 
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4.3.3.1. Affinity of albumin imprinted linear MIPs towards albumin and 

trypsin 

To determine the affinity and selectivity of the BSA-LMIPs, their affinity with BSA and the 

control trypsin was measured. BSA-LMIPs were immobilised on the SPR chip after which 

a range of concentrations of BSA and trypsin (0.59, 2.35, 9.38, 37.50 and 150 nM) were 

passed over the chip.      

As shown in Figure 4.16, BSA-LMIPs were found to bind in higher amounts to BSA than to 

trypsin, this suggests that the affinity of the BSA-LMIPs with BSA was higher than with 

trypsin. The fact that trypsin barely bound to the BSA-LMIPs, only slight binding was 

observed at high concentration, makes this protein a good negative control for the BSA-

LMIPs. Additionally, the affinity of the BSA-LMIPs with BSA was expressed using the 

dissociation constant of 0.2 nM.     

 
Figure 4.16 – Fitted sensorgram illustrating the amount of binding of albumin imprinted linear MIPs (in 
acetate solution) towards albumin (red) and trypsin (black). KD, albumin-trypsin = 0.2 nM. Measurements of a 
range of trypsin and albumin concentrations (0.59, 2.35, 9.38, 37.50 and 150 nM) were performed using 
the SPR Navi 220A (BioNavis).  

 

4.3.3.2. Affinity of albumin imprinted linear MIPs towards albumin and 

streptavidin 

To determine the specificity of the BSA-LMIPs towards similar molecules, with respect to 

molecular weight and isoelectric point, the affinity of the BSA-LMIPs towards BSA was 

compared to streptavidin. Hereby BSA and streptavidin were immobilised on the SPR 

chip after which a range of concentrations of the MIP solution (dilutions in water: 1, 1/3, 

1/9, 1/27, 1/81, 1/243) were injected over the chip.   
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As shown in Figure 4.17, by increasing MIP concentration, more streptavidin and 

albumin was found to bind to the MIPs. After reaching saturation at ca. 4000 s (6th 

injection), unbound MIPs were washed away. This resulted in a higher response 

(response at t=0 s minus response at t>4000 s) and thereby more binding between BSA-

LMIPs and BSA compared to streptavidin.   

 
Figure 4.17 - Sensorgram illustrating the amount of binding of albumin imprinted linear MIPs (in water) 
with albumin (red) and streptavidin (blue). Measurements of a range of MIP concentrations (dilutions in 
water: 1, 1/3, 1/9, 1/27, 1/81, 1/243) were performed using the BIACore 3000 SPR system (GE 
Healthcare).  

 

4.3.3.3. Affinity of albumin imprinted linear MIPs towards BSA, HSA and 

keratin 

In this research the BSA-LMIPs were imprinted with BSA and the fingerprints were spiked 

with BSA, while HSA is naturally present in the fingerprint. To determine whether BSA-

LMIPs would also bind to the HSA naturally present in fingerprints, the affinity between 

BSA-LMIPs and HSA was measured. In addition, to determine whether the BSA-LMIPs would 

bind to other molecules present in the fingerprint, resulting in false positives, the affinity 

between the BSA-LMIPs and keratin was measured. Keratin is, after albumin, one of the 

most abundant proteins in a fingerprint and therefore chosen.  

The affinity of BSA-LMIPs towards BSA compared to HSA and keratin was measured by 

immobilising BSA, HSA and keratin on the SPR chip after which BSA-LMIPs were injected 

over the chip.  
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As shown in Figure 4.18, both BSA and HSA bind to the BSA-LMIPs, therefore both are 

suitable for the end-application.  In addition, minor binding between keratin and the BSA-

LMIPs was observed which was directly broken during washing as the response drops 

down completely at ca. 200 s (Figure 4.18). As keratin showed only minor to no binding 

with BSA-LMIPs and less binding than BSA-LMIPs with albumin, it is assumed that other 

molecules, especially proteins, present in the fingerprint would probably not lead to 

false positives.   

 
Figure 4.18 – Sensorgram illustrating the affinity of BSA imprinted linear MIPs (in water) towards BSA, 
HSA and keratin. Measurements performed using the BIACore 3000 SPR system (GE Healthcare). 

 

4.3.3.4. Affinity of albumin towards albumin imprinted linear MIPs and 

trypsin imprinted linear MIPs 

Besides the above discussed affinities of the BSA-LMIPs towards a variety of molecules 

(Figures 4.16-4.18), the affinity of TR-LMIPs with BSA was compared to the affinity of BSA-

LMIPs with BSA. This type of specificity could be of use when a series of MIPs are 

simultaneously applied on one fingerprint, such as by the detection of several drugs in 

a fingerprint using a series of coloured MIPs whereby each colour corresponds to 

another drug.  

In these SPR measurements, BSA-LMIPs and TR-LMIPs were immobilised to the SPR chips 

after which a range of concentrations (0.01, 0.1, 0.5, 1 and 10 nM) of BSA were injected 

over the chip.  
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As shown in Figure 4.19, BSA was found to bind as well to BSA-LMIPs as to TR-LMIPs, 

suggested by the similar KD values. However, by comparing the response of the SPR 

measurement (y-axis) it is shown that there was 4-5 times more binding between BSA 

and BSA-LMIPs than between BSA and TR-LMIPs. This could be explained by efficient non-

specific binding of BSA to the TR-LMIPs, as proteins tend to stick easily to surfaces, and 

specific binding between BSA and BSA-LMIPs.  

A. 

 
B. 

 

Figure 4.19 – Fitted sensorgram illustrating the affinity of a variety of concentrations albumin towards 
albumin imprinted MIPs (A; KD=2.27 nM) and trypsin imprinted MIPs (B; KD=3.23 nM), both in water. 
Measurements were performed using the BIACore 3000 SPR system (GE Healthcare). 
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4.3.3.5. Conclusion affinity experiments 

To increase understanding of the specificity of BSA-LMIPs, the affinity of BSA-LMIPs towards 

the target molecule BSA and other relevant (fingerprint) molecules was measured. 

Given that BSA-LMIPs were found to bind both to BSA and HSA, no distinction was made 

between these molecules. BSA-LMIPs were found to bind more specifically to its target 

molecule BSA than to trypsin, streptavidin and keratin. Given that the BSA-LMIPs 

displayed no/negligible binding to one of the most abundant proteins in a fingerprint 

after albumin, keratin, it is probably unlikely that false positives will be obtained by 

binding of the BSA-LMIPs to other fingerprint molecules. Additionally, the higher 

specificity of BSA towards BSA-LMIPs than towards TR-LMIPs provides potential for the 

simultaneous detection of multiple molecules in one fingerprint using a series of MIPs.  

 
 

 

Fluorescent fingerprints were obtained after treatment with fluorescent MIPs, to ensure 

the fluorescence was caused by fluorescent MIPs only, other possible origins of 

fluorescence in the fingerprints were discussed. Natural fingerprints were inspected 

with the DCS 5 (same settings as used for the visualised fingerprints) and did not show 

any fluorescence despite the presence of the fluorescent amino acids phenylalanine, 

tyrosine and tryptophan. The fluorescence intensity of albumin detected by a 

spectrofluorometer was also negligible compared to BSA-LMIPs (Figure 4.20). The 

fluorescence intensity even decreased slightly by addition of albumin to the MIPs which 

could be caused by a decrease in clarity of the solution.  

 
Figure 4.20 – Fluorescence intensity of BSA imprinted linear MIPs solution, BSA solution and BSA plus BSA 
imprinted MIPs solution. Measurements were performed using an excitation wavelength of 495 nm and 
a range of emission wavelengths (400-650 nm). 
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To conclude, the relatively low intensity of fluorescence of albumin compared to BSA-

LMIPs and absence of detectable fluorescence in a natural fingerprint suggests that the 

fluorescence in the visualised fingerprints were rather caused by the fluorescent MIPs 

than by fluorescent groups naturally present in the fingerprint or by spiked albumin.   

 

 

The presence of MIPs in/on the visualised fingerprint was not only optically confirmed 

but also investigated analytically. Visualised fingerprints were analysed using ToF-SIMS 

to understand why some areas in a fingerprint were less well visualised. This could aid 

in determining the possible uses and limitations of this application.  

As illustrated in Figure 4.21, the peaks in the ToF-SIMS spectrum of a fingerprint 

visualised with BSA-LMIPs can tentatively be assigned to endogenous fingerprint (amino 

acids, fatty acids and salts) and MIPs fragment ions. This suggests that both endogenous 

fingerprint and MIP fragments could be present in the fluorescent fingerprint. However, 

some of the fragments/masses were assigned to multiple groups, such as m/z 57 could 

possibly be C4H9
+ which could be assigned to amino acids, fatty acids and MIPs. This 

could have an influence on the interpretation of the spectrum and the confirmation of 

the presence of the MIPs and endogenous fingerprint molecules in the visualised 

fingerprint.  

 

Figure 4.21 - ToF-SIMS spectrum of a visualised fluorescent fingerprint. The peaks were tentatively 
assigned to the fingerprint compounds (salts, amino acids, fatty acids) and the MIPs visualisation reagent.  
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Next to the tentatively assigned peaks, several other masses were detected. As ToF-

SIMS is sensitive to the detection of plasticisers which could originate from vials, pipette 

tips or tape and other substrate contamination, a determination of the origin of these 

peaks is very speculative. To minimize the influence of the background, control 

measurements of the glass microscope slide were acquired as shown by the grey 

spectrum in Figure 4.21. It has to be noted that variation in intensities were observed 

between measurements, possibly resulting in (slightly) different spectrum. 

The presence of MIPs and endogenous fingerprint molecules in the visualised fingerprint 

was also investigated using the imaging capabilities of the ToF-SIMS technique. 

Fragments assigned to amino acids, fatty acids and MIPs were grouped (Appendix, 

Section A.3) and a SIMS image was made of each group. Visibility of fingerprint ridges 

and composition differences of well and poorly visualised areas were investigated.  

The well visualised fingerprint area showed a clear fingerprint ridge/furrow pattern in 

the ToF-SIMS images whereby the fingerprint ridges, recognisable by the pores, showed 

on average a higher intensity of the selected masses (Figure 4.22).  

A. 

 

B. 

  

C. 

 

D. 

 

Figure 4.22 – Mass-selected ToF-SIMS images of a well visualised fingerprint area (A). The ToF-SIMS 
images were based on groups of fragments which were tentatively assigned to MIPs (B), amino acids (C) 
and fatty acids (D). The colour scales of the ToF-SIMS were individually adjusted to obtain optimal 
contrast, a high and low intensity was indicated by the yellow and red colour respectively.  

 

In the poorly visualised area a less distinct fingerprint ridge/furrow pattern was 

observed in the ToF-SIMS images compared to the well visualised fingerprint area 

(Figure 4.23 versus Figure 4.22).  

A. 

 

B. 

  

C. 

 

D. 

 

Figure 4.23 – Mass-selected ToF-SIMS images of a poorly visualised fingerprint area (A). The ToF-SIMS 
images were based on group of fragments which are tentatively assigned to MIPs (B), amino acids (C) and 
fatty acids (D). The colour scales of the ToF-SIMS were individually adjusted to obtain optimal contrast, a 
high and low intensity was indicated by the yellow and red colour respectively. 
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A less distinct pattern in the ToF-SIMS images could indicate a smaller difference in 

intensity of the selected masses between the ridges and furrows. This could suggest that 

masses tentatively assigned to amino acids, fatty acids and MIPs had a lower intensity, 

were absent or smudged in that area. Unfortunately, the cause of the poorly visualised 

area could not be discovered by mass-selected ToF-SIMS images. It must be kept in mind 

that the intensity is not always related to the concentration of the ions as it depends on 

several experimental factors, such as the difference in behaviour of the fingerprint 

residue and the glass substrate regarding the formation of secondary ions and thereby 

intensity; also called the matrix effect.  

In some parts of the non-fluorescent fingerprint area, fingerprint ridges were observed 

in the ToF-SIMS images, both by selecting ions tentatively assigned to the MIPs and 

endogenous fingerprint molecules (Figure 4.23). This could have been caused by an 

incorrect assignment of the peaks due to an overlap in proposed MIP and endogenous 

fingerprint fragments as well as by possible contamination, resulting in a non-

representative image. Alternatively, the fluorescence of the MIPs could have been 

bleached away, the MIPs in this region did not contain fluorescent groups and/or MIPs 

in this region were buried in the fingerprint and therefore not detectable by the camera. 

However, due to the nature of the ToF-SIMS technique, only the top-layer was analysed 

which makes it unlikely that fluorescent MIPs were not recorded by the camera (DCS 5) 

but were detected using ToF-SIMS.  

To conclude, ToF-SIMS demonstrated the ability to image fingerprints with enough 

resolution to observe fingerprint ridges and even pores. However, no unambiguous 

explanation has been found to why certain areas in the fingerprint were less well 

visualised with the MIPs than other areas, perhaps due to the complexity of the used 

fingerprint matrix and lack of specificity of the fragments which made the 

interpretations speculative.  

 

 

As (aged) fingerprints are relatively hydrophobic, increasing the hydrophobicity of the 

aqueous MIPs could make it easier for the MIPs to enter the fingerprint and increase 
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the percentage of fluorescent fingerprints. The hydrophobicity of the BSA-LMIPs was 

modified by varying the ratio of the monomers tBAm and acrylamide, after which the 

effect of the hydrophobicity of the BSA-LMIPs on the performance of the BSA-LMIPs was 

investigated.  

Hereby must be taken into account that by increasing the ratio tBAm/acrylamide the 

affinity of the LMIPs towards the target molecule albumin could be affected. As 

illustrated in Figure 4.24, the tert-butyl group of tBAm probably does not increase the 

strength of the interactions but can lead to steric effects, thus reducing the strength of 

the bonds. Resulting in possibly a higher affinity of the protein albumin with acrylamide 

than to tBAm.  

A. B. 

  

Figure 4.24 – Affinity of albumin with acrylamide (A) and tBAm (B) in which the red clouds illustrate 
functional groups of albumin, darker colour suggests stronger binding.  

 
Besides the possible decrease in affinity of the BSA-LMIPs towards albumin, the ease of 

entering the fingerprint increases probably also by increasing tBAm/acrylamide ratio 

due to the increase in hydrophobicity. Due to these opposing interests, an optimum of 

these factors, ease of the MIPs to enter the fingerprint without getting washed away 

while retaining enough affinity with the target molecule, has to be sought. In this 

section, the possible influence of these aspects was discussed by comparing fingerprints 

visualised using a range of BSA-LMIPs synthesised with varying ratios acrylamide/tBAm.  

Although a clear trend is lacking, Figure 4.25 illustrates that the highest percentage of  

fluorescent fingerprints was obtained using MIP solution number 3 which could indicate 

that both the ease of entering the fingerprint and the affinity of the MIPs with the target 

molecule were of influence on the performance of the BSA-LMIPs.  



176 
 

 
Figure 4.25 – The percentage of fluorescent fingerprints (normalised) obtained by exposure of natural, 

BSA-spiked and trypsin-spiked fingerprints to albumin imprinted linear MIPs. A range of MIP compositions 

were used, in which MIP nr.1 is the most hydrophilic and MIP nr. 6 is the most hydrophobic (lowest and 

highest tBAm/acrylamide ratio, respectively).  

 
Although both the ease of entering the fingerprint and the affinity of the MIPs are 

probably interwoven into each other, the following explanations can possibly be made. 

By increasing the hydrophobicity of the LMIPs, it became possibly easier for the BSA-LMIPs 

to enter the fingerprint and less easily to get washed away, resulting in a higher 

percentage of fluorescent fingerprints in general (BSAfingerprints, NATfingerprints and 

TRfingerprints). By decreasing the hydrophobicity of the LMIPs, the recognition capacities 

of the LMIPs towards the target molecule possibly increases, resulting in a higher 

percentage of specific binding and thereby percentage of fluorescent BSAfingerprints. It 

has to be noted that the concentration of albumin naturally present in a fingerprint 

could also be of influence on the interpretation of these results. A concentration of 

albumin naturally present in the fingerprint which is above the saturation limit of the 

LMIPs could lead to an indistinguishability of the BSAfingerprints and the fingerprints 

containing naturally present albumin only.  

 

 

To determine whether the detection of albumin in fingerprints using MIPs is limited to 

glass substrates or could also be performed on other substrates, deposited fingerprints 

on plastic substrates (polystyrene (PS), polyvinylchloride (PVC) and polyethyleneftalate 

(PET)) and stainless steel were detected using BSA-LMIPs. Important factors, such as the 
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properties of the substrate (hydrophobicity and adsorption to albumin) and substrate-

fingerprint interaction (causing a change in fingerprint structure), which might have an 

influence on the performance of the LMIPs are outlined in Table 4.8.  

Table 4.8 – Properties of the tested substrates; glass, stainless steel, polystyrene (PS), polyvinylchloride 
(PVC) and polyethyleneftalate (PET). *Hydrophobicity determinations were performed by contact angle 
measurements of a water droplet placed on the substrate. NR=not reported. N/A=not applicable. 

 Glass Stainless steel PS PVC PET Ref. 

Contact angle (0)* 50 85 93 78 66 N/A 

Adsorption of albumin Possibly/Yes Possibly/Yes Yes Yes Yes [36-39] 

Change in fingerprint 

structure 
No NR Yes Yes Yes [40] 

 

4.3.7.1. Plastics 

In this study, the possibility to detect fingerprints deposited on different plastics (PS, 

PVC and PET) using BSA-LMIPs was investigated.  

Spiking the fingerprints deposited on PET with albumin increased the percentage of 

fluorescent fingerprints (green dots in Figure 4.26). Contrary to this, the addition of 

albumin (or trypsin) to fingerprints deposited on PS and PVC did not result in a higher 

percentage of fluorescent fingerprints.  

 

Figure 4.26 – The percentage of fluorescent fingerprints (normalised) obtained by BSA imprinted linear 
MIPs treatment of BSA-spiked, natural and trypsin-spiked fingerprints deposited on polystyrene (PS), 
polyvinylchloride (PVC) and polyethyleneftalate (PET) substrates.  

 

Regarding PET, the increased percentage of fluorescent fingerprints by spiking with 

albumin could be explained by specific binding of the BSA-LMIPs whereas for PS and PVC 
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non-specific binding could be attributed to no change. Alternative explanations could 

be that the concentration albumin naturally present in a fingerprint was above the 

saturation limit of BSA-LMIPs and/or the total amount of albumin spiked on the 

fingerprints was not detected. Fingerprints deposited on PET substrates resulted in a 

higher percentage of fluorescent fingerprints than using PS or PVC substrates. These 

differences in percentages could possibly be explained by the differences in 

hydrophobicity of the PET, PVC and PS substrates (Table 4.8).  It is known that the 

tertiary structure of albumin could change upon adsorption to plastics. [41] Difference 

in adsorption strength and associated structure change are possible for the different 

plastics because of the different hydrophobicity characteristics of the plastics. However, 

there is discrepancy about the exact influence of hydrophobicity on the adsorption; 

adsorption on polystyrene and barely on hydrophilic substrates such as glass has been 

observed [42] as well as adsorption on hydrophilic substrates [43]. An increase in 

adsorption of albumin with hydrophobicity could lead to an increase in change in 

tertiary structure which could explain limited recognition capabilities of the MIPs using 

PS and PVC substrates.  

The detection of fingerprints using MIPs could possibly also be influenced by the 

structure and/or morphology of the fingerprint residue. This is suggested by the change 

in structure and morphology of fingerprints deposited on plastics over time, while 

fingerprints deposited on glass remain relatively stable. [40] These changes could 

possibly alter the location and reachability of the target molecules by the MIPs. In 

addition, the ‘history’ of the substrate such as contamination by previous substances 

could also be of influence on the deposition of the fingerprints and thereby on the 

detection of fingerprints using MIPs. 

 

4.3.7.2. Stainless steel 

Similar to the experiments performed on glass and plastic substrates, fingerprints 

deposited on stainless steel substrates were detected using BSA-LMIPs. After which the 

obtained percentage of fluorescent fingerprints were normalised to compensate for the 

loss of fingerprints during the washing procedure. The percentage of fingerprints 

completely/partly removed during the washing process were determined by eye or light 
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microscope. However, because of the high amount of irregularities on the stainless steel 

substrates, the fingerprints were difficult to recognize. This resulted in a low percentage 

of present/observed fingerprints and after normalisation in an unrealistic high 

percentage of fluorescent fingerprints (blue dots in Figure 4.27). The percentages of 

fluorescent fingerprints before normalisation showed that spiking the fingerprints with 

the target molecule albumin did not increase the percentage of fluorescent fingerprints 

(Figure 4.27). This suggests that the BSA-LMIPs behaved non-specifically and/or the 

concentration albumin naturally present in a fingerprint was above the saturation limit 

of BSA-LMIPs. 

 

Figure 4.27 – The percentage of fluorescent fingerprints obtained by BSA imprinted linear MIPs treatment 
of BSA-spiked, natural and trypsin-spiked fingerprints deposited on stainless steel. The percentage of 
fluorescent fingerprints were shown before and after normalisation. 

 

Similar to the plastic substrates, adsorption of albumin to the stainless steel substrates 

could be of influence on the detection of albumin in the fingerprint using MIPs. [37, 44] 

This could possibly result in a decrease in detected amount of albumin and thereby 

lower percentage of fluorescent fingerprints. The ‘history’ of the substrate such as 

'contamination by previous substances could also be of influence on the deposition of 

the fingerprints and thereby on the detection of fingerprints using MIPs. This is implied 

by the difficulties to observe the fingerprints by eye or light microscope due to the 

presence of irregularities on the substrate which might also have influenced the 

deposition of the fingerprint and interaction between the fingerprint and the substrate.  
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To conclude, fingerprints deposited on plastic or stainless steel could be detected using 

BSA-LMIPs, although it is questionable whether the BSA-LMIPs behaved specifically. In 

addition, both the interactions of the substrate with the target molecule albumin and 

with the fingerprint could be of influence on the performance of the BSA-LMIPs. Here, the 

structure of the protein, type of substrate and ‘history’ of the substrate could be of 

importance.    

 

 

The influence of the fingerprint composition on the detection of albumin in a fingerprint 

using BSA-LMIPs was explored in a controlled manner by simulating fingerprints. 

Fingerprints were simulated by depositing ca. 5μL of a model fingerprint solution on a 

microscope glass slide in the form of a stamp or droplet. Subsequently they were treated 

with BSA-LMIPs. Similar to the experiments using fingerprints, natural, albumin containing 

and trypsin containing simulated fingerprints were created. Due to the absence of 

albumin in the ‘natural’ simulated fingerprints as well as in the simulated fingerprints 

containing trypsin, both could function as negative control.  

The model fingerprint solutions were formed of eccrine and/or sebaceous molecules 

(Appendix, Section A.1) to cover a range of fingerprint types. One model fingerprint 

solution contained eccrine plus 1% sebaceous fingerprint molecules to simulate 

aqueous fingerprints. The other model fingerprint solution contained only sebaceous 

fingerprint molecules to simulate hydrophobic/viscous fingerprints. Hereafter referred 

to as eccrine/sebaceous and sebaceous, respectively. Due to the viscosity of the 

sebaceous model fingerprint solution, this solution was only deposited on the 

microscope glass slides in the form of a stamp.  

As shown in Table 4.9, in general a lower percentage of fluorescent stamps/droplets 

were obtained using the sebaceous solution than using the eccrine/sebaceous solution. 

This could be caused by a decrease in ease of the BSA-LMIPs to enter the stamp/droplet 

by increasing hydrophobicity/viscosity, resulting in a decrease in percentage of 

fluorescent stamps/droplets. The decrease in percentage of fluorescent stamps 

(albumin and trypsin containing ones) by increasing drying/immersion time could 
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perhaps be caused by an increase in hydrophobicity/viscosity during drying and thereby 

a decrease in ease of the BSA-LMIPs to enter the stamp. Although a contrary effect was 

observed in the experiments using the ‘natural’ stamps and albumin/trypsin containing 

droplets.  

In addition, the percentage of fluorescent stamps/droplets was not consistently higher 

using the albumin containing stamps/droplets compared to the natural and trypsin 

containing stamps/droplets. This indicates that the BSA-LMIPs behaved non-specifically. 

However, in the experiments using fingerprints (Figure 4.13A) specific binding of these 

BSA-LMIPs was observed. This suggests that the performance of the BSA-LMIPs was possibly 

influenced by the environment.   

Table 4.9 – Percentage of fluorescent stamps/droplets obtained by exposure of albumin containing 
stamps/droplets, natural stamps/droplets and trypsin containing stamps/droplets to albumin imprinted 
linear MIPs. The stamps/droplets contained eccrine plus 1% sebaceous molecules (model fingerprint 
solution 1) or sebaceous molecules only (model fingerprint solution 2). *Drying/immersion time is the 
time between the positioning of the stamp/droplet and the first washing step.  

 Stamps/droplets 

containing albumin 

‘Natural’ 

stamps/droplets 

Stamps/droplets 

containing trypsin 

Drying/immersion time 1h 24h 1h 24h 1h 24h 

Model fingerprint solution 1 

1.74% 

(droplet) 

6.25% 

(stamp) 

6.77% 

(droplet) 

2.09% 

(stamp) 

13.77% 

(droplet) 

1.46% 

(stamp) 

2.94% 

(droplet) 

9.70% 

(stamp) 

1.88% 

(droplet) 

5.19% 

(stamp) 

5.27% 

(droplet) 

1.25% 

(stamp) 

Model fingerprint solution 2 4.30% 2.73% 3.00% 0.63% 3.80% 6.92% 

 
 
Exposure of stamps/droplets and fingerprints to BSA-LMIPs resulted in a lower percentage 

of fluorescence in the stamps/droplets (Table 4.9) compared to the fingerprints (Figure 

4.13A). This could possibly be caused by differences in thickness between the stamps, 

droplets and fingerprints. The thicker droplets and stamps compared to the fingerprints 

could have resulted in difficulties to detect albumin or fluorescent MIPs present in the 

lower part of the stamps/droplets resulting in a lower percentage of detected 

fluorescent stamps/droplets.  

Additionally, the amount of albumin removed during the washing procedure could 

perhaps have an impact on the performance of the BSA-LMIPs. For that reason albumin 
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was tracked in the stamp/droplet during the washing procedure. To be able to follow 

albumin, albumin was labelled with fluorescein.  

This resulted in a higher percentage of fluorescent albumin in the sebaceous stamps 

than in the eccrine/sebaceous stamps/droplet (Table 4.10). Additionally, by increasing 

the drying/immersion time the percentage of fluorescent albumin increased or in other 

words the percentage during washing removed fluorescent albumin decreased. This 

could be caused by an increase in adherence to the hydrophobic sebaceous stamps 

and/or decrease in ease to get washed away in the sebaceous stamps compared to the 

eccrine/sebaceous stamps. Contrary to this theory, fingerprints are assumed to be less 

hydrophobic and viscous than the sebaceous stamps while a lower percentage of 

albumin was removed during washing in the fingerprints than in the stamps (32% versus 

38-50%). This makes it likely that other aspects are also of influence on the performance 

of the BSA-LMIPs such as the amount of fingerprint residue, physical shape of the 

fingerprint ridges/stamp and the accuracy of the albumin detection. In addition, the 

fluorescence intensity could also vary per solution/composition due to the dependency 

on a wide variety of factors such as solvent polarity, pH, oxygen solubility, viscosity [45] 

and refractive index. [46] 

Table 4.10 – Percentage of fluorescent albumin present in the model fingerprint solutions 1 (eccrine plus 
1% sebaceous molecules) and 2 (sebaceous molecules) after the washing steps. *Drying/immersion time 
is the time between the positioning of the stamp/droplet and the first washing step.  

Drying/immersion time Model fingerprint solution 1  Model fingerprint solution 2 

1h 
2.26% (droplet) 

0.83% (stamp) 
50% 

24h 
30% (droplet) 

12% (stamp) 
62% 

 
To conclude, the experiments using the model fingerprint solutions demonstrated that 

the hydrophobicity, viscosity, amount of fingerprint residue and physical shape of the 

fingerprint ridges/stamp might have an influence on the performance of the MIPs.  
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As discussed earlier, this research aimed to address both the identification 

(visualisation) and retrieving intelligence information (specific component detection) 

purpose simultaneously. The specific component detection was discussed in the 

previous sections by the detection of the target molecule albumin present in a 

fingerprint using MIPs, expressed by the percentage of fluorescent fingerprints. To 

define the quality of the visualisation process, the visualised fingerprints were inspected 

in the presence of fingerprint ridges, fingerprint patterns and their consistency following 

the scoring guidelines of Table 4.4 as well as the presence of fingerprint ridge 

characteristics. To use fingerprints for identification purposes, fingerprint 

characteristics must be visible as discussed in Chapter 1 (Section 1.1.2.). As shown in 

Figure 4.28, primary level details such as whorls, secondary level characteristics such as 

ridge endings or bifurcations and even tertiary detail level such as pores were visible in 

the with MIPs visualised fingerprint which makes this technique promising for 

identification purposes 

 

Figure 4.28 – Fingerprint visualised using fluorescent albumin imprinted linear MIPs, showing primary, 
secondary and tertiary level detail, obtained using excitation wavelength of 445 nm and long-pass viewing 
filter of 495 nm.  
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4.4. Conclusion 

The aim of this research was to develop a novel fingerprint detection method using 

MIPs. Fluorescent MIPs were investigated to visualise fingerprints and to detect specific 

molecules in fingerprints because of their potential to recognise and bind to particular 

molecules. Here the protein albumin was chosen as target molecule in fingerprints.  

A variety of MIPs were synthesised, of which the relatively hydrophobic linear MIPs 

appeared to be the most successful; defined by the yield (percentage of fluorescent 

fingerprints) and specificity (Obj. 1). This could be caused by a difference in shape and 

size of MIPs, LMIPs may have entered the fingerprint more easily and remained more 

mobile in the fingerprint than the NMIPs. These aspects as well as the recognition 

capacities of the LMIPs could also be influenced by the hydrophobicity of the LMIPs. In 

addition, the affinity of the linear MIPs and nano MIPs with their target molecule could 

have been of influence. Compositional information was obtained using MALDI-MS 

which demonstrated potential to determine the order of monomers in the MIPs chain, 

although some improvements are required to obtain an unambiguous monomer 

pattern. This knowledge could be of importance for the development of new MIPs, for 

instance imprinted towards a peptide with an amino acid sequence of interest.   

The influence of the fingerprint composition/matrix on the behaviour of the MIPs was 

investigated using model fingerprint solutions and by determining potential causes of 

false positives (Obj. 2). The lower percentage of fluorescence obtained using sebaceous 

model fingerprint solution stamps compared to its eccrine (including 1% sebaceous) 

equivalent and to actual fingerprints suggest that the viscosity, hydrophobicity, amount 

of fingerprint residue and/or physical structure of the fingerprints could influence the 

performance of the LMIPs. To define potential causes of false positives, the affinity of 

the MIPs with the target molecule compared to other relevant molecules and the 

presence of fluorescent molecules other than fluorescent MIPs were determined.  SPR 

measurements showed that BSA-LMIPs had a high affinity with their target molecule 

albumin and considerably lower affinity with other similar molecules. One of the most 

abundant proteins in the fingerprint (after albumin), keratin, displayed no/negligible 

binding to the BSA-LMIPs, this suggests that it is probably unlikely that false positives will 
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be obtained by binding of the BSA-LMIPs with other fingerprint molecules. Additionally, 

fluorescence was not detected in natural fingerprints or in the target compound 

albumin, this excludes another possible source of false positives.  

The influence of the substrate on the detection of fingerprints using MIPs was 

determined using a variety of substrates; glass, polystyrene, PET, PVC and stainless steel 

(Obj. 3). Fingerprints were detected on each of the substrates, but it is questionable 

whether the substrate used has an influence on the ability of the LMIPs to bind to 

specific target molecules. The performances of the LMIPs could possibly be influenced 

both by interactions of the substrate with the target molecule albumin and with the 

fingerprint in which the structure of the protein, type of substrate and ‘history’ of the 

substrate could be of importance.   

The MIPs appeared to have good visualisation properties, due to the observation of 

tertiary level detail this technique is promising for identification purposes (Obj. 4).  

The scope and limitation of this application were investigated using analytical 

techniques (Obj. 5). ToF-SIMS was used to gain understanding why some areas in a 

fingerprint were less well visualised using MIPs. ToF-SIMS demonstrated the ability to 

image fingerprints with enough resolution to observe fingerprint ridges and even pores. 

In addition, the peaks present in a mass spectrum of a visualised fingerprint could 

tentatively be assigned to both fingerprint molecules (amino acids, fatty acids, salts) and 

MIPs. However, mass-selected ToF-SIMS images did not give unambiguous evidence 

why certain areas in the fingerprint were better visualised with the MIPs than other 

areas, perhaps due to the complexity of the used fingerprint matrix and lack of 

specificity of the fragments which makes the interpretation speculative. SPR 

measurements showed that there is potential to detect multiple molecules in one 

fingerprint using a series of MIPs which bind each to one type of molecule.  

In conclusion, MIPs appear to be able to detect fingerprints by specific binding with 

albumin, although several aspects such as ease of entering the fingerprints, mobility in 

the fingerprint and substrate influence could vary per circumstances and need to be 

considered.   
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Conclusions and future work 5 
 

5. 
5.1. Conclusions 

Most fingerprints found at a crime scene are not yet visible to the naked eye and require 

a visualisation process before they can be used for identification, which makes the 

fingerprint visualisation process of high importance. [1] This research aimed to improve 

the detection of fingerprints by two approaches; enhance currently used techniques by 

creating a flow in a fingerprint using electrowetting (5.1.1) and developing a novel 

detection method using molecularly imprinted polymers (MIPs) (5.1.2).   

 
 

 

The first aim of this research was to improve the detection of fingerprints by the 

formation of a flow in a fingerprint induced by applying a potential across a 

droplet/simulated fingerprint and its underlying substrate, also known as the 

electrowetting process. This could lead to enhancement of the reachability of 

fingerprint molecules, which is advantageous for visualisation reagents to increase 

reaction and homogeneously distribution within fingerprint ridges, resulting is more and 

homogenously visualised fingerprints.  

To obtain insight into potential driven interfacial energy changes, the effects of applying 

a potential onto a surface were determined in Chapter 2. The surface characteristics of 

conductive polymers were investigated, demonstrating that the following 

characteristics could be tuned to a small or large extent; hydrophobicity, topography 

(roughness) and composition (Obj. 1). The oxidation and reduction of the polymer films 

resulted in colour and compositional changes, however no distinct potential driven 

morphological changes were observed. The polymer films were generally more 
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hydrophilic in oxidised state than in reduced state. The roughness increased slightly by 

oxidising the film. However, these trends were not observed under all circumstances.  

To justify sequential use of surface analysis and film formation techniques, the impact 

of surface analysis and film formation techniques on each other was investigated by 

determining the influence of wetting caused by a droplet (used for contact angle 

measurements) and by in solution film formation on the roughness measurements (Obj. 

2). Wetting of the polymer film caused by a droplet or by in solution film formation 

appeared to have no influence on the roughness measurements, therefore sequential 

contact angle and roughness measurements as well as the roughness measurements 

directly after the polymer film formation could be performed.  

In addition, the influence of potential driven topographical (roughness) changes of the 

polymer film on the contact angle measurements was investigated using several models 

(Obj. 3). This is of importance for the interpretation of contact angle measurements, 

used to determine the hydrophobicity, because they could be influenced by 

chemical/molecular factors such as polarity but also by physical/macroscopic factors 

such as roughness of the polymer film. The exact influence of roughness compared to 

other factors, such as charge, on the contact angle differed with each model. The 

Wenzel model, suggesting a movement of the droplet into the grooves of the surface, 

[2] showed a relatively large influence of the roughness compared to other factors on 

the contact angle change. While the Cassie-Baxter model, suggesting the presence of 

surrounding air/liquid trapped into the grooves, [3] illustrated a contrary trend. Neither 

of the models were applicable for all films, suggesting that a model including more 

factors would be best to describe the influences on the contact angle.   

In conclusion, by applying a potential across a droplet and the underlying surface, 

several characteristics such as hydrophobicity, composition and topography 

(roughness) could be tuned to a large or small extent, whereby factors such as charge 

and roughness could be of influence.  

 
Chapter 3 focussed on the formation of a flow in a fingerprint induced by 

electrowetting. To provide insight into electrowetting mechanisms, the electrowetting 
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effect was not only expressed in the conventional way by the change in contact angle 

but also by nano gravimetric methods (quartz crystal microbalance; QCM) and 

movements inside the droplet (Obj. 1). It was demonstrated that QCM may have 

potential to detect an electrowetting effect, although more research is needed before 

application. Optimisation of the dielectric layer to prevent breakdown and obtaining a 

better understanding of the influence of certain factors (such as hydrophobicity) and 

inexplicable observations are recommended. The movements inside the droplets were 

followed by the tracking of particles added to the droplet, showing a movement induced 

by electrowetting.  

The droplets used in this study were not only subjected to a potential, but also to 

evaporation as the measurements were performed in air (Obj. 2). It was shown that the 

influence of evaporation on the shape change of droplets was negligible compared to 

the potential, although vigorous movements of the droplets could enhance the 

evaporation.   

The optimum conditions and limitations of this electrowetting application were 

determined by investigating the impact of the dielectric layer, potential and frequency 

(Obj. 3) as well as the composition and physical structure of the fingerprint (Obj. 4) on 

the electrowetting process. Regarding the impact of the dielectric layer and external 

factors (potential and frequency) on the electrowetting process, the most (trackable) 

movement in a droplet was observed using a frequency of 100/200 Hz and a high 

potential. The actuated contact angle appeared to be independent on frequency and 

increased with potential. Due to the dielectric strength of the surface, 200 V was chosen 

as optimum. The addition of a hydrophobic top-layer increased the amount of 

electrowetting effect and was therefore used for further experiments in this research. 

To determine the impact of the composition and physical structure of the fingerprint on 

the electrowetting of fingerprints application, the effects of the following fingerprint 

characteristics (both compositional and physical) were investigated; viscosity, salinity, 

height of the fingerprint, contact pinning and initial contact angle (Obj. 4). The amount 

of movement inside the droplet decreased by increasing viscosity and salinity as well as 

electrolysis occurred using droplets with high salinity, which might be inconvenient for 

the formation of a flow in (aged) fingerprints. Other challenges might be present, 
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suggested by the experiments using a model fingerprint solution, in which the 

subjection of a model fingerprint solution droplet to an AC potential did not result in 

complete retraction of the droplet. Additionally, the amount of contact pinning, low 

initial contact angle and uneven height distribution of a fingerprint could make this 

electrowetting of fingerprints application challenging. The structure and composition of 

the fingerprint does not only impact the electrowetting process, but the electrowetting 

process could also have an impact on the fingerprint (Obj. 4). Movements of the contact 

line could possibly affect the physical structure of the fingerprint when a potential is 

applied directly across the fingerprint and the underlying substrate, although a 

significant change is unlikely. Additionally, by applying a potential across a droplet 

positioned on top of a fingerprint and the underlying substrate, a movement in contact 

line of the droplet is likely to be irrelevant.   

To conclude, it was shown that it is possible to create a flow in a droplet, however for 

the formation of a flow in a fingerprint induced by electrowetting several challenges 

must be overcome.   

 

 

The second aim of this research was to develop a novel fingerprint detection method 

using MIPs. Fluorescent MIPs were explored to visualise fingerprints and to detect 

specific molecules in fingerprints because of their potential to recognise and bind to 

particular molecules. Here the protein albumin was chosen as target molecule in 

fingerprints.  

A variety of MIPs were synthesised, of which the linear relatively hydrophobic MIPs 

appeared to be the most successful for this application; defined by the yield and 

specificity (Obj. 1). The shape, size and hydrophobicity of the MIPs seem to be of 

influence on the performance of the MIPs in this application; linear MIPs may have 

entered the fingerprint more easily and remained more mobile within the fingerprint 

than the nano MIPs. A decrease in hydrophobicity of the linear MIPs may have resulted 

in an increase in recognition capacities but also in a decreased accessibility of the linear 

MIPs to the fingerprint. Additionally, the affinity of the linear MIPs and nano MIPs with 

their target molecule could have been of influence. Compositional information was 
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obtained using Matrix Assisted Laser Desorption/Ionisation Time of Flight Mass 

Spectrometry (MALDI-ToF-MS) which demonstrated potential to determine the order 

of monomers in the MIPs chain, although some improvements are required to obtain 

an unambiguous monomer pattern. This knowledge could be of importance for the 

development of new MIPs, for instance imprinted towards a peptide with an amino acid 

sequence of interest. 

In addition, the influence of the fingerprint composition/matrix on the behaviour of the 

MIPs was investigated using model fingerprint solutions and by determining potential 

causes of false positives (Obj. 2). The lower percentage of fluorescence obtained using 

sebaceous model fingerprint solution stamps compared to its eccrine (including 1% 

sebaceous) equivalent and to actual fingerprints suggest that the viscosity, 

hydrophobicity, amount of fingerprint residue and/or physical structure of the 

fingerprints might have an influence on the performance of the LMIPs. The impact of the 

fingerprint composition/matrix leading to false positives was investigated by the 

presence of fluorescent molecules other than fluorescent MIPs and the affinity of the 

MIPs with the target molecule compared to other relevant molecules. This is of special 

interest for the use of MIPs for specific component detection. Surface plasmon 

resonance analysis showed that albumin imprinted linear MIPs have a higher affinity 

with their target molecule albumin than to other similar relevant molecules. One of the 

most abundant proteins in the fingerprint (after albumin), keratin, showed no to minor 

binding to the albumin imprinted linear MIPs which suggests a low ratio of false 

positives.  Additionally, fluorescence was not detected in a natural fingerprint or in the 

target molecule, excluding the influence of fluorescent groups which are naturally 

present in fingerprints (such as the amino acids phenylalanine, tyrosine and tryptophan) 

on the percentage of fluorescent fingerprints.  

The influence of the substrate on the detection of fingerprints using MIPs was 

determined using a variety of substrates; glass, polystyrene, PET, PVC and stainless steel 

(Obj. 3). Fingerprints deposited on glass, plastic and stainless steel were detected using 

MIPs, but it is unclear whether the substrate has an influence on the ability of the linear 

MIPs to bind to specific target molecules. Substrate-albumin and substrate-fingerprint 
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interactions could affect the detection of fingerprints using MIPs, in which the structure 

of the protein, type of substrate and ‘history’ of the substrate could be of importance.   

In addition, the MIPs appeared to have good visualisation properties, even tertiary level 

detail was observed which makes the use of MIPs promising for identification purposes 

(Obj 4).  

The scope and limitations of the detection of fingerprints using MIPs were investigated 

using analytical techniques (Obj. 5). Visualised fingerprints were analysed using the 

mass spectrometry imaging technique Time of Flight Secondary Ion Mass Spectrometry 

(ToF-SIMS) to gain understanding why some areas in a fingerprint were less well 

visualised using MIPs. ToF-SIMS demonstrated ability to image fingerprints with enough 

resolution to observe the fingerprint pattern and even pores. ToF-SIMS was also able to 

detect fragments which could tentatively be assigned to fingerprint molecules (amino 

acids, fatty acids and salts) and MIPs in a visualised fingerprint. However, mass-selected 

ToF-SIMS images did not give unambiguous evidence why certain areas in a fingerprint 

were less visualised using MIPs, perhaps due to the complexity of the matrix (fingerprint 

and polymers on glass) and lack of specificity of the fragments which made the 

interpretations speculative. Additionally, using affinity measurements it was shown that 

there is potential to detect multiple molecules in one fingerprint using a series of MIPs 

which bind each to one type of molecule.   

In conclusion, MIPs appeared to be able to detect fingerprints by specific binding with 

albumin, although several aspects such as ease of entering the fingerprints, ease of 

being washed away and substrate influences could vary with circumstances and need 

to be kept in mind.  
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5.2. Future work 

 

To increase the understanding of the behaviour of potential driven characteristics of 

polymer films in addition to current literature and the research findings presented in 

this thesis, the influence of physical and chemical influences on the characteristics of 

the polymer films need to be studied. More knowledge about the development of these 

characteristics throughout the entire redox process is desired. Therefore, analysing 

characteristics of the polymer films such as hydrophobicity and roughness at several 

stages during the redox reaction is recommended.  

In addition, in-situ roughness measurements are recommended to exclude the effect of 

drying on the polymer films and to measure the roughness continuously throughout the 

electrochemical reaction. Preliminary tests using the optical (3D) microscope showed 

potential for in-situ measurements although an improved set-up is necessary to address 

several challenges such as having the surface continuously in focus while being 

immersed in solution and determining the right positions of the electrodes.  

Additionally, it is recommended to explore the characteristics of a range of materials 

such as conductive polymers of each group (Chapter 1) or materials conventionally used 

to obtain electrowetting-on-a-dielectric.  

For the formation of movement in a fingerprint induced by electrowetting, more 

research focussing on the flow formation and possible relation between flow formation 

and contact angle change is desired. Additionally, change in the electrowetting set-ups 

such as a plate as top-electrode instead of a wire or the use of individually addressable 

electrodes which make the top-electrode no longer required (Chapter 2, Figure 2.1) 

could possibly open opportunities for the formation of a flow in a fingerprint using 

electrowetting. 

To obtain a more thorough understanding of the application of QCM for expressing the 

electrowetting effect, the dielectric layer needs to be optimised to prevent dielectric 

breakdown. In addition, investigating the influences of an external applied potential, 
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droplet composition and hydrophobicity of the surface on the QCM measurements are 

desired.  

 

 

To get a better understanding of the possibilities of the detection of fingerprints using 

MIPs, the sensitivity in terms of concentration needs to be determined. To make the 

detection of fingerprints using MIPs more suitable for practise, a shorter MIPs 

immersion time and applicability on porous substrates are desired. In addition, a 

comparison with currently used fingerprint visualisation techniques should be 

performed to evaluate the performance of the MIPs for the detection of fingerprints.  

An increase in knowledge of the MIPs composition, possibly using MALDI in combination 

with MS/MS, would be of use for the development of MIPs which are targeting peptides 

with an amino acid sequence of interest. Additionally, the detection of more forensically 

or medically relevant molecules would make this application more suitable for practise. 

For instance, the detection of a drug in a fingerprint or tracking of the amount of 

medication present in a patient by detection of the medication in the patients’ 

fingerprint. In some promising studies (eccrine) sweat has already been analysed for 

diagnostic purposes. [4, 5] 
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Appendix 
 

 

 Fingerprint composition 

The composition of a fingerprint, based on the literature is outlined in Tables A.1-A.7, 

including the references mentioned in the review articles as well as the model 

fingerprint solution which has been used to mimic a fingerprint.  

Table A.1 – Overview of molecules present in a fingerprint as well as the molecules included in the model 
fingerprint solution. X= quantity not specified. NR=not reported. *=Molecular concentration based on 
average ion concentrations.  

Compound 
Model fingerprint 

solution 
Girod et al. [1] Ramotowski [2] Bayford [3] 

Water 98.95% 99% 98% 99.7-99.0% 

NaCl * 45.4 – 88.8 mM 
54.0 mM (Na) [2, 4] 

1-15 μg (Cl) [2, 5-7] 

46 mEq (Cl) [8] 

34-266 mEq/L (Na) 

60 mEq/L (Na) [8] 

140 mEq/L (Na) [9] 

39 mEq/L (Cl) 

KCl * 15.8 mM 

1-15 μg (Cl) [2, 5-7] 

0.2-5 μg or 39.9 μM 

(K) [2] 

46 mEq (Cl) [8] 

5-59 mEq/L (K) [8] 

4.9-8.3 mEq/L (K) [10] 

8.8 mEq/L (K) [11] 

39 mEq/L (Cl) 

([K] > [Na]) 

NaHCO3 * 9.6 mM 54.0 mM (Na) [2, 4] 15-20 mM (HCO3) NR 

Urea 0.88 g/L 0.4-1.8 μg [12-16] 10-15 mM [17] 30-2000 mg/L 

Uric acid NR 150 μM [2, 18] NR X 

Lactic acid 154 mM 
9-10 μg or 154 mM 

[2, 12, 13, 18, 19] 
NR NR 

Ammonia NR 
0.2-0.3 μg or 5.13 

mM [2, 3] 
0.5- 8 mM [20] 12-400 mg/L 

Pyruvate NR NR 0.2-1.6 mM [21] NR 

Proteins 0.2 g/L 384 μg [22, 23] 15-25 mg/dL NR 

Glucose NR NR 0.2-0.5 mg/dL [21] < 7.5 mg/L 

Glycogen NR NR NR ~7.5-30 mg/L 

Lactate NR NR 30-40 mM [17] NR 

Pyruvate NR NR NR NR 

Amino acids 1.45 mg/L 
0.2-1 μg [12, 13, 15, 

16, 24-29] 
0.3-2.59 mg/L [3] 0.3-2.59 mg/L 

Sterols NR NR 0.01-0.12 μg/mL NR 

Phenol NR 0.06-0.25 μg [2] NR NR 

Calcium NR 
0.03-0.3 μg or 5.49 

mM [2, 4] 
3.4 mEq/L NR 

Sulphide NR 0.02-0.2 μg [2] NR NR 

Magnesium NR 1.67 mM [3] 1.2 mEq/L NR 

Choline NR X [2, 16] NR NR 

Sulphate NR NR 7-190 mg/L [30] NR 

Phosphate NR NR 10-17 mg/L [30] NR 
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Fluoride NR NR 0.2-1.18 mg/L [30] NR 

Bromide NR NR 0.2-0.5 mg/L [30] NR 

Iodide NR NR 5-12 μL [30] NR 

Iron NR NR 1-70 mg/L [30] NR 

Vitamins NR X [2] NR NR 

Creatinine NR X [16] X [31] NR 

Zinc, copper, 

cobalt, lead, 

manganese, 

molybdenum, 

sulphur, tin and 

mercury 

NR NR X [3, 17, 32] NR 

 

Table A.2 – Overview of amino acids present in a fingerprint (outlined per percent ratio) as well as the 
amino acids included in the model fingerprint solution. NR=not reported 

Amino acids 
Model fingerprint 

solution (%) 
Hadorn et al. [33] Hamilton [34] Orό and Skewes [35] 

Serine 100 100 100 100 

Glycine  60 54 67 59 

Ornithine  39 45 32 44-45 

Alanine  30 35 27 28 

Aspartic acid 19 11 22 23 

Threonine 15 9 17 19 

Histidine 15 13 17 15 

Valine  10 10 12 9 

Glutamic acid 9 12 8 6 

Lysine  8 5 10 NR 

Leucine 9 7 10 10 

Isoleucine  7 6 8 8 

Phenylalanine 6 5 7 5 

Tyrosine 5  3 6 7 

 

Table A.3 – Overview of proteins present in a fingerprint as well as the proteins included in the model 
fingerprint solution. X= quantity not specified. NR=not reported 

Proteins 
Model fingerprint 

solution (%) 

Drapel et al. 

[23] 

Reinholtz et al. [22] 

(%)  
Ramotowski[2] 

Other 

studies 

Albumin 100 X 60 X [36] X [37-39] 

Keratin 1 NR X NR NR NR 

Keratin 10 NR X NR NR NR 

Cathepsin-D NR X NR NR NR 

Dermcidin NR X NR NR NR 

Zn-α2-

glycoprotein 
NR NR NR X [36] X [40, 41] 

Lysozyme NR NR NR X [36] X[38] 

α1-acid 

glycoprotein 

orosomucoid 

NR NR NR X [36] X[38] 

γ-globulins NR NR NR X [37] X [37] 

α- and β-

lipoproteins 
NR NR NR X [37] X [37] 

Glycoproteins NR NR NR X [37] X [37] 
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Transferrin  NR NR NR NR X [37, 38] 

IgA, IgG, IgD, IgE NR NR NR NR 
X[38, 42, 

43] 

 

Table A.4 – Overview of sebum molecules present in a fingerprint as well as the molecules included in the 
model fingerprint solution. *= wax esters and diglycerides. **= triglycerides, monoglycerides and 
cholesterol esters. 

Sebum 

compounds 

Model fingerprint solution 

(%) 
Girod et al. [1] Ramotowski [2] 

Cholesterol 2.95 
3.8% or 1032 ng [12-14, 25, 28, 

44-51] 
2.1% 

Squalene 14.18 
14.6% or 28-5311 ng  [12-15, 

19, 25, 26, 29, 44-50, 52-55] 
14.34% 

Fatty esters 30.56 
37.6%  [12-15, 24-26, 28, 29, 

44-52, 54, 56] 
24.68%, 0.01-0.1 μg/mL 

Wax esters 24.42 
25%* [12, 13, 15, 19, 25, 44, 

47-50, 52, 53] 
24.85% 

(Tri)glycerides 27.90 21%** [12, 15, 19, 25, 57] 36.12% 

 

Table A.5 – Overview of triglycerides included in the model fingerprint solution.  

Triglycerides Model fingerprint solution (%) 

Triolein C57H104O6 C18:1/ C18:1/C18:1 50 

Tristearin C57H110O6 C18:0/ C18:0/C18:0 50 

 
Table A.6 – Overview of fatty acids present in a fingerprint as well as the fatty acids included in the model 
fingerprint solution. X=quantity not specified. NR=not reported. 

Fatty acid Model fingerprint solution (%) Girod et al.[1] (ng/fingermark) 

Octanoic acid C8:0 NR X [24] 

Nonanoic acid C9:0 NR X[14, 29, 48, 52] 

Decanoic acid C10:0 NR X [24] 

Dodecanoic acid C12:0 NR X [12-14, 24, 26, 29, 48, 49, 52] 

Tridecanoic acid C13:0 NR X[12, 48, 52] 

Myristic acid C14:0 10.81 
16-712 [12-14, 24, 26, 29, 45, 49, 

52, 56-59] 

Myristoleic acid C14:1 NR 10-428 [48, 52] 

Pentadecanoic acid C15:0 NR 
23-720 [12, 13, 24, 26, 48, 52, 56, 

59] 

Pentadecenoic acid C15:1 NR X [48] 

Hexadecanoic acid/ 

Palmitic acid 
C16:0 25.43 

75-1637 [12-14, 24, 26, 29, 44-49, 

52, 56, 57, 59] 

Cis-9-hexadecanoic acid/ 

palmitoleic acid 
C16:1 35.86 

0-4326 [12, 14, 29, 45, 48, 49, 51, 

52, 56, 59] 

Margarin acid C17:0 NR 6-316 [13, 52] 

Heptadecenoic acid C17:1 NR 8-450 [52] 

Octadecanoic acid/ 

Stearic acid 
C18:0 13.76 

22-904 [12-14, 24, 26, 29, 45, 46, 

48, 49, 51, 52, 56, 57, 59] 

Oleic acid C18:1 14.15 
32-1675 [12-14, 26, 29, 44-46, 48, 

49, 51, 52, 56, 59] 

Linoleic acid C18:2 NR 33-277 [24, 52] 

Nanodecanoic acid C19:0 NR X [13, 24, 26, 51] 
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Eicosanoic acid C20:0 NR 9-43 [13, 46, 52] 

Heneicosanoic acid C21:0 NR X [13, 52] 

Docosanoic acid C22:0 NR X [13, 46, 52] 

Tricosanoic acid C23:0 NR X[13, 52] 

Tetracosanoic acid C24:0 NR 18-69 [13, 24, 46, 52] 

 

Table A.7 – Overview of wax esters present in a fingerprint as well as the wax esters included in the model 
fingerprint solution. X=quantity not specified. NR=not reported. 

Wax ester Model fingerprint solution (%) Girod et al. [1] 

Dodecyl pentadecanoate C12:0/ C15:0 NR X [13] 

Dodecyl palmitoleate C12:0/ C16:0 NR X [13, 48] 

Tridecyl palmitoleate C13:0/ C16:1 NR X [13] 

Myristyl myristoleate C14:0/ C14:1 NR X [48] 

Myristyl myristate C14:0/ C14:0 50 X [48] 

Myristyl pentadecanoate C14:0/ C15:0 NR X [48] 

Myristyl palmitoleate C14:0/ C16:1 NR X [13, 48] 

Palmityl myristoleate C16:0/ C14:1 NR X [48] 

Myristyl palmitate C14:0/ C16:0 NR X [48] 

Palmityl pendecenoate C16:0/ C15:1 NR X [48] 

Myristyl heptadecenoate C14:0/ C17:1 NR X [48] 

Heptadecyl myristoleate C17:0/ C14:1 NR X [48] 

Pentadecyl palmitoleate C15:0/ C16:1 NR X [13, 48] 

Palmityl pentadecenoate C16:0/ C15:1 NR X [48] 

Palmityl palmitoleate C16:0/ C16:1 NR X [13, 48, 49, 52] 

Stearyl myristate C18:0/ C14:0 NR X [48] 

Palmityl palmitate C16:0/ C16:0 50 X [48] 

Heptadecyl palmitoleate C17:0/ C16:1 NR X [48] 

Stearyl palmitoleate C18:0/ C18:1 NR X [48, 49, 52] 

Stearyl palmitate C18:0/ C18:0 NR X [48, 49, 52] 

Eicosyl pentadecanoate C20:0/ C15:0 NR X [48] 

Eicosyl palmitoleate C20:0/ C16:1 NR X [48, 49, 52] 
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 FTIR spectra descriptions 

Table A.8 – Description of the wavenumbers of polyaniline FTIR spectrum (Figure 2.10) 

 

Table A.9 – Description of the wavenumbers of polypyrrole FTIR spectrum (Figure 2.11) 

 

Table A.10 – Description of the wavenumbers of PEDOT FTIR spectrum (Figure 2.12) 

 

Wavenumber (cm-1) Description 

3510 The broadness of this peak indicates an O-H band originating from H2O. [60, 61] 
3250 N-H stretching. [62-64] 
2958, 2926, 
2858 

• C-H bonds:[62] C-H bonds are normally present in the range of 3525-2700 
cm-1, whereby stronger/shorter bonds enclose the higher range. [62] Due to 
the presence of benzene or cyclohexane rings in polyaniline, the bonds are 
relatively short resulting in peaks in the higher/middle wavenumber region. 
The range 3100-3000 cm-1 is typical for benzene, this could be decreased 
slightly by the presence of 1,4-cyclohexane rings. A shift to lower 
wavenumbers could also be caused by polymer conductivity and/or the 
presence of small amounts of electrolyte. [65]  

• N-H bonds [63, 66]: The peaks around ~2900 cm-1 could also be assigned to 
N-H stretching and bending vibrations of polyaniline in reduced state. [66]  

• Contamination caused by the use of plastic and glass laboratory ware. [67, 
68] 

1726 Could be assigned to a C=O bond, originating from contamination. [62] 
1582, 1496 C=C bonds, these can be used to differentiate the two possible configurations 

quinonoid (1582 cm-1) and benzenoid (1496 cm-1) from each other. [63, 64] 
Bands  ~1300 C-N bonds, potential to be used to identify the ratio of quinonoid and benzenoid 

monomers as investigated by Kang et al. [69].   
1268 cm-1: besides a C-N bond, this peak could also correspond to a S-O bond, 
originating from sulphuric acid. 

1152 C-N bonds, which are one of the specific polyaniline bonds. [64] 
1040 S=O bond, originating from sulphuric acid.   
874 and 824 C-H bonds from the benzene or 1,4-disubstituted rings. [64]  

Wavenumber (cm-1) Description 

1580, 1456 Ring stretching vibrations. [70, 71]  
1484 Can be assigned to ring-stretching [65] or a shifted C-N stretching vibration band. 

[72] Similar to the research of Kato et al. [65], the peak intensity of the C-C bond 
vibrations (1484-1456 cm-1) is around half of the C-H (1098-1060 cm-1).  

1336, 1232 C-N bonds, [62, 73] N-H bonds or C-C bonds. [74] 
1098, 1060 C-H bonds 
964, 874-844 C-H bonds. [62, 65] 

Wavenumber (cm-1) Description 

3652 The broadness of this peak indicates an O-H band originating from H2O. [60, 61] 
1558 Could originate from C=C, although a second C=C band would then be expected. 

[62] 
1482, 1460 Assigned to ring-stretching [75] or a C-N stretching vibration band. [72]  
1374 Could originate from ring-vibrations; C-C (quinoidal part) and C=C. [76] 
1186, 1084, 
1050 

Corresponds to C-O-C bonds, this bond is present in PEDOT and not in PPY and 
PANI and could therefore be used for differentiation. [77] However, 1186 cm-1 
could also origin from a C=C bond. [78] 

798 Could be assigned to C-H bond vibrations. [62, 65] 
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 Fragmentation of the fingerprint molecules and monomers 

An overview of the amino acid and hydrophobic molecules (fatty acids, wax esters and 

triglycerides) present in fingerprints as well as the monomers including their expected 

fragments is shown in Figures A.1-A.3 and Table A.11. [60, 79-87]   

Glycine (75.03 g/mol) 

 
 

Alanine (89.09 
g/mol) 

 

Serine (105.09 g/mol) 

 

Histidine (155.07 g/mol) 
[88] 

 
Valine (117.08 g/mol) 

 

Threonine 
(119.06 g/mol) 

 

Lysine (146 g/mol) 

 

 

Arginine (174.11 g/mol) 
[89] 

  

 
  

Leucine (131.09 
g/mol) 

 

Isoleucine 
(131.09 g/mol) 

 

Tryptophan (204.09 
g/mol) 

 

Tyrosine (181.07 g/mol)

 
 

Phenylalanine (165.08 
g/mol) 

 

Cysteine (121.16 
g/mol) 

 

Proline (115.06 g/mol) 

 

Methionine (149.21 
g/mol) 

 
 

Asparagine (132.12 
g/mol) 

 

Aspartic acid 
(133.11 g/mol) 

 

Glutamine (146.14 
g/mol) 

 

Glutamic acid (147.13 
g/mol) 

 
    

Figure A.1– Overview of amino acids including their fragments and corresponding molecular weight and 
m/z. *Fragments which are likely only to be obtained in peptide/protein form. 
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Squalene (410.72 g/mol) [90] 

 

Cholesterol (386.65 g/mol) l[91] 

 
Docosane (310.60 g/mol) 

 

Myristic acid (228.37 g/mol) 

 
Dodecanoid acid (200.32 g/mol) 

 

Palmitoleic acid (254.41 g/mol) 

 
Stearic acid (284.48 g/mol) 

 

Myristic acid methyl ester (242.40 g/mol) 

 

Nonanoic acid (158.24 g/mol) 

 

Palmitic acid (256.4 g/mol) 

 
Cetyl Palmitate (480.86 g/mol) 

 
 

Oleic acid (282.47 g/mol) 

 
 

Glyceryl trioleate (885.45 g/mol) 

 

Glycerol tristearate (891.48 g/mol) 

 
 

 

Figure A.2 – Overview of fatty acids, wax esters and triglycerides including their fragments and 
corresponding molecular weight and m/z 
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Figure A.3 – Overview of the fragmentation of the monomers and expected fragments of the polymerized 
monomers acrylamide, tBAm, APMA, acrylic acid and fluoresceinylacrylamide, including the 
corresponding molecular weights and m/z. *Although these fragments were observed for polyacrylamide 
in the literature, it is not very likely to occur, based on the spectra of alkaneamides and carboxylic acids 
[82]. 
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Table A.11 – Fragments of salts, amino acids, fatty acids and MIPs till a mass of 100 g/mol. Colours indicate 
overlap between groups; blue is overlap between amino acids, fatty acids and MIPs, orange is overlap 
between amino acids and MIPs and green is overlap between amino acids and fatty acids. Bold & 
underlined: most abundant fragments for that molecule. *=Not always identifiable *2=Fragments which 
are likely to be obtained only in peptide/protein form.  

Salts Amino acids (MW) Fatty acids (MW) Linear MIPs (MW) 

Na+ (22.9898) CH4N+ (30.0344; Gly, Lys) C2H5
+ (29.0391) CH4N+ (30.0344) 

K+ (38.9637) C3H7
+ (43.0548, Leu) C3H5

+ (41.0391) CH2NO+ (44.0136) 

 CH3N2
+ (43.0296, Arg)* C3H7

+ (43.0548) C2H6N+ (44.0500) 

 C2H6N+ (44.0500; Ala) C4H7
+ (55.0548) CHO2

+ (44.9977) 
 C3H6N+ (56.0500, Val, Lys) C4H9

+ (57.0704) C4H9
+ (57.0704) 

 C4H9
+ (57.0704, ILeu) C2H4O2

+ (60.0211) C3H8N+ (58.0657) 

 C3H8N+ (58.0657, Glu) C5H9
+ (69.0704) C4H10N+ (72.0813)* 

 CN3H5
+ (59.0483, Arg) C5H11

+ (71.0861)* C3H9N2
+ (73.0766)* 

 C2H6NO+ (60.0450; Ser) C3H5O2
+ (73.0290)*  

 C2H5S+ (61.0112, Met) C3H6O2
+ (74.0367)*  

 C4H6N+ (68.0500, Pro) * C6H9
+ (81.0704)  

 C4H5O+(69.0340, Thr)*2 C6H11
+ (83.0861)  

 C3H4NO+ (70.0293, Asp)* C6H13
+ (85.1017)  

 C4H8N+ (70.0656, Arg, Pro) * C4H7O2
+ (87.0446)  

 C4H10N+ (72.0813; Val, Lys)* C7H13
+ (97.1017)  

 C2H7N3
+ (73.0640, Arg) C6H10O+ (98.0732)  

 C2H4NO2
+ (74.0242 Ser)* C7H14

+(98.1096)*  

 C3H8NO+ (74.0606; Thr)   

 C2H6NS+ (76.0221, Cys)*   

 C4H6N2
+ (82.0531, His)   

 C5H7O+ (83.0500, Val)*2   

 C4H6NO+ (84.0450, Glu)   

 C5H10N+ (84.0813, Lys)   

 C5H12N+ (86.0970, Leu)   

 C3H7N2O+ (87.0558, Asp)*   

 C3H6NO2
+ (88.0399, Asp)   

 C7H7
+ (91.0548, Tyr)   

 C4H4NO2
+ (98.0242, Asp)*   
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