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Abstract

The main problem in KDD (Knowledge Discovery and Data Mining) is always

two-fold: we have to discover knowledge in real data and we need to develop

methods for KDD. This thesis is also two-fold.

First, I participated in the support and maintenance of the project ‘Personality

traits and drug consumption’. The real data from almost 2000 respondents have

been analysed. My role was in data analysis and risk assessment. The central

problem is in the search and validation of psychological predictors of consump-

tion of different drugs. Eight data mining algorithms were used for user/non-

user classification: decision trees, random forests, k-nearest neighbours, linear

discriminant analysis, Gaussian mixtures, probability density function estimation

by radial basis functions, logistic regression, and naïve Bayes. Correlation analy-

sis based on the Pearson’s correlation coefficient and on relative information gain

revealed the existence of groups of drugs with strongly correlated consumption.

Three correlation pleiades were identified.Classifiers with sensitivity and speci-

ficity being greater than 70% for almost all classification tasks were obtained.

Secondly, several new methods and approaches to feature selection were pro-

posed and tested on the drug consumption database and on several other pub-

licly available databases. These methods include ‘double Kaiser selection’ for

selection of the main factors (principal components) and main attributes. Con-

sideration of each attribute as a distribution on factors allowed us to apply any

Kaiser rule for feature selection as well. We developed a methodology for cre-

ation and utilisation controllable multicollinearity. Multicollinearity can be use-

ful because it allows to correct mistakes in data and to evaluate missed data. It

is undesirable because many statistical tasks become ill-conditional. Alternative

attribute sets approach (AASA) can determine several sets of relevant attributes

that can be used to solve original problems separately. We tested AASA on sev-

eral classification problems. We demonstrated that this methodology could be

more accurate than the best traditional feature selection methods.
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Disclaimer

This PhD is purely about data analysis. The data received was from experimental

psychologists. The interpretation of the results of data analysis with regards to

human behaviour is the domain of psychologists and is not the subject of this

thesis.
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CHAPTER 1

Introduction

1.1 Backgrounds and analysis of dataset

Data analysis is much more challenging than simply locating, identifying, under-

standing, and citing of data. It is the techniques of systematically implementing

statistical and logical process of inspecting, cleaning, transforming, modelling

and evaluating data with the aim of discovering useful information. The con-

cept of data mining have been developed recently. In today’s word data mining

and machine learning have become a popular subjects. It is a family of computa-

tional methods that goal at collecting and analysing data, and it is a combination

of computer science and statistics. Applications of data mining in scientific ap-

plications is widely employed in many areas such as prediction and forecasting,

artificial intelligence, pattern recognition, financial data analysis and so on. The

focus of data mining in this area is to analyse data to help understanding the na-

ture of scientific datasets. The classical methods of supervised classification are

widely used to meet data analysis challenges. Classification is a prevalent prob-

lem which encompasses several various applications. Classification is the task of

learning a target function f which maps each input attribute x ∈ X to output class

labels y ∈ {1, 2, . . . , C}, where X is the attribute space. Classification approaches

are widely used for predicting or describing data sets with binary or categorical

variables.
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BACKGROUNDS AND ANALYSIS OF DATASET

In this thesis, we analyse important practical problem dataset. This thesis is two-

fold.

First, I participated in the support and maintenance of the project ‘Personality

traits and drug consumption’ [1]. The real data from almost 2000 respondents

have been analysed. In the description of the analysis of drug use I follow our

book [1]. Many modern methods of data mining were employed for assess-

ment of psychological predispositions to consumption of 18 different substances.

The psychological project was designed by professional forensic psychologists

and my role was in data analysis and risk assessment. The central problem is

the search and validation of psychological predictors of consumption of differ-

ent drugs. We employed many algorithms in order to analyse the predictabil-

ity of user/non-user classification on the basis of psychological data: decision

trees (DT) with various splitting criteria, random forests (RF), k-nearest neigh-

bours (kNN) with various adaptive distances, linear discriminant analysis (LDA),

Gaussian mixtures (GM), probability density function estimation (PDFE) by ra-

dial basis functions, logistic regression (LR), and naïve Bayes (NB) approach were

applied to predict the risk of drug consumptions. I applied correlation analysis

based on the Pearson’s correlation coefficient and on relative information gain.

Both models revealed the existence of groups of drugs with strongly correlated

consumption. Three correlation pleiades were identified. An exhaustive search

was performed to select the most effective subset of input features and data min-

ing methods to classify users and non-users of each drug and pleiad. The qual-

ity of classification with sensitivity and specificity being greater than 70% for al-

most all classification tasks. The best results with sensitivity and specificity being

greater than 75% were achieved for cannabis, crack, ecstasy, legal highs, LSD, and

volatile substance abuse (VSA).

Second, several new methods and approaches to feature selection were proposed

and tested on the drug consumption database and on several other publicly avail-

able databases. These methods include ‘double Kaiser selection’ for selection of
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DEFINITIONS OF DRUGS AND DRUG USAGE

the main principal components and main attributes. Each principal component

is a combination of attributes, each attribute can be presented as a distribution

on factors. This symmetry allowed us to apply any heuristics invented for fac-

tors selection to feature selection as well. We developed a methodology for the

selection of alternative sets of attributes of several kinds. This methodology cre-

ates and utilises controllable multicollinearity. Multicollinearity is, at the same

time, a useful and an undesirable property of data. It can be useful because it

allows to correct mistakes in data and to evaluate missed data. It is undesirable

because many statistical tasks become ill-conditional. We propose to optimise

the multicollinearity by creation of the so-called alternative attribute sets. Al-

ternative attribute sets approach (AASA) can determine several sets of relevant

attributes that can be used to solve original problems separately. AASA was built

on base of minimal feature set. We tested AASA on several classification prob-

lems. We demonstrated that this methodology could be more accurate than the

best traditional feature selection methods, such as exhaustive search, forward and

backward feature selection. We applied AASA for three different database: ‘Drug

consumption’ (psychology, [2,3], section ’Database’ of chapter 2), ‘USA president

elections’ (politics, [4]), and ‘Breast cancer’ (medicine, [5]) (see ‘Database’ section

and ‘Data sets for AASA testing’ section).

1.2 Definitions of drugs and drug usage

Since Popper, it has become a commonplace opinion in the philosophy of science

that the ‘value’ of definitions, besides in mathematics, is generally low. Never-

theless, for many more practical spheres of activity, from jurisprudence to health

planning, definitions are necessary to impose theoretical boundaries on a subject,

in spite of their incompleteness and their tendency to change with time. This

applies strongly to definitions of drugs and drug use.

Following the standard definitions [6]:

3



DEFINITIONS OF DRUGS AND DRUG USAGE

• A drug is a ‘chemical that influences biological function (other than by pro-

viding nutrition or hydration)’.

• A psychoactive drug is a ‘drug whose influence is in a part on mental func-

tions’.

• An abusable psychoactive drug is a ‘drug whose mental effects are sufficiently

pleasant or interesting or helpful that some people choose to take it for a

reason other than to relieve a specific malady’.

In this study we use the term ‘drug’ for abusable psychoactive drug regardless of

whether it is illicit or not. While legal drugs such as sugar, alcohol and tobacco

are probably responsible for far more premature death than illegal recreational

drugs [7], the social and personal consequences of recreational drug use can be

highly problematic [8].

Use of drugs introduces risk into a life across a broad spectrum. It constitutes an

important factor for increasing risk of poor health, along with earlier mortality

and morbidity, and has significant consequences for society [9, 10]. Drug con-

sumption and addiction constitutes a serious problem globally. There are numer-

ous risk factors for addiction, which are defined as any attribute, characteristic, or

event in the life of an individual that increase the probability of drug consump-

tion. A number of such attributes are correlated with initial drug use, including

psychological, social, individual, environmental, and economic factors [11–13].

These factors are likewise associated with a number of personality traits [14, 15].

There is a well-known problem in the analysis of the psychological deviations as-

sociated with drug use: to distinguish the result of drug use from the the cause of

it [16]. To solve this problem, we have to use relatively constant psychological traits.

Another solution is to organise large longitudinal studies which will use the traits

of the patients at the different stages of drug use (such an approach seems to be

more or less impossible for a number of reasons).
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1.3 Personality traits

Sir Francis Galton (1884) [17] proposed to use a dictionary as a mean for construct-

ing description of individual differences. He selected the personality-descriptive

terms and stated the problem of their interrelations. In 1934, Thurstone [18] se-

lected 60 adjectives that are in common use for describing persons and asked

each of 1300 respondents to think of a person whom he knew well and to select

the adjectives that can describe this person. After studying the correlation matrix

he found that five factors are sufficient to describe this choice.

There were many versions of five factors proposed after Thurston [19], for exam-

ple:

• Surgency, agreeableness, dependability, emotional stability, and culture;

• Surgency, agreeableness, conscientiousness, emotional stability, and culture;

• Assertiveness, likeability, emotionality, in-telligence, and responsibility;

• Social adaptability, conformity, will to achieve, emotional control, and in-

quiring intellect;

• Assertiveness, likeability, task interest, emotionality, and intelligence;

• Extraversion, friendly compliance, will to achieve, neuroticism, and intel-

lect;

• Power, love, work, affect, and intellect;

• Interpersonal involvement, level of socialization, self-control, emotional sta-

bility, independence.

There are also systems with different numbers of factors (three, seven, etc.). The

most important three-factor systems is: extraversion, psychoticism and neuroti-

cism.
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Nowadays, after many years of research and development, psychologists have

largely agreed that the personality traits of the modern Five Factor Model (FFM)

constitute the most comprehensive and adaptable system for understanding hu-

man individual differences [20]. The FFM comprises Neuroticism (N), Extraver-

sion (E), Openness to Experience (O), Agreeableness (A), and Conscientiousness

(C). The five traits can be summarized as:

N Neuroticism is a long-term tendency to experience negative emotions such as

nervousness, tension, anxiety and depression (associated adjectives [21]:

anxious, self-pitying, tense, touchy, unstable, and worrying);

E Extraversion is manifested in outgoing, warm, active, assertive, talkative, cheer-

ful characters, often in search of stimulation (associated adjectives: active,

assertive, energetic, enthusiastic, outgoing, and talkative);

O Openness to experience is a general appreciation for art, unusual ideas, and

imaginative, creative, unconventional, and wide interests (associated adjec-

tives: artistic, curious, imaginative, insightful, original, and wide interest);

A Agreeableness is a dimension of interpersonal relations, characterized by altru-

ism, trust, modesty, kindness, compassion and cooperativeness (associated

adjectives: appreciative, forgiving, generous, kind, sympathetic, and trust-

ing);

C Conscientiousness is a tendency to be organized and dependable, strong-willed,

persistent, reliable, and efficient (associated adjectives: efficient, organised,

planful, reliable, responsible, and thorough).
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1.4 The problem of relations between personality traits

and drug consumption

A number of studies have illustrated that personality traits are associated with

drug consumption. Roncero et al [22] highlighted the importance of the relation-

ship between high N and the presence of psychotic symptoms following cocaine-

induced drug consumption. Vollrath & Torgersen [23] observed that the person-

ality traits of N, E, and C are highly correlated with hazardous health behaviours.

A low score of C, and high score of E or high score of N correlate strongly with

multiple risky health behaviours. Flory et al [24] found alcohol use to be as-

sociated with lower A and C, and higher E. They also found that lower A and

C, and higher O are associated with marijuana use. Sutina et al [10] demon-

strated that the relationship between low C and drug consumption is moderated

by poverty; low C is a stronger risk factor for illicit drug usage among those with

relatively higher socioeconomic status. They found that high N, and low A and C

are associated with higher risk of drug use (including cocaine, crack, morphine,

codeine, and heroin). It should be mentioned that high N is positively associated

with many other addictions like internet addiction, exercise addiction, compul-

sive buying, and study addiction [25].

An individual’s personality profile plays a role in becoming a drug user. Terrac-

ciano et al [26] demonstrated that compared to never smokers, current cigarette

smokers are lower on C and higher on N. They found that profile of cocaine/

heroin users have score very high on N and very low on C and marijuana users

score high on O but low on A and C. Turiano et al [27] found a positive correlation

between N and O, and drug use, while, increasing scores for C and A decreases

risk of drug use. Previous studies demonstrated that participants who use drugs

including alcohol and nicotine have a strong positive correlation between A and

C and a strong negative correlation for each of these factors with N [28,29]. Three

high-order personality traits are proposed as endophenotypes for substance use
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disorders: Positive Emotionality, Negative Emotionality, and Constraint [30].

Sensation seeking is also higher for users of recreational drugs [31]. The problem

of risk evaluation for individuals is much more complex. This was explored very

recently by Yasnitskiy et al [32], Valeroa et al [33] and Bulut & Bucak [34]. Both in-

dividual and environmental factors predict substance use, and different patterns

of interaction among these factors may have different implications [35]. Age is

a very important attribute for diagnosis and prognosis of substance use disor-

ders. In particular, early adolescent onset of substance use is a robust predictor

of future substance use disorders [36].

Valeroa et al [33] evaluated the individual risk of drug consumption for alcohol,

cocaine, opiates, cannabis, ecstasy and amphetamines. Input data were collected

using the Spanish version of the Zuckerman-Kuhlman Personality Questionnaire

(ZKPQ). Two samples were used in this study. The first one consisted of 336 drug

dependent psychiatric patients of one hospital. The second sample included 486

control individuals. The authors used a decision tree as a tool to identify the

most informative attributes. The sensitivity (proportion of correctly identified

positives) of 40% and specificity (proportion of correctly identified negatives) of

94% were achieved for the training set. The main purpose of this research was

to test if predicting drug consumption was possible and to identify the most in-

formative attributes using data mining methods. Decision tree methods were

applied to explore the differential role of personality profiles in drug consumer

and control individuals. The two personality factors, Neuroticism and anxiety

and the ZKPQ’s Impulsivity, were found to be most relevant for drug consump-

tion prediction. The low sensitivity (40%) score means that such a decision tree

cannot be applied to real life situations.

Without focussing on specific addictions, Bulut & Bucak [34] estimated the pro-

portion of teenagers who exhibit a high risk of addiction. The attributes were

collected by an original questionnaire, which included 25 questions. The form

was filled in by 671 students. The first 20 questions asked about the teenagers’
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financial situation, temperament type, family and social relations, and cultural

preferences. The last five questions were completed by their teachers and con-

cerned the grade point average of the student for the previous semester according

to a 5-point grading system, whether the student had been given any disciplinary

punishment so far, if the student had alcohol problems, if the student smoked

cigarettes or used tobacco products, and whether the student misused substances.

In Bulut et al’s study there are five risk classes as outputs. The authors diagnosed

teenagers risk of being a drug abuser using seven types of classification algo-

rithms: k-nearest neighbor, ID3 and C4.5 decision tree based algorithms, naïve

Bayes classifier, naïve Bayes/decision trees hybrid approach, one-attribute-rule,

and projective adaptive resonance theory. The classification accuracy of the best

classifier was reported as 98%.

Yasnitskiy et al [32], attempted to evaluate the individual’s risk of illicit drug con-

sumption and to recommend the most efficient changes in the individual’s social

environment to reduce this risk. The input and output features were collected

by an original questionnaire. The attributes consisted of: level of education, hav-

ing friends who use drugs, temperament type, number of children in the family,

financial situation, alcohol drinking and smoking, family relations (cases of phys-

ical, emotional and psychological abuse, level of trust and happiness in the fam-

ily). There were 72 participants. A neural network model was used to evaluate

the importance of attributes for diagnosis of the tendency to drug addiction. A se-

ries of virtual experiments was performed for several test patients (drug users) to

evaluate how possible it is to control the propensity for drug addiction. The most

effective change of social environment features was predicted for each patient.

The recommended changes depended on the personal profile, and significantly

varied for different patients. This approach produced individual bespoke advice

to effect decreasing drug dependence.

In this study we tested associations with personality traits for different types

of drugs separately, using the Revised NEO Five-Factor Inventory (NEO-FFI-
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R) [37], the Barratt Impulsiveness Scale Version 11 (BIS-11) [38], and the Impul-

sivity Sensation-Seeking Scale (ImpSS) [39] to assess impulsivity and sensation-

seeking respectively.

1.5 New dataset ‘drug consumption’

In this study [2], the database was collected by an anonymous online survey

methodology by Elaine Fehrman, yielding 2051 respondents. The database is

available online [3]. Twelve attributes are known for each respondent: person-

ality measurements which include N, E, O, A, and C scores from NEO-FFI-R,

impulsivity (Imp) from (BIS-11), sensation seeking (SS) from (ImpSS), level of ed-

ucation (Edu), age, gender (Gndr), country of residence, and ethnicity. The data

set contains information on the consumption of 18 central nervous system psy-

choactive drugs including alcohol, amphetamines, amyl nitrite, benzodiazepines,

cannabis, chocolate, cocaine, caffeine, crack, ecstasy, heroin, ketamine, legal highs,

LSD, methadone, magic mushrooms (MMushrooms), nicotine, and Volatile Sub-

stance Abuse (VSA). For uniformity we consider VSA as drug. One fictitious drug

(Semeron) was introduced to identify over-claimers. For each drug, participants

selected either: they never used this drug, used it over a decade ago, or in the last

decade, year, month, week, or day.

Participants were asked about various substances, which were classified as ei-

ther central nervous system depressants, stimulants, or hallucinogens. The de-

pressant drugs comprised alcohol, amyl nitrite, benzodiazepines, tranquilizers,

gamma-hydroxybutyrate solvents and inhalants, and opiates such as heroin and

methadone/prescribed opiates. The stimulants consisted of amphetamines, nico-

tine, cocaine powder, crack cocaine, caffeine, and chocolate. Although choco-

late contains caffeine, data for chocolate was measured separately, given that it

may induce parallel psychopharmacological and behavioural effects in individ-

uals congruent to other addictive substances [40]. The hallucinogens included
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cannabis, ecstasy, ketamine, LSD, and magic mushrooms. Legal highs such as

mephedrone, salvia, and various legal smoking mixtures were also measured.

We use four different definitions of ‘drug users’ based on how recent the use was.

Firstly, for decade-based separation we merge two isolated categories (‘Never

used’ and ‘Used over a decade ago’) into the class of non-users, and all other

categories are merged to form the class of users. For year-based classification

we now additionally merge the category ‘Used in last decade’ into the group of

non-users and place four other categories (‘Used in last year-month-week-day’)

into group of users. We continue separating into users and non-users depending

on the time scale we are looking at in this nested “Russian doll” style. We also

consider ’month-based’ and ‘week-based’ user/non-user separations.

The objective of the study was to assess the potential effect of Big Five personality

traits, impulsivity, sensation-seeking, and demographic data on drug consump-

tion for different drugs, groups of drugs and for different definitions of drug

users. The study had two purposes: (i) to identify the association of personality

profiles (i.e. NEO-FFI-R) with drug consumption and (ii) to predict the risk of

drug consumption for each individual according to their personality profile.

The sample was created by an anonymous online survey. It was found to be

biased when compared with the general population, the comparison being based

on the data published by Egan, et al [41] and Costa Jr & McCrae [37]. Such a bias

is usual for clinical cohorts [26, 42].

1.6 First results in brief

This study reveals that the personality profiles are strongly associated with mem-

bership of groups of the users and non-users of the 18 drugs. For analysis, we

use the following subdivision of the sample T-score: the interval 44-49 indicates

a moderately low score, (−), the interval 49-51 indicates a neutral score (0), and

the interval 51-56 indicates a moderately high (+) score. We found that the N
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and O scores of drug users of all 18 drugs are moderately high (+) or neutral (0),

except for crack usage for the week-based classification, for which the O score is

moderately low (−). The A and C scores are moderately low (−) or neutral (0)

for all groups of drug users and all user/non-user separations. For most groups

of illicit drug users the A and C scores are moderately low (−) with the excep-

tion of two groups: the A score is neutral (0) in the year-based classification for

LSD users and in the week-based classification for LSD and magic mushrooms

users. The A and C scores for groups of legal drugs users (i.e. alcohol, chocolate,

caffeine, and nicotine) are neutral (0), apart from nicotine users, whose C score is

moderately low (−) for all bases of user/non-user separation.

The impact of the E score is drug specific. For example, for the week-based

user/non-user separation we observe:

• The E score of users is moderately low (−) for amphetamines, amyl nitrite,

benzodiazepines, heroin, ketamine, legal highs, methadone, and crack;

• The E score of users is moderately high (+) for cocaine, ecstasy, LSD, magic

mushrooms, and VSA;

• The E score of users is neutral (0) for alcohol, caffeine, chocolate, cannabis,

and nicotine.

For more details see Section 4.5.

Usage of some drugs are correlated significantly. The structure of these correla-

tions is analysed in Section ‘Correlation between usage of different drugs’. Two

correlation measures are utilised: the Pearson’s Correlation Coefficient (PCC) and

the Relative Information Gain (RIG). We found three groups of drugs with highly

correlated use. The central element is clearly identified for each group. These

centres are: heroin, ecstasy, and benzodiazepines. This means that drug consumption

has a ‘modular structure’, which is made clear in the correlation graph. The idea

of merging correlated attributes into ‘modules’ referred to as correlation pleiades is

popular in biology [43–45].
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The concept of correlation pleiades was introduced in biostatistics in 1931 [43].

They were used for identification of the modular structure in evolutionary phys-

iology [43–46]. According to Berg [45], correlation pleiades are clusters of corre-

lated traits. In our approach, we distinguish the core and the peripheral elements

of correlation pleiades and allow different pleiades to have small intersections in

their periphery. ‘Soft’ clustering algorithms relax the restriction that each data

object is assigned to only one cluster (like probabilistic [47] or fuzzy [48] clus-

tering). See the book of R. Xu and D. Wunsch [49] for a modern review of hard

and soft clustering. We refer to [50] for a discussion of clustering in graphs with

intersections .

The three groups of correlated drugs centered around heroin, ecstasy, and benzo-

diazepines are defined for the decade-, year-, month-, and week-based classifica-

tions:

• The heroin pleiad includes crack, cocaine, methadone, and heroin;

• The ecstasy pleiad consists of amphetamines, cannabis, cocaine, ketamine,

LSD, magic mushrooms, legal highs, and ecstasy;

• The benzodiazepines pleiad contains methadone, amphetamines, cocaine,

and benzodiazepines.

Analysis of the intersections between correlation pleiades of drugs leads to im-

portant questions and hypotheses:

• Why is cocaine a peripheral member of all pleiades?

• Why does methadone belong to the periphery of both the heroin and ben-

zodiazepines pleiades?

• Do these intersections reflect the structure of individual drug consumption

or the structure of the groups of drug consumers?
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Correlation analysis of the decade-based classification demonstrates that the con-

sumption of legal drugs (i.e. alcohol, chocolate and caffeine) is not correlated

with consumption of other drugs. The consumptions of seven illicit drugs (i.e.

amphetamines, cannabis, cocaine, ecstasy, legal highs, LSD, and mushrooms) are

symmetrically correlated (when the correlations are measured by relative infor-

mation gain, which is not symmetric a priori). There are also many strongly

asymmetric correlations. For example, knowledge of amphetamines, cocaine,

ecstasy, legal highs, LSD, and magic mushroom consumption is useful for the

evaluation of ketamine consumption. On the other hand, knowledge of ketamine

consumption is significantly less useful for the evaluation of usage of the drugs

listed above.

In this study, we evaluated the individual drug consumption risk separately, for

each drug and pleiad of drugs. We also analysed interrelations between the in-

dividual drug consumption risks for different drugs. We applied several data

mining approaches: decision tree, random forest, k-nearest neighbours, linear

discriminant analysis, Gaussian mixture, probability density function estimation,

logistic regression, and naïve Bayes. The quality of classification was surpris-

ingly high. We tested all the classifiers by Leave-One-Out Cross Validation. The

best results, with sensitivity and specificity greater than 75%, were achieved for

cannabis, crack, ecstasy, legal highs, LSD, and VSA. Sensitivity and specificity

greater than 70% were achieved for the following drugs: amphetamines, amyl

nitrite, benzodiazepines, chocolate, caffeine, heroin, ketamine, methadone and

nicotine. The poorest result was obtained for prediction of alcohol consumption.

An exhaustive search was performed to select the most effective subset of input

features, and data mining methods to classify users and non-users for each drug.

Users for each correlation pleiad of drugs are defined as users of any of the drugs

from the pleiad. We consider the classification problem for drug pleiades for the

decade-, year-, month-, and week-based user/non-user separations. For good

statistical prediction of a binary outcome it is helpful to have more or less equal
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numbers of cases of each of the two classes. For pleiades sample is better bal-

anced. For each separate drug there are too few users so we get more robust

prediction at the pleiad level. For example, in the database for the week-based

definition of users there are 184 users for the heroin pleiad but only 29 heroin

users.

The quality of classification is high. Consider the month-based user/non-user

separation of the heroin pleiad consumption. The best classifier is a decision tree

with five features and sensitivity 74.18% and specificity 74.11%. A decision tree

with seven attributes is the best classifier for the year-based classification problem

of the ecstasy pleiad users/non-users and has sensitivity 80.65% and specificity

80.72%. In the week-based separation of the benzodiazepines pleiad users/non-

users, the best classifier is a decision tree with five features and sensitivity 75.10%,

and specificity 75.76%.

The creation of classifiers provided the capability to evaluate the risk of drug

consumption in relation to individuals. The risk map is a useful tool for data

visualisation and for the generation of hypotheses for further study (see Section

‘Risk evaluation for the decade-based user/non-user separation’).

1.7 The reviews of feature selection problem

In many applied data mining problems (classification, regression, etc.) the set

of input attributes can be reduced. The minimal set of attributes sufficient for

solution of the problem may be much smaller than initial set. Nevertheless, it

may be useful to use more attributes to solve the problem when some attributes

from the minimal set are unavailable or have erroneous or noise contaminated

values. Therefore, some alternative sets of attributes may be useful to build a

good predictor. Searching of minimal set of attributes is a Feature Selection (FS)

problem. FS is a widely employed procedure for dimensionality reduction among

practitioners [51]. A goal of FS is to remove irrelevant and redundant attributes
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and choose an optimal subset of the relevant attributes from the original set of

features [52]. The optimality feature set is defined by certain evaluation criterion,

which typically leads to higher accuracy and better model interpretability. FS can

improve the computational efficiency of the classification algorithm as well [51,

53–56].

In this work we consider the wrapper FS [51, 55, 57] approaches only because it

is developed to select the features in accordance with accuracy of problem so-

lution. Three widely used FS techniques are: Exhaustive Search (ES), Forward

Feature Selection (FFS), and Backward Feature Selection (BFS). ES checks all pos-

sible feature subsets and it is the only way to find optimal solution. Unfortunately

this approach required too much computational resources and cannot be used for

more than 20 features because for set of m input features the number of possible

subsets is 2m [56]. Surrogates of ES are greedy algorithms (FFS and BFS) to find

quasi optimal set of input features. Compared to BFS method, FFS method can

take a quasi-optimal input feature subset with less time (See section 5.3) Recall

that a goal of FS is to remove irrelevant and redundant features [54, 55]. John,

Kohavi, and Pfleger [57] suggested two degrees of relevance are required:

• Strong relevance: A feature X is called strong relevant if X absolutely essen-

tial in the sense and it cannot be removed without decrease of performance.

• Weak relevant: A feature X is called weak relevant if X can sometimes pro-

vide performance.

A feature X is relevant if it is strong or weak relevant; otherwise X is irrele-

vant [55, 57]. Relevance of a feature does not imply optimality, while optimality

does not imply relevance (see [55]). Irrelevant features provide no useful infor-

mation and it should be removed because these are the sources of noise only

and does not influence the aim concept in anyway. Notion of irrelevant feature

is absolute for problem under consideration while the notion of redundancy is

relative: since one relevant feature may be redundant in the presence of another
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relevant features with which it is strongly correlated [54]. The reason of removing

of redundant features is the multicollinearity problem which is a common prob-

lem for most of statistic based methods (for example, linear regression, logistic

regression, k nearest neighbour, etc.).

To illustrate differences between irrelevant and redundant attributes let us con-

sider problems of prediction of ecstasy consumption which is described in chap-

ter 4. There are ten input attributes: age, education, N, E, O, A, C, Imp, SS, and

Gndr. To evaluate risk to be ecstasy consumer with sensitivity and specificity at

least 65% we can use one of 23 feature sets union of which includes all ten at-

tributes. These sets are defined by ES for logistic regression (see Table D.3). If we

apply FFS then minimal set with required accuracy includes age and O only, if

we apply BFS then resulting set includes age and SS only but we can solve prob-

lems on base of any other 21 sets. It means that all attributes are relevant but each

attribute is redundant at least in one feature set.

Introduction of redundancy is widely used in data transfer. For example, error-

correcting codes add redundant information into message to detect and correct

errors of transfer [58]. Ensemble models in machine learning also use redun-

dancy to create model which usually over perform single classifier [59]. Recall,

that we cannot use redundant attributes in one classifier but we can create sev-

eral classifiers and then form ensemble model. We use this approach to improve

classification accuracy.

1.8 A methodology for selection of alternative sets of

attributes

In this thesis, we developed a methodology for selection of several kinds of al-

ternative sets of attributes and usage all these sets together. We called this ap-

proach ‘Alternative Attributes Sets Approach’ (AASA). AASA can find several dif-

ferent sets of relevant attributes such that each set can be used to solve original
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problems separately. Such set with the fitted model is called Alternative Attribute

Set (AAS). AAS notion is based on the notion of minimal attribute set. Minimal

attribute set M(S) is a subset of attributes set S which provides required accu-

racy and does not contain any other minimal subsets. It is necessary to stress that

minimal feature set vary rare is optimal feature set. Minimal set can be found by

ES, FFS, or BFS. For the minimal set selection either one or several classifier can

be used. In this work for selection AAS we use six classification methods: deci-

sion trees, k-nearest neighbours, linear discriminant analysis, Gaussian mixtures,

probability density function estimation, logistic regression and naïve Bayes. We

defined two kinds of AAS. The first kind AAS for feature set S is the minimal set

which does not contain any elements of S. The second kind AAS is the list of sets

with two properties: (i) each set does not contain at least one element of set S

and (ii) for each element of S there is at least one set which does not contain this

element. Each first kind AAS is always the second kind AAS.

1.9 Model construction for Alternative Attributes Sets

(AAS)

AASA is developed to create more robust and/or more accurate model. There are

two ways to use AAS for model construction. If there are several sets which are

alternative to each other (several AAS), then we can unite feature sets of all alter-

natives in one set and construct a model with this set of features. Let us call such

model ‘union model’. Another way is a creation of two level model: classifiers

fitted for each AAS in the first layer and second layer contains simple classifier

which used outcomes of the first level classifiers as input. We call such model

‘ensemble model’ [59, 60]. We consider linear ensembles only. Linear ensemble

outcome is defined as ∑ wiei/ ∑ wi, where ei is outcome of ith classifier of the first

layer and wi is its weight. We use several approaches to define weights of ensem-

ble model: simple voting, Nelder-Mead, Luus-Jaakola, pattern search, and linear
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regression.

1.10 AASA applications to the datasets

We applied AASA for three real life datasets which have a different number of

records and different dimensions and are taken from different application areas.

The first database is ‘Drug consumption’ (psychology, [2], section ’Database’ of

chapter 2) which described more details in ‘Database’ section 2.1. The second

database is ‘USA president elections’ (politics, [4]), and the third dataset is ‘Breast

cancer’ (medicine, [5]) (see section Data sets for AASA testing).

For each classification problem and each FS method we define five candidates

to the best model. The first candidate is the best model among models which are

tested by basic FS method (ES, FFS, or BFS). It is not AASA model and is used as a

reference point for comparison with AASA models. We call it the best FS model.

The other four models are AASA models: union model for the first kind AAS,

ensemble model for the first kind AAS, union model for the second kind AAS,

and ensemble model for the second kind AAS (description of union model and

ensemble models are presented in section ‘Model construction for Alternative

Attributes Sets (AAS)’). Then we select the best model among FS models and the

best model among AASA models.

We found that the best AASA model is usually much better than the best FS

model. In most cases the best AASA model is ensemble model for first or sec-

ond kind AAS. It means that AASA can play a great role to create most accurate

model because they can significantly improve accuracy. For example, for drug

consumption database, ensemble model for heroin consumption for the first kind

AAS for ES is much better than the best FS model. This ensemble model uses

eight features and has sensitivity 71.23% and specificity 72.15% while the best FS

model has sensitivity 73.11% and specificity 69.99% (see Table 5.10). The best FS

model for ecstasy consumption contains seven features. This model has sensitiv-
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ity 74.83% and specificity 74.52%. The best AASA model for ecstasy consumption

is ensemble model for the first kind AAS for BFS. This ensemble model contains

four features instead of seven and has sensitivity 74.97% and specificity 74.78%

(see Table 5.11).

For USA president election database we found that four features of the 12 are

enough to achieve high accuracy in prediction of the USA president elections.

The best minimal model for ES and LR contains four features. This result was

reproduced by several classifiers. The best ES model contains five features and

has 100% sensitivity and 100% specificity. This FS model is completely included

by the second kind AAS ensemble model for FFS which contains seven features

and has the same accuracy.

On the other hand, for breast cancer problems ensemble model also improved ac-

curacy. Ensemble model for the first kind AAS for FFS is better than the best FFS

model, but contains 19 features instead of 9. LR ensemble model for the first kind

AAS for FFS has sensitivity 98.04% and specificity 98.11%. This accuracy is much

better than the 97.3% accuracy based on the best single-plane diagnostic classifier

based on features mean texture, the worst area, and the worst smoothness which

is obtained by [61]. Our study shows that the best LR minimal model for FFS

contains 3 of the 30 features: mean concave points, worst area, and worst tex-

ture. This model has sensitivity 95.80% and specificity 96.23%. This accuracy is

considerably better than 89% accuracy of model based on individual cell analysis

which is obtained by [62] and than 96.2% of the LR cross validated classification

accuracy which is obtained by [61] for three other features: worse radius, worse

texture, and worse concave points.

1.11 Thesis Outline

We organize the thesis as follows:

• Chapter 1
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In this chapter, we explain the notion of drug use and which personality

traits we use to analyse the predisposition to use of drugs. We also review

some previous pertinent results, describe the problems which we aim to

solve, and briefly outline the answer. We review of feature selection prob-

lem and we study how to use redundant and alternative input features for

the apply data set and analysis the classification methods of several classical

benchmarks and briefly outline the answer.

• Chapter 2

In this chapter, we present data, describing the attributes we measure, and

the method of data collection. The Five factors model of personality is intro-

duced: Neuroticism, Extraversion, Openness to Experience, Agreeableness,

and Conscientiousness. The four different definitions of drug users we use

are based on recency of use: decade-based, year-based, month-based, or

week-based definitions. The numbers of users of 18 different psychoactive

substances for the four definitions of users in the database are presented.

We present two other available database used for AASA testing.

• Chapter 3

In this chapter, we review the used methods of data analysis, from elemen-

tary T-scores to non-linear Principal Component analysis (PCA), including

polychoric correlation, nonlinear CatPCA (Categorical Principal Compo-

nent Analysis), sparse PCA, method of principal variables, original ‘double’

Kaiser selection rule, k Nearest Neighbours for various distances, decision

tree with three split criteria (information gain, Gini gain or DKM gain), lin-

ear discriminant analysis, Gaussian mixture, probability density function

estimation by radial-basis functions, logistic regression, naïve Bayes ap-

proach, random forest, and criteria for selecting the best method. We briefly

identify how to use alternative attributes sets which can be useful to build a

good predictor. We review the used techniques to define weights of ensem-

ble models such as Nelder-Mead, Luus-Jaakola, Pattern search, and Linear
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Regression.

• Chapter 4

In this chapter, we evaluate the individual drug consumption risk sepa-

rately, for each drug and pleiad of drugs. We also analyse interrelations

between the individual drug consumption risks for different drugs. We use

several classification methods to predict the risk of drug consumption for

individuals. The objective of this chapter is to assess the potential effect of

personality traits, impulsivity, sensation-seeking, and demographic data on

drug consumption. This chapter has two purposes. Firstly, to identify the

association of personality profiles (i.e. NEO-FFI-R) with drug consumption.

Secondly, to predict the risk of drug consumption for each individual ac-

cording to their personality profiles. We found the best classifiers and most

significant predictors for each individual drug. We found three groups of

drugs with highly correlated use and introduce three correlation pleiades.

For each pleiad, the central element is clearly identified. We evaluate the

individual risk of drug consumption separately, for pleiad of drugs. The

best robust classifiers and most significant predictors are found for use of

pleiades of drugs. We illustrate all the analysis and results by many possi-

ble ways to solve drug consumption problems. The risk map technology is

developed for the visualization of the probability of drug consumption.

• Chapter 5

In this chapter, we introduce the concept of creation of more robust clas-

sifier on base of AASA. We study how to use redundant and alternative

input features for applied data set and analyse many classification methods

of several classical benchmarks. We develop a methodology for selection

of several kinds of alternative sets of attributes and usage of all these sets

together. AASA can find several different sets of relevant attributes such

that each set can be used to solve original problem separately. Such set with

fitted model is called AAS. AAS notion is based on the notion of minimal
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attribute set. In this study for selection AAS we use the six classifiers.

• Chapter 6

This is the final chapter and it discusses all the results presented in this

thesis.

The results have been presented at the following conferences:

1. Conference of the International Federation of Classification Societies,

University of Bologna, 8th July 2015. The Five Factor Model of person-

ality and evaluation of drug consumption risk.

2. European Conference on Data Analysis, University of Essex, 2nd Septem-

ber 2015. Evaluation of Risk of Drug Consumption.

and partially published in

1. Fehrman E, Muhammad AK, Mirkes EM, Egan V, Gorban AN. The Five

Factor Model of personality and evaluation of drug consumption risk.

ArXiv preprint arXiv, 2015. https://arxiv.org/abs/1506.06297.

2. Fehrman E, Muhammad AK, Mirkes EM, Egan V, Gorban AN. The Five

Factor Model of personality and evaluation of drug consumption risk.

In Francesco Palumbo et al. (eds.), Data Science, Studies in Classifica-

tion, Data Analysis, and Knowledge Organization, Springer, 2017, pp.

215–226. http://doi.org/10.1007/978-3-319-55723-6_18.

3. Fehrman E, ..., Muhammad AK. Personality Traits and Drug Consump-

tion: A Story Told by Data. Springer, 2018, to be published (accepted).
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CHAPTER 2

Data

2.1 Database

In this study the main database used was collected by Elaine Fehrman between

March 2011 and March 2012. In January 2011, the research proposal was ap-

proved by the University of Leicester’s Forensic Psychology Ethical Advisory

Group, and subsequently received strong support from the University of Leices-

ter School of Psychology’s Research Ethics Committee (PREC).

The data are available online [3]. An online survey tool from Survey Gizmo

[63, 64] was employed to gather data which maximised anonymity, this being

particularly relevant to canvassing respondents’ views, given the sensitive na-

ture of drug use. All participants were required to declare themselves at least 18

years of age prior to informed consent being given.

The study recruited 2051 participants over a 12-month recruitment period. Of

these people, 166 did not respond correctly to a validity check built into the mid-

dle of the scale, so were presumed to be inattentive to the questions being asked.

Nine of these were also found to have endorsed use of a fictitious recreational

drug, which was included precisely to identify respondents who over-claim, as

have other studies of this kind [65]. This led a useable sample of 1885 participants

(male/female = 943/942).
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The snowball sampling methodology was implemented. Snowball sampling may

be described as a special technique for finding research respondents [66]. One

subject links the researcher to another subject, who in turn provides the link to a

third, and so on.

This strategy is a tool to overcoming the problems associated with sampling con-

cealed populations such as the criminal and the isolated. Snowball sampling

belongs to a wider set of link-tracing methodologies which aims to utilize the

social networks of identified respondents to provide a researcher with an ever-

expanding set of potential contacts. This approach is based on the assumption

that a ‘path’ of links exists between the initial sample and others in the same

target group.

Snowball sampling is used for two primary purposes. Firstly, as an ’informal’

method to reach a target population. Secondly, it is applied as a more formal

methodology for making inferences about a population of individuals who have

been difficult to enumerate through by the classical survey methods. This ap-

proach has enabled access to previously hidden populations. Members of such

populations may be involved in activities that are considered deviant, such as

drug taking, making them reluctant to take part in more formalised studies.

Snowball samples have well-known deficiencies, the principle one being that of

representativeness. Most snowball samples are biased because the participants

are dependent on the subjective choices of the respondents first accessed and

on the structure of their links. This problem may be partially resolved, through

the generation of large samples and by the replication of results (’restarting’ of

snowballs). Statistical analysis of snowball samples is widely studied [67].

Snowball sampling is now a standard tool for analysis of drug-using popula-

tions [68–70]. In this study, this methodology recruited a primarily (93.7%) native

English-speaking sample, with participants from the UK (1044; 55.4%), the USA

(557; 29.5%), Canada (87; 4.6%), Australia (54; 2.9%), New Zealand (5; 0.3%) and

Ireland (20; 1.1%). A total of 118 (6.3%) came from a diversity of other countries,
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Table 2.1. Country of residence and ethnicity composition
Country of residence Ethnicity

Country # Fraction Cultural background # Fraction
Australia 54 2.9% Asian 26 1.4%
Canada 87 4.6% Black 33 1.8%
New Zealand 5 0.3% Mixed- Black Asian 3 0.2%
Other (please state) 118 6.3% Mixed- White Asian 20 1.1%
Republic of Ireland 20 1.1% Mixed- White Black 20 1.1%
UK 1044 55.4% Other (please state) 63 3.3%
USA 557 29.5% White 1720 91.2%

none of whom individually met 1% of the sample or did not declare the country of

location. Further optimizing anonymity, persons reported their age band, rather

than their exact age; 18-24 years (643; 34.1%), 25-34 years (481; 25.5%), 35-44 years

(356; 18.9%), 45-54 years (294; 15.6%), 55-64 (93; 4.9%), and over 65 (18; 1%). This

indicates that although the largest age cohort band was the 18 to 24 range, some

40% of the cohort was 35 or above, which is an age range often missed in studies

of this kind. Table 2.1 shows country of residence and ethnicity composition.

The sample recruited was highly educated, with just under two thirds (59.5%)

educated to, at least, degree or professional certificate level: 14.4% (271) reported

holding a professional certificate or diploma, 25.5% (481) an undergraduate de-

gree, 15% (284) a master’s degree, and 4.7% (89) a doctorate. Approximately

26.8% (506) of the sample had received some college or university tuition al-

though they did not hold any certificates; lastly, 13.6% (257) had left school at

the age of 18 or younger.

Participants were asked to indicate which racial category was broadly represen-

tative of their cultural background. An overwhelming majority (91.2%; 1720)

reported being white, 1.8% (33) stated they were Black, and 1.4% (26) Asian. The

remainder of the sample (5.6%; 106) described themselves as ‘Other’ or ‘Mixed’

categories. This small number of persons belonging to specific non-white ethnic-

ities precludes any analyses involving racial categories (See Table 2.2).
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Table 2.2. The age bands and education level
Age Education

Age band Cases Fraction Education level Cases Fraction
18-24 643 34.1% Left school before 16 years 28 1.5%
25-34 481 25.5% Left school at 16 years 99 5.3%
35-44 356 18.9% Left school at 17 years 30 1.6%
45-54 294 15.6% Left school at 18 years 100 5.3%
55-64 93 4.9% Some college or university, no

certificate or degree
506 26.8%

65+ 18 1.0% Professional certificate/
diploma

271 14.3%

University degree 480 25.5%
Master’s degree 284 15.0%
Doctorate degree 89 4.7%

2.2 Personality measurements

In order to assess the personality traits of the sample, the Revised NEO Five-

Factor Inventory (NEO-FFI-R) questionnaire was employed [20]. The NEO-FFI-R

is a highly reliable measure of basic personality domains; internal consistencies

are 0.84 (N); 0.78 (E); 0.78 (O); 0.77 (A), and 0.75 (C) [71]. The scale is a 60-item

inventory comprised of five personality domains or factors. The NEO-FFI-R is

a shortened version of the Revised NEO-Personality Inventory (NEO-PI-R) [20].

The five factors are: N, E, O, A, and C with 12 items per domain.

All of these domains are hierarchically defined by specific facets [72]. Egan et

al [41] observe that the score for the O and E domains of the NEO-FFI instrument

are less reliable than for N, A, and C. The personality traits are far from being

independent. They are correlated, with higher N being associated with lower E,

lower A and lower C, and higher E being associated with higher C (see Table 2.3

for more details).

In this study, participants were asked to read the 60 NEO-FFI-R statements and

indicate on a five-point Likert–type scale how much a given item applied to them

(i.e. 0 = ‘Strongly Disagree’, 1 = ‘Disagree’, 2 = ‘Neutral’, 3 = ‘Agree’, to 4 =

‘Strongly Agree’).

We expected that drug usage would be associated with high N, and low A and

C. Symbolically, we depict this profile as N⇑, A⇓ and C⇓. This combination was
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Table 2.3. Pearson’s correlation coefficients (PCC) between NEO-FFI trait scores
for a large British sample, n = 1025 [41]; the p-value is the probability
of observing by chance the same or greater correlation coefficient if
the data are uncorrelated

N E O A C
N −0.40** 0.07* −0.22** −0.36**
E −0.40** 0.16** 0.22** 0.30**
O 0.07* 0.16** 0.08* −0.15**
A −0.22** 0.22** 0.08* 0.13**
C −0.36** 0.30* −0.15** 0.13**

∗p < 0.02, **p < 0.001

observed for various types of psychopathy and deviant behavior, for example, in

analysis of the ‘dark triad’ of personality: Machiavellianism, Narcissism and Psy-

chopathy [73].

• Machiavellianism refers to interpersonal strategies that advocate self-interest,

deception and manipulation. A questionnaire MACH-IV is now the most

widely used tool to measure MACH, the score of Machiavellianism [74].

Persons high in MACH are likely to exploit others and less likely to be con-

cerned about other people beyond their own self-interest.

• The concept of narcissism comes from the Greek myth of Narcissus who

falls in love with this own reflection. Formalised in psychodynamic theory,

it describes a pathological form of self-love. One commonly used opera-

tional definition of Narcissism is based on the Narcissistic Personality Inven-

tory, that measures persistent attention seeking, extreme vanity, excessive

self-focus, and exploitativeness in interpersonal relationships. It comprises

four factors: Exploitativeness/Entitlement, Leadership/Authority, Superi-

ority/Arrogance and Self-Absorption/Self-Admiration [75].

• Levenson’s self-report measure of psychopathy measure two facets of psy-

chopathy. Factor 1 reflects primary psychopathy (e.g., selfishness, callous-

ness, lack of interpersonal affect, superficial charm and remorselessness),

and Factor 2 measures anti-social lifestyle and behaviours, and is akin to

secondary psychopathy (excessive risk-takers who exhibit usual amounts of
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Table 2.4. PCC between NEO-FFI trait scores and the ‘dark triad’ scores (n=82).
PP stands for primary psychopathy, SP for secondary psychopathy, M
for Machiavellianism, and Nar for narcissism scores.

N E O A C
PP 0.30*** 0.08 −0.21* −0.43*** −0.21*
SP 0.47*** 0.04 −0.21* −0.23** −0.19*
M 0.38*** −0.13 −0.17 −0.41*** −0.27**

Nar −0.10 0.10 0.10 −0.43*** −0.24**
*p < 0.1, **p < 0.05, ***p < 0.01

stress and guilt).

Analysis of the ‘dark triad’ of personality exclaim showed [73] that N was pos-

itively associated with psychopathy and Machiavellianism (Table 2.4), the dark

dimension of personality can be described in terms of low A, whereas much of

the anti-social behaviour in normal people appears underpinned by high N and

low C.

The so-called ‘negative urgency’ is the tendency to act rashly when distressed, and

is also characterized by high N, low C, and low A [76]. Negative urgency pre-

dicted alcohol dependence symptoms in disordered women, drinking problems

and smoker status in pre-adolescents, and aggression, risky sex, illegal drug use,

drinking problems, and disordered behavior in college students.

Thus, the hypothesis about the personality profile N⇑, A⇓ and C⇓ for drug users

has solid background. We validated this hypothesis on the data and found, in-

deed, that for some groups of drug users it holds true. For example, for heroin

and methadone users we found this classical combination. At the same time,

we found various deviations from this profile for other drugs. For example, for

groups of recent LSD users (used less than a year ago, or used less than a month

ago, or used less than a week ago) N does not deviate significantly from the mean

but O and C do: O⇑, C⇓. In this work we suggest also that O is higher for many

groups of drug users. Detailed profiles of all groups of users are presented in

Appendix C.

The second measure used was the Barratt Impulsiveness Scale (BIS-11) [38]. BIS-
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11 is a 30-item self-report questionnaire, which measures the behavioural con-

struct of impulsiveness, and comprises three subscales: motor impulsiveness, at-

tentional impulsiveness, and non-planning. The ‘motor’ aspect reflects acting

without thinking, the ‘attentional’ component, poor concentration and thought

intrusions, and the ‘non-planning’, a lack of consideration for consequences [77].

The scale’s items are scored on a four-point Likert-type scale. This study modi-

fied the response range to make it compatible with previous related studies [78].

A score of five usually connotes the most impulsive response although some

items are reverse-scored to prevent response bias. Items are aggregated, and

the higher the BIS-11 scores are, the higher the impulsivity level [79] is. BIS-11

is regarded a reliable psychometric instrument with good test-retest reliability

(Spearman’s rho is equal to 0.83) and internal consistency (Cronbach’s alpha is

equal to 0.83 [38, 77]).

Impulsivity has been shown to predict aggression and heavy drinking [80]. Poor

social problem solving has been identified as a potential mediating variable be-

tween impulsivity and aggression. It is likely that the cognitive and behavioural

features of impulsivity militate against the acquisition of good social problem-

solving skills early in life and that these deficits persist into adulthood, increasing

the likelihood of interpersonal problems.

The third measurement tool employed was the Impulsiveness Sensation-Seeking

(ImpSS). Although the ImpSS combines the traits of impulsivity and sensation-

seeking, it is regarded as a measure of a general sensation-seeking trait [39].

The scale consists of 19 statements in true-false format, comprising eight items

measuring impulsivity (Imp), and 11 items gauging sensation-seeking (SS). The

ImpSS is considered a valid and reliable measure of high risk behavioural corre-

lates such as, substance misuse [81].

We call this dataset ‘Drug consumption’(psychology, which is presented in [2,3]).

‘Drug consumption’ dataset is used as one of the dataset for AASA applications.
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Table 2.5. The statistics of output feature
Original categories

Targets Never Used over Used in Used in Used in Used in Used in
used a decade last last last last last

ago decade year month week day
Alcohol 34 34 68 198 287 759 505
Amphetamines 976 230 243 198 75 61 102
Amyl nitrite 1305 210 237 92 24 14 3
Benzodiazepines 1000 116 234 236 120 84 95
Cannabis 413 207 266 211 140 185 463
Chocolate 32 3 10 54 296 683 807
Cocaine 1038 160 270 258 99 41 19
Caffeine 27 10 24 60 106 273 1385
Crack 1627 67 112 59 9 9 2
Ecstasy 1021 113 234 277 156 63 21
Heroin 1605 68 94 65 24 16 13
Ketamine 1490 45 142 129 42 33 4
Legal highs 1094 29 198 323 110 64 67
LSD 1069 259 177 214 97 56 13
Methadone 1429 39 97 149 50 48 73
MMushrooms 982 209 260 275 115 40 4
Nicotine 428 193 204 185 108 157 610
VSA 1455 200 135 61 13 14 7
Semeron 1877 2 3 2 1 0 0

2.3 Drugs and categories of users

Participants were questioned concerning their use of 18 legal and illegal drugs

(alcohol, amphetamines, amyl nitrite, benzodiazepines, cannabis, chocolate, co-

caine, caffeine, crack, ecstasy, heroin, ketamine, legal highs, LSD, methadone,

magic mushrooms, nicotine and VSA) and one fictitious drug (semeron) which

was introduced to identify over-claimers. There are 19 target features (output

feature). Four target features correspond to legal drugs: alcohol, caffeine, nico-

tine, and chocolate. Semeron is non-existent drug and all results for this drug can

be interpreted as prediction the tendency to over-claim. Statistic of all 19 target

features is presented in Table 2.5. The non-existent drug semeron has eight users.

This value is less than 0.5% of total number of records. Since drug semeron is

not existing, availability of users provide us to estimate level of lie as 0.5%. We

exclude semeron for further study by this reason. It means, for further study we

have to use 18 drugs.

It was recognised at the outset of this study that drug use research regularly (and
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Figure 2.1. Categories of drug users. Categories with green background always
correspond to drug non-users. Four different definitions of drug
users are presented.
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Figure 2.2. Classes of drug users.

spuriously) dichotomises individuals as users or non-users, without due regard

to their frequency or duration/desistance of drug use [82]. In this study, finer

distinctions concerning the measurement of drug use have been deployed, due

to the potential for the existence of qualitative differences between individuals

with different usage levels. In relation to each drug, respondents were asked to

indicate if they never used this drug, used it over a decade ago, or in the last

decade, year, month, week, or day. This format captured the breadth of a drug-

using career, and the specific recency of use. Different categories of drug users

are depicted in Fig 2.1.

Analysis of the classes of drug users shows that part of the classes are nested:

participants which belong to the category ‘Used in last day’ also belong to the

categories ‘Used in last week’, ‘Used in last month’, ‘Used in last year’ and ‘Used

in last decade’. There are two special categories: ‘Never used’ and ‘Used over a
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decade ago’ (see Fig 2.2). The data does not contain a definition of the users and

non-users groups. Formally only a participant in the class ‘Never used’ can be

called a non-user, but it is not a seminal definition because a participant who used

a drug more than decade ago cannot be considered a drug user for most applica-

tions. There are several possible way to discriminate participants into groups of

users and non-users for binary classification:

1. Two isolated categories (‘Never used’ and ‘Used over a decade ago’) are

placed into the class of non-users with a green background in Fig 2.1, and

all other categories into the class ‘users’ as the simplest version of binary

classification. This classification problem is called ‘decade-based’ user/non-

user separation.

2. The categories ‘Used in last decade’, ‘Used over a decade ago’ and ‘Never

used’ are merged to form a group of non-users and all other categories are

placed into the group of users. This classification problem is called ‘year-

based’.

3. The categories ‘Used in last year’, ‘Used in last decade’, ‘Used over a decade

ago’ and ‘Never used’ are combined to form a group of non-users and all

three other categories are placed into the group of users. This classification

problem is called ‘month-based’.

4. The categories ‘Used in last week’ and ‘Used in last day’ are merged to form

a group of users and all other categories are placed into the group of non-

users. This classification problem is called ‘week-based’.

We begin this analysis from the decade-based user/non-user separation because

it is a relatively well-balanced classification problem, that is, there are sufficiently

many users in the united group ‘Used in last decade-year-month-week-day’ for

all drugs in the database. If the problem is not directly specified then it is the

decade-based classification problem. We also perform analysis for the year-,

33



DRUGS AND CATEGORIES OF USERS

Table 2.6. The number and fraction of drug users
Drug User definition based on

Decade Year Month Week
Alcohol 1817; 96.39% 1749; 92.79% 1551; 82.28% 1264; 67.06%
Amphetamines 679; 36.02% 436; 23.13% 238; 12.63% 163; 8.65%
Amyl nitrite 370; 19.63% 133; 7.06% 41; 2.18% 17; 0.90%
Benzodiazepines 769; 40.80% 535; 28.38% 299; 15.86% 179; 9.50%
Cannabis 1265; 67.11% 999; 53.00% 788; 41.80% 648; 34.38%
Chocolate 1850; 98.14% 1840; 97.61% 1786; 94.75% 1490; 79.05%
Cocaine 687; 36.45% 417; 22.12% 159; 8.44% 60; 3.18%
Caffeine 1848; 98.04% 1824; 96.76% 1764; 93.58% 1658; 87.96%
Crack 191; 10.13% 79; 4.19% 20; 1.06% 11; 0.58%
Ecstasy 751; 39.84% 517; 27.43% 240; 12.73% 84; 4.46%
Heroin 212; 11.25% 118; 6.26% 53; 2.81% 29; 1.54%
Ketamine 350; 18.57% 208; 11.03% 79; 4.19% 37; 1.96%
Legal highs 762; 40.42% 564; 29.92% 241; 12.79% 131; 6.95%
LSD 557; 29.55% 380; 20.16% 166; 8.81% 69; 3.66%
Methadone 417; 22.12% 320; 16.98% 171; 9.07% 121; 6.42%
MMushrooms 694; 36.82% 434; 23.02% 159; 8.44% 44; 2.33%
Nicotine 1264; 67.06% 1060; 56.23% 875; 46.42% 767; 40.69%
VSA 230; 12.20% 95; 5.04% 34; 1.80% 21; 1.11%

month-, and week-based user/non-user separation. It is useful to group drugs

with highly correlated usage for this purpose (see Section ‘Pleiades of drugs’).

The proportion of drug users among all participants is different for different

drugs and for different classification problems. The data set comprises 1885 indi-

viduals without any missing data. Table 2.6 shows the percentage of drug users

for each drug and for each problem in the database. It is necessary to mention

that the sample is intentionally biased to a higher proportion of drug users. This

means that for the general population the fraction of an illegal drug users is ex-

pected to be significantly lower [83]. The standard problem of online surveys is

the unintentional biasing of samples [84]. We return to this problem in the next

chapter.
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2.4 Data sets for AASA testing

We applied AASA for three real life datasets which have different number of

records and different dimensions and are taken from different application areas:

• ‘Drug consumption’(psychology, [2, 3]). Detailed description of this dataset

is provided in ‘Database’ section. Required accuracy for this database is

65%.

• ‘USA president elections’ (politics, [4]). This database contains 31 instances

and 12 Boolean features. This dataset describes results of elections of the

USA president for period from 1860 through 1980. The 12 input features

are answers for the questions which concern the political, economic, social

conditions of the country, and candidates themselves. List of questions is

presented in Appendix D.2. Detailed description of this data set is provided

in [4, 169]. Required accuracy for this database is 75%.

• ‘Breast cancer’ (medicine, [5]. This dataset contains 569 observation of found

needle aspirates of breast cancer. There are 10 measurements which com-

puted for each nucleus: radius, texture, perimeter, area, smoothness, com-

pactness, concavity, concave points, symmetry, and fractal dimension. The

mean value, worst (mean of the three largest value), and standard error of

each measurement are computed for each observation. As a result, there are

30 input features. Detailed description of this data set is provided in [5, 61]

. Required accuracy for this database is 95%.
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CHAPTER 3

Materials and Methods of Data

Analysis

3.1 T–scores

Transformation of all scores to T-scores is a standard normalization procedure.

The raw score for each factor of the NEO-FFI-R is converted into a T-Score based

on normative data [37]:

T-score = 10
[

Raw score − Normative mean score
Normative standard deviation

]
+ 50 (3.1.1)

It is highlighted below that the sample in this study deviates from the population

norm in the same direction as drug users deviate from sample mean (see Ta-

ble 4.6). However, the deviances of mean of users groups are different for differ-

ent drugs. Therefore, it is convenient to study deviations of users and non-users

from the sample mean. We introduce sample based T-score for this purpose.

T-scoresample is introduced for improving the visibility and simplicity of a compar-

ison and is calculated using equation (3.1.2). The resulting T-scoresample contains

a mean of 50 and a standard deviation of 10.
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T-scoresample = 10
[

Raw score − Sample mean score
Sample standard deviation

]
+ 50 (3.1.2)

Usually, the T-score is categorized into five categories to summarise an individ-

ual’s personality score concerning each factor. The interval 20-35 indicates very

low scores. The interval 35-45 indicates low scores. The interval 45-55 indicates

average scores. The interval 55-65 indicates high scores. The interval 65-80 in-

dicates very high scores. This study considers the mean T-scoresample for two

groups (users and non-users) instead of each individual’s score. A subdivision

of the T-scoresample interval is introduced as follows: the interval 44-49 indicates

moderately low scores (−), the interval 49-51 indicates neutral scores (0), and the

interval 51-56 indicates moderately high scores (+).

The unification of the mean and variance of the T-scoresample for all factors sim-

plifies comparisons of groups (both users and non-users) for each drug. Any

differences between the mean T-scoresample for groups of users and non-users is

usually used as a measure of the groups’ dissimilarity in scores. The NEO-FFI-R

scores for groups of users and non-users for each drug were represented by the

mean T-scoresample of these groups for each factor. A t-test is employed to esti-

mate the significance of the differences between the mean T-scoresample for groups

of users and non-users for each NEO-FFI-R factor and each drug. In this t-test, a

p-value is a probability of observing by chance the same or a greater difference

of mean for two samples with the same mean. The 90% level is chosen to select

significant differences. The analysis was performed using SAS 9.4.

3.2 Input feature transformation

There are many data mining methods to work with continuous data. It is neces-

sary to quantify all categorical features to use these methods especially for fea-

tures with many levels. To apply logistic regression to these data with categorical

features and corresponding coefficients, we have to use dummy coding directly
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or indirectly. In this case we have n − 1 coefficients for a feature with n levels,

meaning that we fit logistic regression in a 250 dimensional space (age contains

six levels, Gndr contains two levels, education contains nine levels, country con-

tains seven levels, ethnicity contains seven levels, N score contains 49 levels, E

score contains 42 levels, O score contains 35 levels, A score contains 41 levels, C

score contains 41 levels, impulsivity contains 10 levels, and SS contains 11 levels:

5 + 1 + 8 + 6 + 6 + 48 + 41 + 34 + 41 + 41 + 9 + 10 = 250). After quantification we can

fit a logistic regression model in a 12 dimensional space. This means that feature

quantification can be used as an effective dimensionality reduction method.

3.2.1 Principal Component Analysis – PCA

Karl Pearson [92] invented PCA as a method for approximation of data sets by

straight lines and lower-dimensional planes (Fig. 3.1). The Unexplained Variance

is the quadratic error of PCA, that is the sum of the squared distances from the

data points to the approximating low-dimensional plane or line. The Explained

Variance is the variance of the orthogonal projections of the data on the approxi-

mating line or plane. The Fraction of Variance Unexplained (FVU) is the ratio of the

unexplained sample variance to the total sample variance. The Fraction of Variance

Explained, otherwise known as the Coefficient of Determination R2 is 1−FVU.

PCA is equivalent to spectral decomposition of the sample covariance matrix (or

to the singular value decomposition (SVD) of the data matrix). The eigenval-

ues λi of the sample covariance matrix are real and non-negative. Let us order

them by size in descending order: λ1 ≥ λ2 ≥ . . . ≥ λn, (n is the dimension

of the data space) and choose a corresponding orthonormal basis of eigenvec-

tors: w1, w2, . . . , wn. These eigenvectors are called the Principal Components (PC

for short), and the best approximation of data by a k-dimensional plane is given

by the first k PCs via the formula

x− x̄ ≈
k

∑
i=1

wi(wi, x− x̄), (3.2.1)
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Figure 3.1. Pearson’s illustration of PCA definition [92]. Pi are data points, pi
are their distances to the approximating line. The best
approximation problem is UV= ∑i p2

i → min

where (wi, x) is the inner product. For this approximation, FVU= ∑j>k λj. Usu-

ally, PCA is applied after normalization and centralization to z-scores. The sam-

ple covariance matrix for z− scores is the PCC (correlation) matrix.

For applications, there exists a crucial question without a definite theoretical an-

swer: how do we select k? That is, how many PCs should be used in our approx-

imation? There are several popular heuristic rules for component retention [93].

The most celebrated of them is Kaiser’s rule: retain PCs with λi above the average

value of λ [93,94]. The trace of a matrix A is the sum of its diagonal elements, and

we denote this by tr A. We note that the average λ is 1
n tr Q = 1

n ∑i s2
i , where Q is

the sample covariance matrix, and s2
i is the sample variance of the ith attribute.

For the PCC matrix, the average λ is 1 because rii = 1, and Kaiser’s rule is: retain

PCs with λ > 1.

Various approaches to PCA were discussed in [123, 124]. There are several di-

rections for generalisation of PCA: nonlinear PCA [91, 122, 123], branching PCA

[90, 121], nonlinear PCA with categorical variables [88]. Different norms for ap-

proximation errors have been employed instead of quadratic FVU [125–128].
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3.2.2 Ordinal feature quantification

One of the widely used techniques to analyse ordinal data is the calculation of

polychoric correlation [86, 87]. The matrix of polychoric coefficients is used fur-

ther to calculate principal components (PCs), etc. The technique of polychoric

correlation is based on the assumption that values of ordinal features result from

the discretization of continuous random values with fixed thresholds. Further-

more, these latent continuous random values follow a normal distribution. Un-

fortunately, the polychoric correlation technique has two drawbacks: it defines

the thresholds of discretization but not the values for each category, and the de-

fined thresholds differ for different pairs of attributes.

Consider the ordinal feature o with categories o1,o2,. . . ,ok and with number of

cases ni of category oi. The empirical estimation of the probability of category oi is

pi = ni/N, where N = ∑ ni. The sample estimation of thresholds are evaluating

as:

ti = ϕ−1

(
i

∑
j=1

pj

)
, (3.2.2)

where ϕ is cumulative distribution function for standard normal distribution.

The simplest method of the ordinal feature quantification is to use the thresh-

olds (3.2.2) and select the ‘average’ value in each interval. There are several vari-

ants of the ‘average’ value. In this study we use the value with average prob-

ability: if thresholds ti−1 and ti define the interval of category oi, then average

probability for this interval is

qi = ϕ−1

(
i−1

∑
j=1

pj +
pi

2

)
(3.2.3)

The polychoric coefficients, calculated on base of quantification (3.2.3), have less

likelihood than the polychoric coefficients calculated by using the maximum like-

lihood approach. The merit of this approach is the usage of the same thresholds
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The first principal component

T
he

 s
ec

on
d 

pr
in

ci
pa

l c
om

po
ne

nt

-0.4

-0.2

0

0.2

0.4

-0.6 -0.3 0 0.3 0.6 0.9

Australia Canada

New Zealand Other

UK

USA Republic of Ireland

The best line

Figure 3.2. Nominal feature ‘Country’ quantification

for all pairs of attributes and explicit formula for calculating the categories’ val-

ues.

3.2.3 Nominal feature quantification

We cannot use the techniques described above to quantify nominal features such

as Gndr, country of location and ethnicity because the categories of these features

are unordered. To quantify nominal features we implemented the technique of

nonlinear CatPCA (Categorical Principal Component Analysis) [88]. This proce-

dure includes four steps (Algorithm 1).

Algorithm 1 Nominal feature quantification

1: Exclude nominal features from the set of input features and calculate the in-
formative PCs [89–92] in the space of retained input features. To select infor-
mative components we use Kaiser’s rule [93, 94].

2: for each nominal feature do
3: Calculate the centroid of each category in projection on selected PCs.
4: Calculate the first PC of centroids.
5: The numerical value for each category is the projection of its centroid on

this component.

The process of nominal feature quantification for the feature ‘country’ is depicted

in Fig 3.2. Fig 3.2 shows that points corresponding to the UK category are located

very far from any other points.
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As an alternative variant of nominal feature quantification we use dummy cod-

ing [95] of nominal variables: ‘country’ is transformed into seven binary fea-

tures with values 1 (if ‘true’) or 0 (if ‘false’): UK, Canada, USA, Other (coun-

try), Australia, Republic of Ireland and New Zealand; Ethnicity is transformed

into seven binary features: Mixed-White/Asian, White, Other (ethnicity), Mixed-

White/Black, Asian, Black and Mixed-Black/Asian.

3.2.4 Input feature ranking

In this study, we used three different techniques for input feature ranking. The

first technique was principal variables [96]. Principal variables are a set of input

features which explain the maximal fraction of the data variance. The main idea

of this approach is to select first the input feature which explains the maximal

fraction of the data variance, then select the next feature which together with the

previously selected features explains the maximal fraction of data variance, and

so on.

The second technique was double Kaiser’s selection. Calculate PCs and select in-

formative PCs by Kaiser’s rule [93, 94]. Kaiser’s rule states the all PCs which

correspond to eigenvalues greater than the average are informative and all other

PCs are uninformative. We apply the covariance based PCs: we evaluate PCs as

the normalized eigenvectors of the empirical covariance matrix. For them, the

Kaiser rule threshold is equal to the trace of the covariance matrix divided by the

number of attributes. The importance of an attribute is defined as the maximum

of the absolute value of the corresponding coordinates in the informative PCs. In

attribute selection we define the threshold of importance as the average value of

coordinate which is equal to 1/
√

n for a unit length vector, where n is the number

of attributes. If the attribute importance is greater than the threshold of impor-

tance for at least one informative PC then this attribute is informative. Otherwise,

the attribute is trivial. If there are trivial attributes then the worst attribute is the

attribute with minimal value of importance. We removed the worst attribute and
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repeated the procedure. This procedure stops if there are no trivial attributes.

This algorithm ranks attributes from worst to best.

The third technique was sparse PCA [97]. In this study, we used the simplest

thresholding sparse PCA. The searching for each sparse PC contains several steps

(Algorithm 2).

Algorithm 2 Search of sparse PC

1: Define the number of features n, variance of data σ2, the Kaiser threshold
for the components h = σ2/n and the Kaiser threshold for the coefficients
c = 1/

√
n.

2: Search for the usual PC and calculate the variance σ2
c explained by this com-

ponent. The iterative algorithm gives the PCs in descending order of σ2
c .

3: if σ2
c < h then

4: All the informative components are found. Remove the last component
and go to step 10.

5: Search the attribute with non-zero coefficients with least absolute value cmin.
6: if cmin > c then
7: There are no trivial attributes found. Go to step 9.
8: Set the value of the found coefficient to zero. Block changes to this attribute

coefficient and search the PC under this condition. Go to step 5.
9: Subtract the projection onto the found component from the data and go to

step 2.
10: Search the attributes with zero coefficients in each found component. These

attributes are trivial.
11: if there are trivial attributes then
12: Remove trivial attributes from the set of attributes and go to step 1.
13: else
14: Stop

3.3 Methods of classification and risk evaluation

In this study, we applied several classification methods which provide risk eval-

uation. Each of these classification methods covers various different algorithms.

We implemented this methods for such analysis with include some new idea for

that. The detailed description of these classical methods is presented in this sec-

tion. We provided some flowcharts for classification methods in Appendix A.
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Our goal is to select the best one for the given problem. Subsequently, the best

subset of input features should be chosen.

We used two general sets of input features. The first was the set of input features

after quantification described in the ‘Ordinal feature quantification’ Section and

in the ‘Nominal feature quantification’ Section. We called this set of feature ’orig-

inal’. It includes age, Gndr, education, N, E, O, A, C, Imp, and SS. The second

set was the set of projections of input features onto the first four PCs. This set of

input features we called ’projected’.

3.3.1 k Nearest Neighbours (kNN)

k-Nearest neighbor algorithm (kNN) is one of the supervised machine learning

algorithms that have been used in various implications in the fields of: data min-

ing, statistical pattern recognition and some others. kNN follows a method for

classifying objects based on closest training examples in the feature space.

The basic concept of kNN is the class of an object is the class of the majority of

its k nearest neighbours [98]. k is always a positive integer. The neighbors are

selected from a set of objects for which the correct classification is known. This

algorithm is very sensitive to distance definition. There are several commonly

used variants of distance for kNN: Euclidean distance; Minkovsky distance; and

distances calculated after some transformation of the input space.

In this study, we used three distances: the Euclidean distance, the Fisher’s trans-

formed distance [99] and the adaptive distance [100]. Moreover, we used a weighted

voting procedure with weighting of neighbours by one of the standard kernel

functions [102].

Let us denote ith record of data base as xi =
(

xi
1, . . . , xi

s
)
, i = 1, 2, . . . , n where

s is the input vector dimension, i is the number of record. Class of point xi is

c(xi). Set of all records in training is T. y = (y1, . . . , ys) is the test point, point

class of which would be defined. k is the number of voters (nearest neighbours).
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k NEAREST NEIGHBOURS (kNN)

kw is the number of records, which used in distance transformation procedure.

Kw is the set of records, which used in distance transformation procedure, Kw =

{j1, K, jkw}.

Euclidean distance This is a classical calculation. There are no distance trans-

formations. Euclidean distance is defined by the formula:

di = d
(

xi, y
)
= ∥xi − y∥ =

√
s

∑
i=1

(
xi

l − yl

)
,

Set of nearest neighbours is formed by the rule:

Kw = Sel
(

T, y, k, d
)

where function Sel selects in the training set T k nearest neighbours of test point

y with respect to distances d.

Fisher transformed distance The main idea of this method is the non-equivalence

of directions for classification. The set of wide neighbours is defined by formulas

Kw = Sel
(

T, y, kw, d
)

(3.3.1)

The best direction separating two classes is calculated by Fisher discriminant. The

formula of the best direction is

ω =
(

Σc=1 + Σc=2

)−1(
µ(Kw1, 1)− µ(Kw2, 1)

)
,

where Σc=i is covariation matrix of ith class wide neighbours, upper index -1

means the matrix inverse operation.

Let define the Fisher’s distance as:

fi = |
(
ω, xi)− (ω, y

)
|
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where (a, b) is the inner product of vectors a and b. Using this new distance we

can select k nearest neighbours among wide neighbours:

K = Sel
(

Kw, y, k, f
)

.

Adaptive distance. kNN with adaptive distance was developed by Trevor Hastie

and Robert Tibshirani in 1996 [100]. The adaptive distance transformations algo-

rithm is described in [100]. In this application we implemented a more general-

ized version of the proposed algorithm. In the first step the set of wide neigh-

bours is defined by using Euclidean distance. The set of wide neighbours is se-

lected by the rule

Kw = Sel
(

T, y, kw, d
)

In the second step the matrix of distance transformation is defined. Let us con-

sider this process in detail. Define radius of set of wide neighbours as

D = max
i∈Kw

di

For each point from set of wide neighbours define weight

w
(

xi) = K
(
di/D

)
where K(x) is one of the statistics kernel functions [102]: uniform, triangle, Epanech-

nikov, quartic (biweight), tricube, triweight, Gaussian, and cosine.

Let us separate set Kw into two subsets by classes Kwj according the formula

Sj = {i : i ∈ S, c(xi) = j}, j = 1, 2

where S is a set, then |S| number of elements in the set and c(xi) is class of point

xi.
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Weighted means vector for set S and weights w(x) is calculated as by formula:

µ
(
S, w

)
=

∑i∈S xiw(xi)

∑i∈S w(xi)

and general weighted mean is also calculated by the same formula. Weighted

membership of subset S in set Q is calculated by the formula

π
(
S, Q

)
=

∑j∈S w(xi)

∑j∈Q w(xi)

Let B and W be the weighted between-class and within-class sum-of-square matri-

ces:

B = π
(
Kw1, Kw

)(
µ
(
Kw1, w

)
− µ

(
Kw, w

))(
µ
(
Kw1, w

)
− µ

(
Kw, w

))T

+π
(
Kw2, Kw

)(
µ
(
Kw2, w

)
− µ

(
Kw, w

))(
µ
(
Kw2, w

)
− µ

(
Kw, w

))T

and

W =
1

∑i∈Kw w(xi)

[
∑

i∈Kw1

w(xi)
(
xi − µ

(
Kw1, w

))(
xi − µ

(
Kw1, w

))T

+ ∑
i∈Kw2

w(xi)
(

xi − µ
(
Kw2, w

))(
xi − µ

(
Kw2, w

))T
]

where T is the matrix transposing symbol. New norm matrix is calculated by

formula

N = W−1BW−1 + ϵW−1

where ϵ is the softening parameter. In this application ϵ = 1 is used.

The third step of distance transformation is the calculating of the adaptive dis-

tance by the formula

αi =
√(

xi − y, N
(

xi − y
))

The last step is selecting the k nearest neighbours among instances of set Kw.
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The kNN algorithm is well known [98]. The adaptive distance transformation

algorithm is described in [100]. kNN with Fisher’s transformed distance is less

known. Algorithm of this method is presented in Algorithm 3. The following pa-

rameters are used: k is the number of nearest neighbours, K is the kernel function,

and k f is the number of neighbours which are used for the distance transforma-

tion.

Algorithm 3 kNN with Fisher’s transformed distance

1: Find the k f nearest neighbours of the test point.
2: Calculate the empirical covariance matrix of k f neighbours and Fisher’s dis-

criminant direction.
3: Find the k nearest neighbours of the test point using the distance along

Fisher’s discriminant direction among the k f neighbours found earlier.
4: Define the maximal distance from the test point to k neighbours.
5: Calculate the membership for each class as a sum of the points’ weights. The

weight of a point is the ratio: the value of the kernel function K of distance
from this point to the test point divided by the maximal distance defined at
step 4.

6: Drug consumption risk is defined as the ratio of the positive class member-
ship to the sum of memberships of all classes.

The adaptive distance version implements the same algorithm but uses another

transformation on step 2 and another distance on step 3 [100]. The Euclidean

distance version simply defines k f = k and omits steps 2 and 3 of algorithm. We

tested 1,683 million versions of the kNN models per drug, which differ by:

• The number of nearest neighbours, which varies between 1 and 30;

• The set of input features;

• One of the three distances: Euclidean distance, adaptive distance and Fisher’s

distance;

• The kernel function for adaptive distance transformation;

• The kernel functions for voting.

• Weight of class ‘users’ is varied between 0.01 and 5.0.
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3.3.2 Decision Tree (DT)

The decision tree is one of the most popular methods of data analysis [101]. It

was invented before the computer era for clarification of complex diagnosis and

decision making situations, in the form of a tree of simple questions and deci-

sions. We aim to solve the classification problem (user/non-user classification).

For this purpose, we consider a decision tree as a tool for combination of various

classifiers. Each elementary classifier can be thought of as a categorical variable

X (symptom) with several nominal values v1, . . . , vk. An elementary branching

divides the dataset (the root) into two subsets (the nodes, see Fig. 3.3). Per-

fect branching creates 0-1 frequencies, for example n11/N1 = n22/N2 = 1 and

n12 = n21 = 0. Such a perfect situation (errorless diagnosis by one feature) is not

to be expected. However, we can find the elementary classifier, which results in

the closest to the perfect classification. Then we can then iterate, i.e., approach

each node as a dataset and try all possible elementary classifiers, etc., until we

find a perfect solution, the solution cannot be improved, or the number of exam-

ples in a node becomes too small (which will lead to overfitting).

There are many methods for developing a decision tree [103–109], which dif-

fer depending on the method for selection of the best elementary classifier for

branching (Fig. 3.3), and by the stopping criteria. We have evaluated the best at-

tributes for branching using one of the following ‘gain’ functions: RIG, Gini gain,

and DKM gain. They are defined in a similar way below.

Consider one node (the root, Fig. 3.3) with N cases and the binary classification

problem. If the attribute X has c possible categorical values v1, . . . , vc then we

consider branching into c nodes. We use the following notation: Ni is the number

of cases with X = vi (i = 1, . . . , c), nij (i = 1, . . . , c, j = 1, 2) is a number of cases

of class j with X = vi.

For a vector of normalised frequencies f = ( f1, . . . , fk) three concave (‘Base’)

functions are defined:
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Figure 3.3. Elementary branching in a decision tree

• Entropy( f ) = −∑k
i=1 fi log2 fi;

• Gini( f ) = 1−∑k
i=1 f 2

i ;

• DKM( f ) = 2
√

f1 f2 (for k = 2).

The corresponding gain functions for branching are defined as

Gain = Base
(n1

N
,

n2

N

)
−

c

∑
i=1

Ni

N
Base

(
ni1

Ni
,

ni2

Ni

)
,

where Base( f ) is one of the functions Entropy, Gini, or DKM.

All of these Gain functions qualitatively measure the same thing: how far are dis-

tributions of nodes from the initial distribution of the root, and how close they are

to the perfect situation (when each node is strongly biased to one of the classes).

For a variety of reasons one might want to weight classes differently, for instance,

to reduce the impact of classes with many outliers. We need to multiply class

frequencies by weights and then to normalise by dividing by the sum of weights.

The branching with maximal Gain is considered as the best for a given criterion

function.

The set of elementary classifiers (attributes) may be large, and include all the

one-attribute classifiers with different thresholds, all linear discriminants, various

non-linear discriminant functions, or other classifiers like kNN, etc.

The specified minimal number of instances in a tree’s leaf is used as a criterion to
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stop node splitting; no leaf of the tree can contain fewer than a specified number

of instances.

We tested decision tree models, which differ by:

• The three split criterion (information gain, Gini gain or DKM gain);

• The use of the real-valued features in the splitting criteria separately, or in

linear combination by Fisher’s discriminant;

• The set of input features;

• The minimal number of instances in the leaf, which varied between 3 and

30;

• Weight of class ‘users’ that is varied.

There are several approaches to use real valued inputs in decision trees. A com-

monly used approach is the binning of real valued attributes before forming the

tree. In this study we implemented ‘on the fly’ binning: the best threshold is

searched in each node for each real valued attribute and then this threshold is

used to bin these feature in this node. The best threshold depends on the split

criteria used (information gain, Gini gain, or DKM gain).

Another possibility we employ is the use of Fisher’s discriminant to define the

best linear combination of the real valued features [99] in each node. Pruning

techniques are applied to improve the tree.

The specified minimal number of instances in the tree’s leaf is used as a criterion

to stop node splitting. Each leaf of the tree cannot contain fewer than a specified

number of instances.

Direct exhaustive search of the best decision tree can lead to the overfitiing and

‘overoptimism’. Special validation procedures are necessary. The standard LOOCV

meets well-known problems [117] because the topology of the tree may change

in this procedure. Special notions of stability and structural stability are needed.
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We return to this problem in more detail, after presentation of the classification

results (Section 4.11).

3.3.3 Linear Discriminant Analysis (LDA)

The first and the most famous tool of discriminant analysis is Fisher’s linear dis-

criminant [99], where a new attribute is constructed as a linear functional of the

given attributes, with the best classification ability. It is possible to calculate the

score (4.1.1) for values of any function. The linear function with the highest score

is a version of the Fisher’s linear discriminant.

We used Fisher’s linear discriminant for the binary version of the problem, to

separate users from non-users of each drug. We calculate the mean of the points

in the ith class, x̄i, and empirical covariance matrix of the ith class, Si, for both

classes (i = 1, 2). Then we calculate the discriminating direction as

ω = (S1 + S2)
−1 (x̄1 − x̄2) . (3.3.2)

Each point x is projected onto the discriminating direction by calculating the dot

product (ω, x). The threshold to separate two classes is calculated by finding the

maximum of relative information gain, Gini gain, or DKM gain.

In the study we have prepared linear discriminants for all possible selections of

the subset of input attributes, and selected the best set of inputs for each classi-

fication problem. we tested 8,192 LDA models per drug, which differ by one of

the three criteria (information gain, Gini gain or DKM gain) which were used to

define the threshold and the set of input features.

3.3.4 Gaussian Mixture (GM)

Gaussian mixture is a method of estimating probability under the assumption

that each category of a target feature has a multivariate normal distribution [110].

52



PROBABILITY DENSITY FUNCTION ESTIMATION (PDFE)

In each category we should estimate the empirical covariance matrix and invert

it. The primary probability of belonging to the ith category is:

pi(x) = p0
i (2π)−

k
2 |Si|−

1
2 exp

[
−1

2
(x− x̄i)

′S−1
i (x− x̄i)

]
where p0

i is a prior probability of the ith category, k is the dimension of the input

space, x̄i is the mean point of the ith category, x is the tested point, Si is the

empirical covariance matrix of the ith category and |Si| is its determinant. The

final probability of belonging to the ith category is calculated as

p f
i (x) = pi(x)/ ∑

j
pj(x).

The prior probabilities are estimated as the proportion of cases in the ith category.

We also used s varied multiplier to correct priors for the binary problem.

In the study, we tested Gaussian mixture models, which differ by the set of input

features and corrections applied to the prior probabilities.

3.3.5 Probability Density Function Estimation (PDFE)

We implemented the radial-basis function method [111] for probability density

function estimation [112]. The number of probability densities to estimate is equal

to the number of categories of the target feature. Each probability density func-

tion is estimated separately by using nonparametric techniques. The prior prob-

abilities are estimated from the database: pi = ni/N where ni is the number of

cases with i category of the target feature and N is the total number of cases in

the database.

We also use the database to define the k nearest neighbours of each data point.

These k points are used to estimate the radius of the neighbourhood of each point

as a maximum of the distance from the data point to each of its k nearest neigh-

bours. The centre of one of the kernel functions is placed at the data point [102].
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The integral of any kernel function over the whole space is equal to one. The

total probability of the ith category is proportional to the integral of the sum of

the kernel functions, which is equal to ni. The total probability of each category

has to be equal to the prior probability pi. Thus, the sum of the kernel functions

has to be divided by ni and multiplied by pi. This gives the probability density

estimation for each category.

We tested 426,000 versions of the PDFE models per drug, which differ by:

• The number of nearest neighbours (varied between 5 and 30);

• The set of the input features;

• The kernel function which was placed at each data points.

3.3.6 Logistic Regression (LR)

Logistic regression is a technique for analysing binary problem only. Let X ∈

Rn×d be a data matrix where n is the number of instances and d is the number

of features, and y be a binary output vector xi ∈ Rd, where i = 1, . . . , n. The

response variable is either the person has drug use (yi = 1) or the person has not

drug use (yi = 0). The aim is to classify the instance xi as drug use or non-use.

An instance can be thought of as a Bernoulli trial with an expected value E(yi)

or probability pi. The logistic function normally used to model each instance xi

with its expected output is given as follows [113]:

E[yi|xi] = pi = e
(

xi β

1+exi β )

where β is vector of parameters. We consider extended data vector (we add 1 as

a first element) and include intercept into parameter vector β.

The logistic (logit) transformation is the logarithm of the odds defined as follows:
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NAÏVE BAYES (NB)

g(xi) = ln
pi

1− pi
= xiβ

The regularized log likelihood is defined as

lnL(β) =
n

∑
i=1

(yiln(pi) + (1− yi)ln(1− pi))

In the sequel we have implemented the weighted version of logistic regression

[113]. Recall that this method can be used for binary problems only, and is based

on the following model assumption:

probability of the first class
probability of the second class

= exp(β, x), (3.3.3)

where β is the vector of regression coefficients and x is a data vector.

The maximum log likelihood estimate of the regression coefficients is used. This

approach assumes that the outcomes of different observations are independent

and maximises the weighted sum of logarithms of their probabilities. In order

to prevent class imbalance difficulties, the weights of categories are defined. The

most common weight for the ith category is the inverse of the fraction of the ith

category cases among all cases. Logistic regression gives only one result because

there is no option to customize the method except by choice of the set of input

features. We performed an exhaustive search for the best set of inputs for each

classification problem.

3.3.7 Naïve Bayes (NB)

Naïve Bayes classifiers are a family of simple probabilistic classifiers based on ap-

plying Bayes’ theorem with strong independence assumptions between the fea-

tures. Bayes theorem provides a way of computing the class posterior probability
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p(y|x) = p(x, y)
p(x)

=
p(x|y)p(y)

∑C
yi=1 p(x|yi)p(yi)

The Naïve Bayes approach is based on the simple assumption: attributes are in-

dependent. Under this assumption, we can evaluate the distribution of the sep-

arate attributes and then produce a joint distribution function just as a product

of attributes’ distributions. Surprisingly, this approach performs satisfactorily in

many real life problems despite the obvious oversimplification.

We have used the standard version of NB [114]. All attributes which contain ≤20

different values were interpreted as categorical and the standard contingency ta-

bles were calculated for such attributes. The calculated contingency tables are

used to estimate conditional probabilities. Attributes which contain more than

20 different values were interpreted as continuous. The mean and the variance

were calculated for continuous attributes instead of the contingency tables. We

calculated the isolated mean and variance for each value of the output attribute.

The conditional probability of a specified outcome o and a specified value of the

attribute x were evaluated as the value of the probability density function for a

normal distribution at point x with matched mean and variance, which were cal-

culated for the outcome o. This method has no customization options and was

tested on different sets of input features. In the study we tested 2,048 NB models

per drug.

3.3.8 Random Forest (RF)

Random forests were proposed by Breiman [115] for building a predictor ensem-

ble with a set of decision trees that grow in randomly selected subspaces of the

data [116]. The random forests classification procedure consists of a collection

of tree structured classifiers h
(

x, Θk), k = 1, . . . , K, where the Θk are independent

identically distributed random vectors and each tree casts a unit vote for the most

popular class at input x [115].
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In a random forest, each tree is constructed using a different bootstrap sample

(technique for reducing the variance of an estimated prediction function) from

the original data [117]. In standard trees, each node is split using the best split

among all variables. In a random forest, each node is split using the best among

a subset of predictors randomly chosen at that node [118].

Before each split, it select m ≤ p of the input variables at random as candidates

for splitting. At each tree split, a random sample of m features is drawn, and only

those m features are considered for splitting. Typically m =
√

p or log2p, where

p is the number of features (p = 10, 4 in our case). Random Forest does not over

fit. For each tree grown on a bootstrap sample, the error rate for observations left

out of the bootstrap sample is monitored. This is called the "out-of-bag" error rate

OOB.

Random forests try to improve on bagging by ’de-correlating’ the trees. Each

tree has the same expectation [117]. The forest error rate depends on two things

[115]. The first is the correlation between any two trees in the forest. Increasing

the correlation increases the forest error rate. The second is the strength of each

individual tree in the forest. A tree with a low error rate is a strong classifier.

Increasing the strength of the individual trees decreases the forest error rate. The

random forest algorithm builds hundreds of decision trees and combines them

into a single model [119]. In the case study we tested 2,048 RF models per drug.

Algorithm of Random Forest for Classification as follows [117]:

1. "For b=B

• Draw a bootstrap sample Z∗ of size N from the training data.

• Grow a random-forest tree Tb to the bootstrapped data, by re-cursively

repeating the following steps for each terminal node of the tree, until

the minimum node size nmin is reached.

i Select m variables at random from the p variables.

ii Pick the best variable/split-point among the m.
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iii Split the node into two daughter nodes.

2. Output the ensemble of trees {Tb}B
1

To make a prediction at a new point x:

Classification: Let Ĉ.
b(x) be the class prediction of the bth random-forest

tree. Then ĈB
r f (x) = majority vote {Ĉ.

b(x)}b
1".

3.4 Criterion for selecting the best method

A number of different criteria exist for the selection of the best classifier. The crite-

rion we used was to pick the method such that the minimum between sensitivity

and specificity was maximised. If minimum between sensitivity and specificity is

the same for two classifiers, then we select the classifier with the maximal sum of

the sensitivity and specificity. Classifiers with sensitivity or specificity less than

50% were not considered. Sensitivity and specificity are defined as follows [155].

Sensitivity is also referred as true positive rate or recall. It is the proportion of

correctly recognised positive or true positives to total number of positives:

Sensitivity =
number o f true positives
total number o f positives

.

Specificity is also known as true negative rate. It is the proportion of correctly

recognised negatives or true negative to total number of negatives:

Speci f icity =
number o f true negative

total number o f f alse positives
.

There are several approaches to test the quality of classifier: usage of isolated test

set, n-fold cross validation and Leave-One-Out Cross Validation
(
LOOCV

)
[120].

LOOCV is used for all tests in this study. There are some problems with classifier

quality estimation for the technique like decision tree and random forest. These

problems are considered in details by Hastie et al [117].
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VISUALISATION OF THE NON-LINEAR PRINCIPAL COMPONENTS SCREEN:
ELASTIC MAPS

AASA assumes comparison of accuracy of two models. We also used this crite-

rion to comparison of two models for AAS. If sensitivity and specificity of AAS

model are not less than required accuracy we say that this model provides re-

quired accuracy. The value of required accuracy is different for different data

sets.

3.5 Visualisation of the non-linear principal compo-

nents screen: Elastic maps

Elastic maps [121] provide a tool for nonlinear dimensionality reduction. By their

construction, they are a system of elastic springs embedded in the data space.

This system approximates a low-dimensional manifold, a model of the principal

manifold [91, 122]. The elastic coefficients of this system allow the switch from

completely unstructured k-means clustering (zero elasticity) to the estimators lo-

cated closely to linear principal components (for high bending and low stretching

modules). With some intermediate values of the elasticity coefficients, this sys-

tem effectively approximates non-linear principal manifolds. In this section we

follow [123].

Let data set be a set of vectors S in a finite-dimensional Euclidean space. The

‘elastic map’ is represented by a set of nodes Wj in the same space. Each datapoint

s ∈ S has a ‘host node’, namely the closest to s node Wj (if there are several closest

nodes then one takes the node with the smallest number). The data set is divided

on classes

Kj = {s |Wj is a host of s}.

The ‘approximation energy’ D is the distortion

D =
1
2

k

∑
j=1

∑
s∈Kj

∥s−Wj∥2,
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ELASTIC MAPS

this is the energy of the springs with unit elasticity which connect each data point

with its host node.

On the set of nodes an additional structure is defined. Some pairs of nodes,

(Wi, Wj), are connected by ‘elastic edges’. Denote this set of pairs E. Some triplets

of nodes, (Wi, Wj, Wk), form ‘bending ribs’. Denote this set of triplets G.

The stretching energy is

UE =
1
2

λ ∑
(Wi,Wj)∈E

∥Wi −Wj∥2,

The bending energy is

UG =
1
2

µ ∑
(Wi,Wj,Wl)∈G

∥Wi − 2Wj + Wl∥2

where λ and µ are the stretching and bending moduli respectively. The stretch-

ing energy is sometimes referred to as the ‘membrane’ term, while the bending

energy is referred to as the ‘thin plate’ term.

For example, on the 2D rectangular grid the elastic edges are just vertical and

horizontal edges (pairs of closest vertices) and the bending ribs are the vertical or

horizontal triplets of consecutive (closest) vertices. The total energy of the elastic

map is thus U = D + UE + UG. The position of the nodes {Wj} is determined

by the mechanical equilibrium of the elastic map, i.e. its location is such that it

minimizes the total energy U.

For a given splitting of the dataset S in classes Kj minimization of the quadratic

functional U is a linear problem with the sparse matrix of coefficients. Therefore,

similarly to PCA or k-means, a splitting method is used:

1. For given {Wj} find {Kj};

2. For given {Kj}minimize U and find {Wj};

3. If no change then terminate. Otherwise go to step 1.
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This expectation-maximization algorithm guarantees a local minimum of U. For

improving the approximation various additional methods are proposed. For ex-

ample, the ”softening” strategy is used. This strategy starts with a rigid grids

(small length, small bending and large elasticity modules λ and µ coefficients)

and finishes with soft grids (small λ and µ). The training goes in several epochs,

each epoch with its own grid rigidness. Another adaptive strategy is ‘growing

net’: one starts from small amount of nodes and gradually adds new nodes. Each

epoch goes with its own number of nodes.

Elastic map is a continuous manifold. It is constructed from the elastic net as

its grid approximation using some interpolation procedure between nodes. For

example, the simplest piecewise linear elastic map is build by triangulation and

piecewise linear map. Data points are projected into the closest points of the

elastic map [121].

Elastic maps and software have been applied in various areas, from bioinformat-

ics [91, 129] to political sciences [130], financial analysis [131] and multiphase

flows [132]. Examples of elastic maps for the drug consumption database are

presented in the next chapter.

3.6 Alternative Attributes Set (AAS)

In many applied data mining problems (classification, regression, etc.) the set

of input attributes can be reduced. The minimal set of attributes sufficient for

solution of the problem may be much smaller than initial set. Nevertheless, it

may be useful to use more attributes to solve the problem when some attributes

from the minimal set are unavailable or have erroneous or noise contaminated

values. Therefore, some alternative attributes sets (AASA) may be useful to build

a good predictor.

The elementary operation of AASA is to search of minimal set of attributes which

can be found by ES, FFS, and BFS. Required accuracy also has to be specified
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ALTERNATIVE ATTRIBUTES SET (AAS)

before it. The main idea of AASA is to select minimal sets of attributes which

can solve problem separately. It means that elements of one set are redundant for

another set. Each such set is AAS. Then we can create two types of models (this

process is illustrated in chapter 5). If there are several models which alternative

each other, then the simplest way to increase robustness of classifier is usage of

all alternatives as new feature set. Let us call such model ‘union model’. Another

way is fitting of the several models separately and then create ensemble. We

apply the same criterion of the best model selection to select the best ensemble.

We consider linear ensembles only. Its outcome is defined as ∑ wiei/ ∑ wi, where

ei is outcomes of ith classifiers of the first layer and wi is its weights. Let us call

such model ‘ensemble model’. For this study, we use five approaches to defined

weights of ensemble models: simple voting, Nelder-Mead, Luus Jaakola, pattern

search, and linear regression. These techniques are illustrated below.

The Nelder-Mead (NM)

NM is one of the well-known unconstrained optimization methods [156]. It be-

longs to a class of methods which do not require derivatives and which are often

claimed to be robust for problems with discontinuities or where the function val-

ues are noisy [157]. However, the NM method is a heuristic search technique that

can converge to non-stationary points [158] on problems that can be solved by

different methods [159]. The goal of the NM algorithm is to search unconstrained

minimum of the objective function f (x) in space Rm. This algorithm is based on

the iterative update of a simplex in Rm. A simplex X in Rm is the convex hull of

m + 1 vertices, that is, a simplex X = {xi}i=1,...,m+1 is defined by its m + 1 vertices

xi ∈ Rm for i = 1, 2, . . . , m + 1. Value of function f (x) is calculated in each vertex

of simplex. To defined simplex NM algorithm is the iterative procedure which

moves, expands, shrinks or contracts previous simplex. When all the vertices fi-

nally converge to a single point with specified accuracy ε, the stopping criterion

is satisfied.
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The NM algorithm uses four coefficients: reflection α , expansion β , contraction

γ and shrinkage σ. When the expansion or contraction steps are performed, the

shape and the size of the simplex is changed. The NM coefficients must satisfy

the following inequalities [160]:

α > 0, β > 1, β > α, 0 < γ < 1, and 0 < σ < 1

In this study the standard values of coefficients are used:

α = 1, β = 2, γ = 0.5, and σ = 0.5

For specified vertices x1, x2, . . . , xm+1, NM algorithm is presented in Algorithm 4.

1. Ordering: The vertices are sorted by increasing function values so that the

best vertex has index one and the worst vertex has index m + 1 as follow:

f (x1) ≤ f (x2) ≤ · · · ≤ f (xm+1)

2. Centroid calculation: Define xc as centroid of face of simplex which is op-

posite to the worst vertex xm+1. Centroid is

xc =
1
m

m

∑
i=1

xi

3. Reflection: calculate reflection point xr by the formula:

xr = xc + α(xc − xm+1)

If xr is better than the 2nd worse point but not better than the best ( f (x1) ≤

f (xr) < f (xm)) then get a new simplex by replacing the worst point x(m +

1) by the reflection point xr and go to step 1.

4. Expanding: If the reflection point is best point ( f (xr) ≤ f (x1)) then we
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calculate the expansion point xe by the formula:

xe = xc + β(xr − xc)

If the expansion point is better than reflection one ( f (xe) ≤ f (xr)) then the

worst vertex (xm+1) is substituted by expansion point xe and go to step 1.

Otherwise the reflection point xr substitutes for the worst vertex (xm+1) and

algorithm continues from step 1.

5. Contracting: Now f (xr) ≥ f (xm). Algorithm perform a contraction be-

tween xc and the better of xm+1 and xr. The contraction steps are performed

when the simplex is near the optimum, which allows to decrease the size of

the simplex. Contraction point is

xco = xc + γ(xm+1 − xc).

If f (xco) ≤ f (xm+1) then xm+1 is replaced by xco and go to step 1.

6. Shrinking: The shrinking vertices is defined by formula:

vj = x1 + σ(xj − x1); j = 2, 3, . . . , m + 1

New simplex is defined by vertices x1, v2, v3, . . . , vm+1. If distances between

all pairs of vertices is less than specified accuracy than algorithm stops and

go to step 1 otherwise.

Luus-Jaakola (LJ)

LJ optimization is widely used direct search optimization method. The concept

was introduced by Luus and Jaakola (1973) [161] . Let us consider the familiar

problem of minimizing (maximizing) a real value scalar function of m variables,

written as the performance index
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Algorithm 4 Nelder-Mead algorithm
1: repeat
2: Sort vertices to hold f (x1) ≤ f (x2) ≤ · · · ≤ f (xm+1) ◃ Ordering
3: ◃ Centroid calculation: Define xc as centroid of face of simplex
4: ◃ which is opposite to the worst vertex xm+1.
5: xc ← 1

m ∑m
i=1 xi

6: xr ← xc + α(xc − xm+1) ◃ Calculate reflection point
7: if f (x1) ≤ f (xr) < f (xm) then
8: x(m + 1)← xr ◃ Reflection
9: else if ( f (xr) ≤ f (x1)) then

10: xe ← xc + β(xr − xc) ◃ Calculate the expansion point xe
11: if ( f (xe) ≤ f (xr)) then
12: (xm+1)← xe ◃ Expanding
13: else
14: xm + 1← xr ◃ Reflection
15: else ◃ Now f (xr) ≥ f (xm)
16: xco ← xc + γ(xm+1 − xc). ◃ Calculate contraction point
17: if f (xco) ≤ f (xm+1) then
18: xm+1 ← xco ◃ Contracting
19: else
20: xj ← x1 + σ(xj − x1); j = 2, 3, . . . , m + 1 ◃ Shrinking

21: until mini,j ||xi − xj|| ≥ ε

I = f (x1, x2, . . . , xm) (3.6.1)

Subject to the general inequality constraints

gj(x1, x2, . . . , xm) ≤ 0, j = 1, . . . , k (3.6.2)

and the equality constraints

hi(x1, x2, . . . , xm) = 0, i = 1, . . . , p (3.6.3)

We assume that f , gj, and hi are continues functions of the variables x1, x2, . . . , xm.

The k inequalities 3.6.1 identify the feasible region over which variables might be

selected and p < m in equation 3.6.3 where p is the number of equality constraints

and m is the number of variables.
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The LJ optimization procedure is simple, involves taking randomly chosen points

over a reasonable region and then making the search more intensive around the

best point by decreasing the region size in a systematic fashion (see Algorithm 5).

Algorithm uses following parameters: initial point x∗, initial region-size vector

r with specified radius for each coordinate, number of tested points K, a region

reduction factor γ such as 0.95, required accuracy ε. The procedure is simple and

FORTRAN programs using Luus Jaakola optimization procedure are given by

Luus (1993, 2000) [162].

1. Select some reasonable initial point as currently optimal point x∗ and rea-

sonable initial region-size vector r1 with specified radius for each coordi-

nate.

2. Choose a number R of random points in the m-dimensional space around

currently optimal point x∗ through the equation

xi
k = x∗k + di

krj
k, i = 1, . . . , R (3.6.4)

where x∗ is the currently optimal point, di
k is chosen at random in the inter-

val [−1,+1] and rj is the region-size vector at the jth iteration.

3. Checking of feasibility with respect to the inequality 3.6.2. All infeasible

points are removed.

4. For each feasible point evaluate the performance index I in equation 3.6.1,

and store the best x-value as new currently optimal point x∗.

5. Decrease the region-size vector rj by the factor γ through

rj+1 = γrj, (3.6.5)
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Algorithm 5 Luus-Jaakola algorithm
1: repeat
2: Randomly select di

k in the interval [−1,+1]
3: xi

k ← x∗k + di
krk, i = 1, . . . , K ◃ Calculate test points

4: Check the inequality 3.6.2. All inappropriate points are removed.
5: Select the best candidate x̂ = arg min f (xi)
6: if f (x∗) > f (x̂) then
7: x∗ ← x̂ ◃ Radius reduction
8: else
9: r ← γr ◃ New centre is found

10: until r ≥ ε

Pattern search (PS)

Is one of the familiar classes of methods to minimize functions without the use

of derivatives or of approximations to derivatives [163, 164]. The goal of the PS

algorithm is to solve the following unconstrained optimization problem:

min
x∈Rm

f (x),

where f (x) is the objective function f : Rm → R. A pattern must be form appos-

itive spanning set for Rm [165]. In this study we apply cross pattern in Rm with

2m + 1 points: p0 = (0, . . . , 0), p1 = (1, 0, . . . , 0), p−1 = (−1, 0, . . . , 0), . . . , pm =

(0, . . . , 0, 1), p−m = (0, . . . , 0,−1). These method have four parameters: initial

central point x∗, initial pattern size r, a region reduction factor γ such as 0.95, and

required accuracy ε. Pattern search algorithm is presented in Algorithm 6.

1. Calculate value of function f (x) in all pattern points:

fi = f (x∗ + rpi), i = (−m, . . . , m).

2. Find

i∗ = arg min
i=−m,...,m

fi

3. If i∗ = 0 then pattern size has to be reduced: r ←− r/2. If r is less than
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specified accuracy then algorithm stops. Otherwise go to step 1.

4. If i∗ ̸= 0 then move pattern centre to point with minimal value of function:

x∗ ← x∗ + rpi∗ . Go to step 1.

The general form of a PS method for unconstrained minimization is described

into [163, 164, 166].

Algorithm 6 Pattern search algorithm
1: repeat
2: fi ← f (x∗ + rpi), i = (−m, . . . , m). ◃ Function evaluation
3: i∗ = arg mini=−m,...,m fi ◃ Best candidate selection
4: if f (i∗) = 0 then
5: r ← γr ◃ Radius reduction
6: else
7: x∗ ← x∗ + rpi ◃ New centre is found
8: until r ≥ ε

Linear Regression

Given a data set {yi, xi1, . . . , xim}n
i=1 where yi response variable, xi the m-dimensional

vector of predictors, and n is the number of observations. A linear regression

model assumes that the relationship between response variable yi and the vector

of predictors xi is linear [167]. The general model takes the form

yi = β1xi1 + · · ·+ βkxik + εi = xT
i β + εi, i = 1, . . . , n.

where T denotes the transpose, so that xT
i β is the inner product between vectors

xi and β, εi is error part which is independent on each predictor. This equation

can be rewritten as [168].

y = Xβ + ε.

We search vector β which minimize sum of squared deviations

n

∑
i=1

(yi − xT
i β)2.
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Then we use regression coefficients as weights to form linear ensemble.
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CHAPTER 4

Results of data analysis

4.1 Descriptive statistics and psychological profile of

illicit drug users

The data set contains seven categories of drug users: ‘Never used’, ‘Used over

a decade ago’, ‘Used in last decade’, ‘Used in last year’, ‘Used in last month’,

‘Used in last week’, and ‘Used in last day’. A respondent selected their category

for every drug from the list. We formed four classification problems based on

the following classes (see Section ‘Drug use’ ): the decade-, year-, month-, and

week-based user/non-user separations.

We have identified the relationship between personality profiles (NEO-FFI-R)

and drug consumption for the decade-, year-, month-, and week-based classifi-

cation problems. We have evaluated the risk of drug consumption for each indi-

vidual according to their personality profile. This evaluation was performed sep-

arately for each drug for the decade-based user/non-user separation. We have

also analysed the interrelations between the individual drug consumption risks

for different drugs. Part of these results has been presented in [2] (and in more de-

tail in the 2015 technical report [2]). Section ‘Pleiades of drugs’ presents the notion

of correlation pleiades of drugs. We identified three pleiades: heroin pleiad, ecstasy

pleiad, and benzodiazepines pleiad, with respect to the decade-, year-, month-,
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and week-based user/non-user separations. It is also important to understand

how the group of users of illicit drugs differs from the group of non-users.

The descriptive statistics for seven traits (the five factor model, Imp, and SS) are

presented in Table 4.1: means, standard deviations, and 95% confidence intervals

for means for NEO-FFI-R for the full sample and for two subsamples: non-users

of illicit drugs and users of illicit drugs. We call here ‘illicit’ the following drugs:

amphetamines, amyl nitrite, benzodiazepines, cannabis, cocaine, crack, ecstasy,

heroin, ketamine, legal highs, LSD, methadone, MMushrooms, and VSA. This is

certainly abuse of language because in some regions the recreation use of some

of these substances is decriminalized and in some countries alcohol, for example,

is illicit. It may be better to call use of these drugs ‘socially condemned’ but this

term is also not exactly defined. We use the term ‘illicit drugs’ just for short, while

the exact definition of this group is just the list above.

A dimensionless variable z is convenient for representing the difference between

two groups S1 and S2, with means µ1, µ2 and standard deviation σ1, σ2 respec-

tively:

z =
|µ1 − µ2|
σ1 + σ2

. (4.1.1)

This score measures how the variability between group means relates to the vari-

ability of the observations within the groups. It is a useful measure of the separa-

tion of the two distributions [133]. It is presented in the tables below for each of

seven psychological attributes and for two classes, non-users and users of illicit

drugs. The higher the score is, the better users are separated from non-users by

the values of the attribute. It is possible to calculate this score for values of any

function. The linear function with the highest score is a version of the Fisher lin-

ear discriminant [134]. The score z, its reciprocal z−1 and their multidimensional

generalizations [133] are also widely used in cluster analysis for the construction

of criteria for the validity of clusters [49].

A simple motivation for this measure is that for the normal distributions inside

groups the optimally balanced separation of groups with given z has equal speci-
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Table 4.1. Descriptive statistics: Means, 95% CIs for means, and standard deviations for the
whole sample, for non-users of illicit drugs and for users of illicit drugs.
Dimensionless score z (4.1.1) for separation of users from non-users of illicit drugs
is presented as well as the sensitivity and specificity P of the best separation of
normal distributions with this z. Sensitivity (Sn) and Specificity (Sp) are
calculated for all one-feature classifiers. Θ is the threshold for class separation:
one class is given by the inequality score≤ Θ and another class by score> Θ.

Factors Total sample Non-users of illicit drugs Users of illicit drugs One feature classifier
Mean 95% CI SD Mean 95% CI SD Mean 95% CI SD z P(%) Θ Sn (%) Sp (%)

Decade-based separation
N 23.92 23.51, 24.33 9.14 21.00 20.29, 21.71 7.85 24.88 24.40, 25.37 9.32 0.226 59 22 60 58
E 27.58 27.27, 27.88 6.77 28.52 27.99, 29.04 5.73 27.27 26.90, 27.63 7.05 0.098 54 28 51 55
O 33.76 33.47, 34.06 6.58 30.22 29.67, 30.77 6.06 34.93 34.60, 35.26 6.32 0.381 65 32 63 67
A 30.87 30.58, 31.16 6.44 32.87 32.35, 33.38 5.65 30.21 29.87, 30.55 6.54 0.218 59 31 61 56
C 29.44 29.12, 29.75 6.97 32.89 32.39, 33.40 5.55 28.30 27.93, 28.66 7.01 0.366 64 31 65 65

Imp 3.80 3.70, 3.90 2.12 2.74 2.58, 2.90 1.74 4.15 4.04, 4.26 2.12 0.364 64 3 71 56
SS 5.56 5.44, 5.68 2.70 3.77 3.56, 3.98 2.32 6.15 6.02, 6.28 2.55 0.490 69 4 63 74

Year-based separation
N 23.92 23.51, 24.33 9.14 22.26 21.66, 22.87 8.15 25.18 24.64, 25.73 9.51 0.165 57 35 60 56
E 27.58 27.27, 27.88 6.77 28.21 27.76, 28.65 6.01 27.17 26.76, 27.58 7.15 0.078 53 40 51 55
O 33.76 33.47, 34.06 6.58 30.89 30.44, 31.34 6.11 35.63 35.28, 35.98 6.14 0.387 65 45 63 67
A 30.87 30.58, 31.16 6.44 32.15 31.73, 32.57 5.71 29.96 29.58, 30.33 6.58 0.178 57 43 61 58
C 29.44 29.12, 29.75 6.97 31.96 31.51, 32.42 6.16 27.77 27.37, 28.18 7.03 0.318 62 42 65 63

Imp 3.80 3.70, 3.90 2.12 2.97 2.84, 3.11 1.84 4.32 4.20, 4.44 2.11 0.342 63 3 71 59
SS 5.56 5.44, 5.68 2.70 4.00 3.82, 4.19 2.46 6.50 6.36, 6.63 2.40 0.514 70 5 63 69

Month-based separation
N 23.92 23.51, 24.33 9.14 22.60 22.06, 23.14 8.22 25.13 24.53, 25.73 9.69 0.141 56 35 56 60
E 27.58 27.27, 27.88 6.77 28.27 27.89, 28.65 5.78 27.19 26.74, 27.64 7.27 0.083 53 39 56 51
O 33.76 33.47, 34.06 6.58 31.01 30.60, 31.43 6.24 36.04 35.67, 36.41 6.00 0.411 66 45 63 63
A 30.87 30.58, 31.16 6.44 31.82 31.43, 32.22 6.02 29.81 29.40, 30.22 6.65 0.159 56 43 56 61
C 29.44 29.12, 29.75 6.97 31.78 31.38, 32.17 5.97 27.50 27.06, 27.95 7.15 0.326 63 42 61 65

Imp 3.80 3.70, 3.90 2.12 3.04 2.91, 3.16 1.92 4.43 4.30, 4.56 2.08 0.348 64 3 64 71
SS 5.56 5.44, 5.68 2.70 4.15 3.99, 4.32 2.51 6.68 6.54, 6.83 2.35 0.521 70 5 67 63

Week-based separation
N 23.92 23.51, 24.33 9.14 22.79 22.27, 23.31 8.47 25.21 24.56, 25.86 9.72 0.133 55 35 55 60
E 27.58 27.27, 27.88 6.77 28.34 27.97, 28.71 5.96 27.09 26.60, 27.58 7.33 0.094 54 39 56 51
O 33.76 33.47, 34.06 6.58 31.18 30.78, 31.57 6.37 36.17 35.77, 36.57 5.99 0.404 66 46 66 63
A 30.87 30.58, 31.16 6.44 31.63 31.25, 32.01 6.18 29.80 29.35, 30.24 6.67 0.143 56 42 60 61
C 29.44 29.12, 29.75 6.97 31.57 31.20, 31.95 6.10 27.41 26.94, 27.89 7.10 0.315 62 41 64 65

Imp 3.80 3.70, 3.90 2.12 3.10 2.99, 3.22 1.94 4.45 4.31, 4.59 2.08 0.335 63 3 61 71
SS 5.56 5.44, 5.68 2.70 4.27 4.12, 4.43 2.52 6.73 6.58, 6.89 2.35 0.505 69 5 62 63

ficity and sensitivity P, where P = ϕ(z) and ϕ(z) is the cumulative distribution

function of the standard normal distribution (with µ = 0, σ = 1).

Let us consider decade-based separation. The first result is: users of illicit drugs

differ from non-users across all seven scales. The 95% CI for means in these

groups do not intersect - not sure about this - the confidence intervals for E inter-

sect. The most significant difference was found for SS, then for O, for Imp and

C, and for N. The smallest difference was found for E. Later we will demonstrate

that E for users of different drugs may deviate from E for non-users in a num-

ber of different ways. Moreover, the 95% CIs for means of all three groups, total
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Figure 4.1. The distributions of SS for users and non-users of illicit drugs
(normalized to 100% in each group) for the decade-based
user/non-user separation. The optimal threshold is Θ = 4

.

sample, users of illicit drugs and non-users of illicit drugs do not intersect for N,

O, A, C, Imp and SS. Table 4.1 allows us to claim that the profile of users of illicit

drugs has a characteristic form:

N ⇑, O ⇑, A ⇓, C ⇓, Imp ⇑, SS ⇑ . (4.1.2)

The P column in Table 4.1 gives a simple estimate of the separability users from

non-users of illicit drugs by a single trait. The best separation is given by the value

of SS: estimated sensitivity and specificity are 69%. According to this estimate, SS

for 69% of illicit drug users is higher then SS of 69% of non-users. Of course, for more

precise estimation methods the numbers will differ. We might also expect that the

use of several attributes and more sophisticated classification approaches would

give better sensitivity and specificity. Nevertheless, the P column gives us a good

indication of the possible performance of classification.

Separation of classes “users of illicit drugs” and “non-users of illicit drugs” are

presented in Table 4.1, where Θ is the threshold of the separation: one class is

given by the inequality score≤ Θ and another class by score> Θ. This conven-

tion, where to use strong inequality, is important because the values of scores

are integer. The histogram for separation by values of SS for the decade-based

definition of users is presented in Fig. 4.1.

Table 4.2 gives p values, i.e. the probabilities of finding the same or larger differ-
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Table 4.2. Significance of differences of means for total sample, users and
nonusers of illicit drugs (p-values).
Factors Total/User Total/Nonuser User/Nonuser

Decade-based separation
N 0.003 < 0.001 < 0.001
E 0.204 0.002 < 0.001
O < 0.001 < 0.001 < 0.001
A 0.004 < 0.001 < 0.001
C < 0.001 < 0.001 < 0.001

Imp < 0.001 < 0.001 < 0.001
SS < 0.001 < 0.001 < 0.001

Year-based separation
N < 0.001 < 0.001 < 0.001
E 0.122 0.049 0.003
O < 0.001 < 0.001 < 0.001
A < 0.001 < 0.001 < 0.001
C < 0.001 < 0.001 < 0.001

Imp < 0.001 < 0.001 < 0.001
SS < 0.001 < 0.001 < 0.001

Month-based separation
N 0.001 0.002 < 0.001
E 0.166 0.024 0.002
O < 0.001 < 0.001 < 0.001
A < 0.001 0.003 < 0.001
C < 0.001 < 0.001 < 0.001

Imp < 0.001 < 0.001 < 0.001
SS < 0.001 < 0.001 < 0.001

Week-based separation
N 0.001 0.011 < 0.001
E 0.100 0.016 0.001
O < 0.001 < 0.001 < 0.001
A < 0.001 0.018 < 0.001
C < 0.001 < 0.001 < 0.001

Imp < 0.001 < 0.001 < 0.001
SS < 0.001 < 0.001 < 0.001

ence between mean values of the traits between users of illicit drugs, non-users

of illicit drugs, and the total sample. This table completely supports the profile

from (4.1.2).

There are both similarity and an important qualitative difference from the ‘dark

triad’ of personality, Machiavellianism, Narcissism and Psychopathy [73]. Accord-

ing to table 2.4, the dark triad is associated with N⇑, A⇓ and C⇓ and low (or
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Table 4.3. PCC for NEO-FFI-R for raw data
Factors N E O A C

N -0.432* 0.017 -0.215* -0.398*

E -0.432* 0.236* 0.159* 0.318*

O 0.017 0.236* 0.033 -0.060**

A -0.215* 0.159* 0.033 0.249*

C -0.398* 0.318* -0.060** 0.249*

*p < 0.001; **p < 0.01.

Table 4.4. Polychoric correlation coefficients (PoCC) of measured psychological
traits (n=1885).

N E O A C Imp SS
N −0.431* 0.010 −0.217* −0.391* 0.174* 0.080**
E −0.431* 0.245* 0.157* 0.308* 0.114* 0.210*
O 0.010 0.245* 0.039 −0.057*** 0.278* 0.422*
A −0.217* 0.157* 0.039 0.247* −0.230* −0.208*
C −0.391* 0.308* −0.057*** 0.247* −0.335* −0.229*

Imp 0.174* 0.114* 0.278* −0.230* −0.335* 0.623*
SS 0.080** 0.210* 0.422* −0.208* −0.229* 0.623*

*p < 0.0001, **p < 0.001, ***p < 0.02.

neutral) O, whereas the profile (4.1.2) of the users of illicit drugs has the same

N⇑, A⇓ and C⇓ but high O⇑.

Pearson’s correlation coefficient (PCC or r) is employed as a measure of the strength

of a linear association between two factors. PCC for all pairs of factors are pre-

sented in Table 4.3. Two pairs of factors do not have significant correlation: (1) N

and O (r=0.017, p=0.471); (2) A and O (r=0.033, p=0.155). However, all other pairs

of personality factors are significantly correlated in the sample (compare to Table

2.3).

Strictly speaking, the scores should be considered as ordinal features. Therefore,

the polychoric correlation coefficients (PoCC) should be used. Table 4.4 presents

values of PoCCs between all of the psychological traits we measured (compare to

Tables 2.3 and 4.3).
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Figure 4.2. The histograms of the number of users: A - for the decade-based
user/non-user separation, B - for the month-based user/non-user
separation

4.2 Distribution of number of drugs used

The diagrams in Fig 4.2 show the graph of the number of users versus the number

of illegal drugs used for the decade-based (A) and month-based (B) user/non-

user separations. In Fig 4.2 A we can see that the distribution of the number of

users is bimodal with maxima at zero and 7 drugs. In Fig 4.2 B the distribution of

the number of regular users of illegal drugs looks like the exponential distribu-

tion.

The distributions of the number of users for each drug are presented in Fig 4.3

and Fig 4.4. Most of the distributions have an exponential-like shape, but sev-

eral have bimodal distributions. The distributions of the number of users for the

three legal drugs have maximum at ‘Used in last day’ or ‘Used in last week’ (see

Fig 4.3 A, E, and G). The distribution of the number of nicotine users (smokers)

has three maxima: ‘Used in last day’ for smokers, ‘Used in last decade’ for smok-

ers who have quit smoking, and ‘Never used’ (see Fig 4.4 G). All distributions

for illegal drug users have maximum in the category ‘Never used’. However, the

distribution of cannabis users has two maxima. The main maximum is in the

category ‘Used in last day’, and the second is in the category ‘Never used’ (see

Fig 4.3F).
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Figure 4.3. Distribution of drug usage: A: Alcohol, B: Amphetamines, C: Amyl
nitrite, D: Benzodiazepines, E: Cannabis, F: Chocolate, G: Cocaine,
H: Caffeine, I: Crack, and J: Ecstasy
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Figure 4.4. Distribution of drug usage: A: Heroin, B: Ketamine, C: Legal highs,
D: LSD, E: Methadone, F: Magic mushrooms, G: Nicotine, and H:
VSA
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4.3 Sample mean and population norm

It may seem to be a good idea to use the T-scores with respect to the population

norm. Caution is needed however, since the mean values may depend on age and

social group, so that the notion of ‘population norm’ is a complex hierarchical

construct rather than a simple set of means.

Following [37] we include data about two groups. The first consists of high school

students (n=1959) [135]. The age range is from 14 to 18 (M=16.5, S.D.=1.0 years);

approximately two-thirds were girls. In Table 4.5, we denote this group with the

abbreviation HS.

The second sample consists of adults from the Baltimore Longitudinal Study of

Aging (BLSA) [136]. BLSA participants are generally healthy and well-educated

men and women who have volunteered to return to the Gerontology Research

Center for periodic medical and psychosocial testing. The data was collected

between 1991 and 2002, n=1492 (695 men and 797 women) aged 19–93 (M=56.2,

S.D.=17.0 years); 65.1% of the sample was white, 27.6% black, and 7.3% other

race. In Table 4.5 we refer to this group as BLSA.

The third sample includes 1025 participants (803 males and 221 females) and com-

bines data from several studies published between 1996–2000 [41]. This cohort

had a good range of skills, mental ability, and psychopathology, and aimed to be

a representative cross-section of British society. In Table 4.5, we use Brit to label

this group.

For HS and BLSA data both NEO-FFI and NEO-FFI-R profiles are available. For

Brit only the NEO-FFI scores are available. For ease of comparison we include the

five factor scores for the sample and for the subsample of illicit drug users (Table

4.1) in Table 4.5.

The means of the NEO-FFI-R T-scores based on normative data are depicted in

Fig 4.5. For this example, the ‘norm’ is taken from the BLSA group (NEO-FFI).

It is obvious from this figure that sample mean is significantly biased when com-
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Table 4.5. Mean values of five factors for the three ‘normal’ samples and for the
data. N-u, Illicit stands for non-users of illicit drugs with
decade-based definition of users (they either never used illicit drugs
or used them more than a decade ago), Samp stands for the total
sample, U Illicit stands for users of illicit drugs for decade-based
definition of users; compare with Table 4.1

N E O A C
Group Version Mean SD Mean SD Mean SD Mean SD Mean SD

BLSA NEO-FFI 15.77 7.47 28.50 6.26 29.32 6.11 33.39 4.98 33.48 6.36
NEO-FFI-R 16.83 7.36 29.29 6.46 31.29 6.12 32.41 5.42 33.26 6.30

HS NEO-FFI 24.65 8.07 30.58 6.67 28.40 6.57 28.31 6.34 27.45 7.30
NEO-FFI-R 25.08 7.95 31.80 6.94 31.18 6.96 28.09 6.93 27.00 7.40

Brit NEO-FFI 19.5 8.6 27.1 5.9 26.5 6.5 29.7 5.9 32.1 6.6
N-u, Illicit NEO-FFI-R 21.00 7.85 28.52 5.73 30.22 6.06 32.87 5.65 32.89 5.55
Samp NEO-FFI-R 23.92 9.14 27.58 6.77 33.76 6.58 30.87 6.44 29.44 6.97
U, Illicit NEO-FFI-R 24.88 9.32 27.27 7.05 34.93 6.32 30.21 6.54 28.30 7.01

Normative mean Sample mean Non user

T
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Figure 4.5. Mean T-score NEO-FFI-R for the total sample and for non-users of
illicit drugs with respect to the BLSA mean as a norm.

pared to the population (represented by the BLSA group). Such a bias is usual for

clinical cohorts, for example, the ‘problematic’ or ‘pathological’ groups [85], and

the drug users [24,26]. For the group of non-users of illicit drugs the bias is much

smaller.

It is important to observe that the mean values of scores for four factor in this

sample, N, E, A, and C, are between the mean scores for BLSA and HS. The mean

O score in this sample is significantly higher.

The special role of “openness to experience” (O) for drug consumption has been

observed by many researchers. For example, in the paper “Undergraduate mar-

ijuana and drug use as related to openness to experience” [137] we read: “Mar-

ijuana use, in the present sample of college students, was associated with per-

sonality characteristics which many would tend to value (e.g., creativity). Open

mindedness or ‘openness to experience’ may account for our findings. People
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who are open to new experience become creative, try marijuana, and, in general,

experience more than people who have a less open life style. This accounts for our

finding that the more a person uses marijuana, the more likely they are to try one

or more other drugs.” Non-users were characterised as “the typical non-creative,

high authoritarian individuals.”

The high variability of means in the ‘normal’ groups has encouraged us to anal-

yse the T-scores with respect to the sample mean and to study the differences

between users and non-users rather than deviation from the norm. This analysis

is presented in the next two sections.

4.4 Deviation of the groups of drug users from the

sample mean

Tables C.1, C.2, C.3, and C.4 demonstrate the mean T-scoresample of five NEO-FFI-

R factors, supplemented by Imp and SS for users and non-users, for each drug

with respect to the decade-, year-, month-, and week-based classification prob-

lems respectively (see Appendix C). Significant differences in personality factor

scores are observed between these groups. The hypothesis about the universal

relationship between personality profile and the risk of drug consumption can

generally be described as in (4.1.2): an increase in scores of N, O, Imp, and SS

suggest an increase in the risk of use, whereas an increase in the scores of A and

C results in a decrease in the risk of use. Thus for each drug, drug users scored

higher on N and O, and lower on A and C, when compared to non-users of drugs.

The influence of the score of E is drug specific (non-universal).

We now analyse the sign of T-scoresample for various drugs and the definitions of

users (decade-, year-, month- and week-based). We used a + sign for moderately

high and high T-scoresample (T-scoresample > 51), and a – sign for moderately low

and low T-scoresample (T-scoresample < 49), and 0 for a score close to mean value

51 ≥T-scoresample ≥ 49. These signs reflect the distance from the group of users
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to the sample mean.

In the next section we analyse significance of deviations. There is a standard and

well-known problem with reporting of the values and significance of deviations:

‘significant’ does not mean ‘large’ and, reverse, the apparently large deviations

could be insignificant. Everything is defined by interplay between the number of

elements in classes and the deviation value. Practically, significant but small de-

viations may be unstable: after small change of conditions they may even change

their sign. We can have a look on the variability of the ‘normal’ scores in Sec-

tion 4.3. Insignificant but apparently large deviation may become significant for

larger samples or may vanish. Therefore, it is necessary to answer two questions:

how large is the deviation (this Section) and how significant is it (next Section)?

For a significant deviation of users from non-users we use the signs ⇑ and ⇓.

The inclusion of moderate subcategories of T-scoresample as suggested above en-

ables us to separate the drugs into five groups for the decade-based user/non-

user separation. These are presented in Table 4.6. Each group can be coded using

the (N, E, O, A, C, Imp, SS) profile:

• The group with the profile (0, 0, 0, 0, 0, 0, 0) includes the users of three legal

drugs: alcohol, chocolate and caffeine.

• The group of drugs with the profile (0, 0,+,−,−,+,+) includes the users

of amyl nitrite, LSD, and magic mushrooms.

• Nicotine users form their own group with the profile (0, 0,+, 0,−,+,+).

• The largest group of drugs with the profile (+, 0,+,−,−,+,+) includes

the users of amphetamines, benzodiazepines, cannabis, cocaine, ecstasy, ke-

tamine and legal highs.

• Finally, the group with the profile (+,−,+,−,−,+,+) includes the users

of crack, heroin, VSA and methadone.
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Table 4.6. Deviation of T-scoresample from the sample mean for various groups of
users for the decade-based user/non-user separation

Drug N E O A C Imp SS
Alcohol, Chocolate, Caffeine 0 0 0 0 0 0 0
Amyl nitrite, LSD, and Magic Mushrooms 0 0 + − − + +
Nicotine 0 0 + 0 − + +
Amphetamines, Benzodiazepines, Cannabis,
Cocaine, Ecstasy, Ketamine, and Legal highs + 0 + − − + +

Crack, Heroin, VSA, and Methadone + − + − − + +
Ecstasy pleiad 0 0 + − − + +
Heroine pleiad, Benzodiazepines pleiad + 0 + − − + +
Illicit drugs + 0 + − − + +

For the year-based user/non-user classification, drugs are separated into eight

groups as presented in Table 4.7. Each group can be coded using the (N, E, O, A,

C, Imp, SS) profile:

• The group with the profile (0, 0, 0, 0, 0, 0, 0) includes the users of three legal

drugs alcohol, chocolate and caffeine.

• The group of drugs with the profile (0, 0,+,−,−,+,+) contains just the

users of magic mushrooms.

• The LSD users also form their own group with the profile (0, 0,+, 0,−,+,+).

• The group with the profile (+, 0,+,−,−,+,+) includes the users of am-

phetamines, amyl nitrite, cannabis, cocaine, crack, legal highs and VSA.

• The group of drugs with the profile (+,−,+,−,−) includes the users of

benzodiazepines, heroin, and methadone.

• The ecstasy users form their own group with the profile (0,+,+,−,−,+,+).

• The ketamine users form their own group with the profile (+,+,+,−,−,+,+).

• The nicotine users form their own group with the profile (+, 0,+, 0,−,+,+).

Similarly, the deviations of T-scoresample from the sample mean for the month-

based user/non-user classification and for the week-based user/non-user classi-

fication are described in Table 4.8 and Table 4.9 respectively.
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Table 4.7. Deviation of T-scoresample from the sample mean for various groups of
users for the year-based user/non-user separation

Drug N E O A C Imp SS
Alcohol, Chocolate, Caffeine 0 0 0 0 0 0 0
Magic Mushrooms 0 0 + − − + +
LSD 0 0 + 0 − + +
Amphetamines, Amyl nitrite, Cannabis,
Cocaine, Crack, Legal highs, and VSA + 0 + − − + +

Benzodiazepines, Heroin, and Methadone + − + − − + +
Ecstasy 0 + + − − + +
Ketamine + + + − − + +
Nicotine + 0 + 0 − + +
Heroine pleiad, Ecstasy pleiad,
Benzodiazepines pleiad + 0 + − − + +

Illicit drugs + 0 + − − + +

Table 4.8. Deviation of T-scoresample from the sample mean for various groups of
users for the month-based user/non-user separation

Drug N E O A C Imp SS
Alcohol, Chocolate, Caffeine 0 0 0 0 0 0 0
Cannabis and Magic Mushrooms 0 0 + − − + +
Nicotine + 0 + 0 − + +
Amphetamines, Ketamine, and Legal highs + 0 + − − + +
Benzodiazepines, Heroin, and Methadone + − + − − + +
Ecstasy and LSD 0 + + − − + +
Cocaine and VSA + + + − − + +
Amyl nitrite 0 0 0 − − + +
Crack + − 0 − − + +
Ecstasy pleiad 0 0 + − − + +
Heroine pleiad, Benzodiazepines pleiad + − + − − + +
Illicit drugs + 0 + − − + +

The personality profiles are strongly associated with membership of groups of

the users and non-users of the 18 drugs. We found that the N and O score of drug

users of all 18 drugs are moderately high (+) or neutral (0), and that the A and C

scores of drug users are moderately low (−) or neutral (0). Detailed results can

be seen in Tables 4.6, 4.7, 4.8, and 4.9.

The effect of the E score is drug specific. Drugs are divided into three groups

with respect to the E score of users (in the year-, month-, and week-based classifi-

cation problems) (see Tables 4.6, 4.7, 4.8 and 4.9). For example, for the week-based

user/non-user separation the E score is:
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Table 4.9. Deviation of T-scoresample from the sample mean for various groups of
users for the week-based user/non-user separation

Drug N E O A C Imp SS
Alcohol, Chocolate, Caffeine 0 0 0 0 0 0 0
Cannabis 0 0 + − − + +
LSD and Magic Mushrooms 0 + + 0 − + +
Ketamine 0 − + − − + +

Amphetamines, Benzodiazepines,
Heroin, Legal highs, and Methadone + − + − − + +

Ecstasy 0 + + − − + +
VSA 0 + + − 0 + +
Cocaine + + + − − + +
Nicotine + 0 + 0 − + +
Amyl nitrite 0 − 0 − − + +
Crack + − − − − + +
Heroine pleiad, Benzodiazepines pleiad + − + − − + +
Ecstasy pleiad 0 0 + − − + +
Illicit drugs + 0 + − − + +

• Moderately low (−) in groups of users of amphetamines, amyl nitrite, ben-

zodiazepines, heroin, ketamine, legal highs, methadone, and crack;

• Moderately high (+) in groups of users of cocaine, ecstasy, LSD, magic

mushrooms, and VSA;

• Neutral (0) in groups of users of alcohol, caffeine, chocolate, cannabis, and

nicotine.

4.5 Significant differences between groups of drug users

and non-users

Tables 4.10, 4.11, 4.12, and 4.13 show where there are significant differences be-

tween the means of the personality traits for the groups of users and non-users for

the decade-, year-, month-, and week-based classification problems respectively.

Three significance level are used:

• 99% significance level (p-value is less than 0.01). Symbol ‘⇓ ’ corresponds
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to 99% significant difference where the mean in users group is less than

mean in non-users group and symbol ‘⇑’ corresponds to 99% significant

difference where the mean in users group is greater than the mean in non-

users group.

• 98% significance level (p-value is less than 0.02). Symbol ‘↓ ’ corresponds to

98% significant difference where the mean in users group is less than mean

in non-users group and symbol ‘↑’ corresponds to 98% significant difference

where the mean in users group is greater than the mean in non-users group.

• 95% significance level (p-value is less than 0.05). Symbol ‘� ’ corresponds to

95% significant difference where the mean in users group is less than mean

in non-users group and symbol ‘�’ corresponds to 95% significant difference

where the mean in users group is greater than the mean in non-users group.

Empty cells in the tables below correspond to insignificant differences.

For example for the decade-based user/non-user separation (see Table 4.10) choco-

late does not have a significant difference between users and non-users for any

of the factors. Alcohol users and non-users only have a 99% significant differ-

ence in the C , Imp, and SS scores, and 95% significant difference in the A score.

According to Table 4.6 all these deviations are small.

LSD and magic mushrooms for the decade-based user/non-user separation (see

Table 4.10) have 99% significant difference between users and non-users in the O,

A, C, Imp, and SS scores and 95% significant difference in the N score. According

to Table 4.6 both for LSD and magic mushrooms the deviation in the N score is

small and all the deviations in the O, A, C, Imp, and SS scores are not small.

Benzodiazepines and methadone in Table 4.10 have 99% significant differences

between users and non-users in all seven scores. For methadone, all these dif-

ferences are not small (Table 4.6) and for benzodiazepines the difference in the E

score is small despite of it 99% significance.

The significance of the differences of the means for groups of users and non-users
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Table 4.10. Significant differences of means for groups of users and non-users
for the decade-based user/non-user separation.

Drug N E O A C Imp SS
Chocolate
Alcohol � ⇓ ⇑ ⇑
Amyl nitrite ⇑ ⇓ ⇓ ⇑ ⇑
Caffeine � ⇑ ↓ ↑ ⇑
LSD, Mushrooms � ⇑ ⇓ ⇓ ⇑ ⇑
Amphetamine, Cocaine, Crack, Ecstasy,
Ketamine, Legal highs, Nicotine, VSA ⇑ ⇑ ⇓ ⇓ ⇑ ⇑

Cannabis, Heroin ⇑ � ⇑ ⇓ ⇓ ⇑ ⇑
Benzodiazepines, Methadone ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑
Benzodiazepines pleiad, Heroine pleiad ⇑ ⇑ ⇓ ⇓ ⇑ ⇑
Ecstasy.pleiad ⇑ � ⇑ ⇓ ⇓ ⇑ ⇑
Illicit drugs ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑

for the year, month, and week-based user definition is presented in Tables 4.11–

4.13). We hope that the previous descriptions of where the significant differences

lie are enough for the reader to interpret this table. It is useful to consider sig-

nificance of differences together with their value (tables 4.7– 4.9). Additional

information about these differences could be extracted from the detailed tables

C.1–C.4 in Appendix.

Mean values of five factor scores for groups of drug users and non-users for the

decade-based user/non-user separation are depicted in Fig 4.6. A single drug

was chosen to be plotted for each group, due to the fact that the shapes of the pro-

file for all drugs in one group are very similar. Fig 4.6 represents T-score graphs of

the mean of personality factor scores for the groups of users and non-users with

respect to the population norm mean (the left column) and with respect to the

sample mean (the right column) for alcohol, LSD, cannabis, and heroin. Graphs

of the same type are presented for the year-based classification problem for ke-

tamine in Fig 4.7, for amyl nitrite for the month-based classification problem in

Fig 4.8 and for crack for the week-based classification problem in Fig 4.9. Mean

values of all seven factor scores for groups of drug users and non-users for all

definitions of users are presented in Tables C.2, C.3 and C.4.
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Figure 4.6. Average personality profiles for the decade-based user/non-user
separation. T-scores with respect to the population norm mean (left
column) and T-scoresample with respect to the sample means (right
column) for: A & B: Alcohol, C & D: LSD, E & F: Cannabis, and G &
H: Heroin
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Figure 4.7. Average personality profiles for Ketamine for the year-based
user/non-user separation. A: T-scores with respect to the population
norm mean and B: T-scoresample with respect to the sample means
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Figure 4.8. Average personality profiles for Amyl nitrite for the month-based
user/non-user separation. A: T-scores with respect to the population
norm mean and B: T-scoresample with respect to the sample means

A

T
-s

co
re

30

35

40

45

50

55

60

65

70

N E O A C B

T
-s

co
re

sa
m

pl
e

30

35

40

45

50

55

60

65

70

N E O A C

Crack

Population mean Sample mean User Non-user Sample mean User Non-user

Figure 4.9. Average personality profiles for Crack for the week-based
user/non-user separation. A: T-scores with respect to the population
norm mean and B: T-scoresample with respect to the sample means
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Table 4.11. Significant differences of means for groups of users and non-users
for the year-based user/non-user separation.

Drug N E O A C Imp SS
Chocolate
Alcohol ⇑
Amyl nitrite ↑ ⇓ ⇓ ⇑ ⇑
LSD ⇑ � ⇓ ⇑ ⇑
Mushrooms ⇑ ⇓ ⇓ ⇑ ⇑
Caffeine ↑ � � ⇑ ⇑
Ecstasy ⇑ ⇑ ⇓ ⇓ ⇑ ⇑
Ketamine ↑ ⇑ ⇓ ⇓ ⇑ ⇑
VSA ⇑ ⇑ ↓ ⇓ ⇑ ⇑
Amphetamine, Cannabis, Crack,

Legal highs, and Nicotine ⇑ ⇑ ⇓ ⇓ ⇑ ⇑

Cocaine ⇑ � ⇑ ⇓ ⇓ ⇑ ⇑
Heroin ⇑ ↓ ⇑ ⇓ ⇓ ⇑ ⇑
Benzodiazepines, Methadone ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑
Heroine pleiad ⇑ ⇑ ⇓ ⇓ ⇑ ⇑
Benzodiazepines pleiad, Ecstasy pleiad ⇑ � ⇑ ⇓ ⇓ ⇑ ⇑
Illicit drugs ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑

Table 4.12. Significant differences of means for groups of users and non-users
for the month-based user/non-user separation.

Drug N E O A C Imp SS
Chocolate
Amyl nitrite ↓ � ↑ ⇑
LSD, Mushrooms ⇑ ⇓ ⇑ ⇑
VSA ⇑ � ⇑ ⇑
Ketamine ⇑ � ⇓ ⇑ ⇑
Caffeine ⇑ ⇑ ⇑
Alcohol ⇑ � ⇑
Ecstasy ⇑ ⇑ ⇓ ⇓ ⇑ ⇑
Crack ⇑ � � ↑ ⇑
Amphetamine, Cannabis, Cocaine,

Legal highs, and Nicotine ⇑ ⇑ ⇓ ⇓ ⇑ ⇑

Heroin ⇑ ↓ ⇓ ⇓ ⇑ ⇑
Benzodiazepines, Methadone ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑
Ecstasy pleiad, Heroine pleiad ⇑ ⇑ ⇓ ⇓ ⇑ ⇑
Benzodiazepines pleiad ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑
Illicit drugs ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑
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Table 4.13. Significant differences of means for groups of users and non-users
for the week-based user/non-user separation.

Drug N E O A C Imp SS
Chocolate ↓
Crack � � ⇑
Amyl nitrite � � � ⇑
Ketamine ↑ ↓ ↓ ↑ ⇑
VSA ⇑ ⇑ ⇑
LSD ⇑ ⇓ � ⇑
Cannabis ⇑ ⇓ ⇓ ⇑ ⇑
Mushrooms � ⇑ ⇑ ⇑
Caffeine ↑ �
Ecstasy ↑ ⇑ ⇓ ⇑ ⇑
Alcohol ⇑ ⇑
Cocaine ↑ ⇓ ⇓ ⇑ ⇑
Amphetamine, Nicotine ⇑ ⇑ ⇓ ⇓ ⇑ ⇑
Heroin ⇑ � ⇓ ⇓ ⇑ ⇑
Methadone ⇑ ⇓ � ⇓ ⇓ ⇑ ⇑
Benzodiazepines, Legal highs ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑
Ecstasy pleiad ⇑ ⇑ ⇓ ⇓ ⇑ ⇑
Benzodiazepines pleiad, Heroine pleiad ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑
Illicit drugs ⇑ ⇓ ⇑ ⇓ ⇓ ⇑ ⇑

4.6 Correlation between usage of different drugs

Usage of each drug is a binary variable (users or non-users) for all versions of

user definition. Tables C.5 and C.6 contain PCCs, which are computed for each

pair of the 153(=18 times 17 divided by 2) potential drug usages for the decade-

and year-based user/non-user separations respectively (see Appendix C.2). The

majority of the PCCs are significant, since the sample size is 1885.

The correlation coefficient is an indicator of measuring the dependence between

attributes. The Pearson’s Correlation Coefficient (PCC) can be defined as the co-

variance of two random variables divided by the product of the individual stan-

dard deviations. Let as consider two variables X and Y, for a series of n mea-

surements of X and Y written xi and yi, where i = 1, 2, . . . , n. The Pearson’s r is

defined as:
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r =
∑n

i=1
(

xi − x̄
)(

yi − ȳ
)√

∑n
i=1
(

xi − x̄
)2(yi − ȳ

)2
,

where x̄ = 1
n ∑n

i=1 xi is the sample mean, and analogously for ȳ. r is a value

between −1 ≤ r ≤ 1, where −1 is total negative correlation, 1 is total positive

correlation, and 0 is no correlation.

PCC is not appropriate for general categorical attributes but for the Boolean ran-

dom variables (with 0,1 values) it gives a reasonable measure of dependence be-

cause for them cov(X, Y) = P
(
X = 1&Y = 1

)
− P

(
X = 1

)
P
(
Y = 1

)
.

The correlation in 124 pairs of drug usages from a totality of 153 pairs for the

decade-based classification problem have p-values less than 0.01 (p-value is the

probability to observe by chance the same or greater correlation coefficient for

uncorrelated variables). It is necessary to employ a multi-testing approach when

testing 153 pairs of drug usages in order to estimate the significance of the cor-

relation [138]. We apply the most conservative technique, the Bonferroni correc-

tion, and used the Benjamini-Hochberg (BH) step-up procedure [138] to control

the False Discovery Rate (FDR) in order to estimate the genuine significance of

these correlations. The FDR is the expected proportion of false positives among

all discoveries (rejected null hypotheses). Let as consider the problem of m si-

multaneously tested null hypothesis of which m0 are true. For each hypothesis

Hi
(
i = 1, . . . , m

)
a test statistic is calculated along with corresponding p-value

P1, P2, . . . , Pm. The FDR defined as

FDR = E
[ F

F + T
]
= E

[ F
R

]
,

where F is the number of false positives (false discoveries), T is the number of

true positives (true discoveries), R is the number of rejected null hypotheses (dis-

coveries).

Consider H1, H2, . . . , Hm be a family of null hypotheses tested based on the cor-

responding p-value P1, P2, . . . , Pm. Let as consider the increasing order p-value
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Figure 4.10. Strong drug usage correlations: A: for the decade-based
classification problem and B: for the year-based classification
problem

denoted by P(
1
) < P(

2
) < . . . . < P(

m
) and H(

i
) is the null hypothesis with re-

spect to P(
i
). Then Bonferroni procedure works as follows: For a given α, find the

largest k such that P(
k
) ≤ k

m α. Then reject all null hypothesis H(
i
), i = 1, 2, . . . , k.

The Benjamini-Hochberg procedure (BH step-up procedure) controls the FDR (at

level α ). The procedure works as follows: For a given α, find the largest k such

that P(
k
) ≤ k

m+1−k α. Then reject all null hypothesis H(
i
), i = 1, 2, . . . , k.

There are 115 significant correlation coefficients with Bonferroni corrected p-value

0.001. The BH step-up procedure with threshold of FDR equal to 0.01 defines 127

significant correlation coefficients.

However, a significant correlation does not necessarily imply a strong association

or causality. For example, the correlation coefficient for alcohol usage and amyl

nitrate usage is significant (i.e. the p-value is equal to 0.0013) but the value of this

coefficient is equal to 0.074, and thus cannot be considered as an important asso-

ciation. We consider correlations with absolute values of PCC |r| ≥ 0.4. Fig 4.10

sets out all significant identified correlations greater than 0.4. In this study for

the decade-based classification problem we consider the correlation as weak if

|r| < 0.4, medium if 0.45 > |r| ≥ 0.4, strong if 0.5 > |r| ≥ 0.45, and very strong if

|r| ≥ 0.5.

The correlation coefficient is high for each pair from the group: amphetamines,

cannabis, cocaine, ecstasy, ketamine, legal highs, LSD, and magic mushrooms,
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excluding correlations between cannabis and ketamine usage (r=0.302) and be-

tween legal highs and ketamine usage (r=0.393) (Fig 4.10A). Crack, benzodiazepines,

heroin, methadone, and nicotine usages are correlated with one, two, or three

other drugs usage (see Fig 4.10A). Amyl nitrite, chocolate, caffeine and VSA us-

age are uncorrelated or weakly correlated with usage of any other drug.

The structure of correlations of the year-based user/non-user separation is ap-

proximately the same as for the decade-based classification problem (see Fig 4.10).

We consider correlations with absolute values of PCC |r| ≥ 0.35 for the year-

based classification. Fig 4.10B sets out all identified significant correlations with

|r| > 0.35. The correlation can be interpreted as weak if |r| < 0.35; medium

if 0.40 > |r| ≥ 0.35; strong if 0.5 > |r| ≥ 0.40; and very strong if |r| ≥ 0.5. On

base of this similarity of correlation structures we define pleiades for three central

drugs: heroin, ecstasy, and benzodiazepines (as described in the Section ‘Pleiades

of drugs’).

Relative Information Gain (RIG) is widely used in data mining to measure the de-

pendence between categorical attributes [139]. RIG of the drug X usage with

respect to the drug Y usage is defined as:

RIG(X|Y) = (IG(X|Y))
Entropy(X)

=
(Entropy(X)− Entropy(X|Y))

Entropy(X)
,

where Entropy(X) is the entropy of drug X usage:

Entropy(X) = −µlnµ− (1− µ)ln(1− µ),

where µ is the fraction of drug X users among all participants, and Entropy(X|Y)

is the relative entropy:

Entropy(X|Y) = νEntropy(X|y = User) + (1− ν)Entropy(X|y = Non− user),

where ν is the fraction of drug Y users among all participants, Entropy(X|y =
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Figure 4.11. Pairs of decade-based drug usages with high RIG: A:
approximately symmetric RIG and B: significantly asymmetric RIG.
In figure B the arrow from cocaine usage to heroin usage, for
example, means that knowledge of cocaine usage can decrease
uncertainty in knowledge about heroin usage.

User) and Entropy(X|y = Non− user) are the specific conditional entropies:

Entropy(X|y = User) = −µ(y=User)lnµ(y=User) − (1− µ(y=User))ln(1− µ(y=User)),

Entropy(X|y = Non− user) = −µ(y=Non−user)lnµ(y=Non−user)−

(1− µ(y=Non−user))ln(1− µ(y=Non−user)),

where µ(y=User) is the fraction drug X user among all drug Y users and µ(y=Non−user)

is the fraction of drug X users among all drug Y Non-users.

The greater the value of RIG is, the stronger the indicated correlation is. RIG

is zero for independent attributes, is not symmetric and is a measure of mutual

information. For example, the value of RIG for drug 1 usage from usage of drug

2 is equal to a fraction of uncertainty (entropy) in drug 1 usage, which can be

removed if the value of drug 2 usage is known. The significance of RIG for binary

random variables is the same as for PCC. The majority of RIGs are significant, but

have small values. Fig 4.11 presents all pairs with RIG >0.15.

Fig 4.11A shows ‘approximately symmetric’ RIGs. Here, we call RIG(X|Y) ap-

proximately symmetric if

|RIG(X|Y)− RIG(Y|X)|
min (RIG(X|Y), RIG(Y|X))

< 0.2.

RIG is approximately symmetric for each pair from the following group: am-
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Table 4.14. The results of feature ranking. Data include country of residence
and ethnicity quantified by CatPCA. FVE is the fraction of explained
variance. CFVE is the cumulative FVE. The least informative
features are located towards the bottom of the table.

Principal variable ranking Double Kaiser’s ranking
Attribute FVE CFVE
SS 0.192 0.192 E
N 0.153 0.345 C
A 0.106 0.451 SS
Edu 0.104 0.555 N
O 0.092 0.647 Imp
C 0.088 0.735 O
E 0.076 0.811 A
Age 0.073 0.884 Age
Imp 0.055 0.939 Edu
Country 0.037 0.976 Country
Gndr 0.021 0.997 Gndr
Ethnicity 0.003 1.000 Ethnicity

phetamines, cannabis, cocaine, ecstasy, legal highs, LSD and magic mushrooms.

This group is the same that in Fig 4.10 (except ketamine). Fig 4.11B shows asym-

metric RIGs. Asymmetric RIGs illustrate a markedly different pattern to that of

Fig 4.10.

4.7 Input feature ranking

It should be stressed that the five factor model (FFM), impulsivity, and sensation-

seeking are all correlated. To identify the most informative features we apply the

methods which are described in the Section ‘Input feature ranking’ in chapter 3.

The results of the principal variables calculation are given in Table 4.14 for Cat-

PCA quantification, and in Table 4.15 for the dummy coding of nominal features.

Tables 4.14 and 4.15 contain lists of attributes in order from best to worst. The

results of the double Kaiser ranking are shown in the same tables.

The results of application of sparse PCA are shown in Tables 4.16 and 4.17. As

a result of feature selection we can exclude ethnicity from further consideration.

There is a more intriguing effect regarding country of location. Only two coun-
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Table 4.15. The results of feature ranking. Data include dummy coded country
of residence and ethnicity. FVE is the fraction of explained variance.
CFVE is the cumulative FVE. The least informative features are
lower located.

Principal variable ranking Double Kaiser’s ranking
Attribute FVE CFVE

SS 0.186 0.186 E
N 0.149 0.335 C
A 0.103 0.438 SS
Edu 0.101 0.539 N
O 0.089 0.627 Imp
C 0.086 0.714 O
E 0.074 0.787 A
Age 0.071 0.858 Age
Imp 0.053 0.911 Edu
UK 0.027 0.938 UK
Gndr 0.020 0.959 USA
USA 0.013 0.972 Gndr
White 0.010 0.982 Other (country)
Other (country) 0.005 0.988 White
Canada 0.004 0.991 Other (ethnicity)
Other (ethnicity) 0.003 0.994 Canada
Black 0.002 0.995 Asian
Australia 0.002 0.997 Mixed-White/Black
Asian 0.001 0.998 Australia
Mixed-WhiteBlack 0.001 0.999 Black
Republic of Ireland 0.000 1.000 Mixed-White/Asian
Mixed-WhiteAsian 0.000 1.000 Republic of Ireland
New Zealand 0.000 1.000 New Zealand
Mixed-BlackAsian 0.000 1.000 Mixed-Black/Asian

tries are informative (in this sample): the UK and the USA. Furthermore, inclu-

sion of country in the personality measures does not add much to the prediction

of drug usage. To understand the reasons for these two countries’ importance in

the prediction of drug consumption we compare the statistics for the subsamples:

UK - non-UK and USA - non-USA. We calculated the p-value for coincidence of

distribution of personality measurements in each subsample. We obtained the

same results for both divisions into subsamples: all input features have signifi-

cantly different distributions with a 99.9% confidence level for UK and non-UK

subsamples and likewise for USA – non-USA subsamples. This means that the
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Table 4.16. The result of sparse PCA feature ranking. Data include country of
residence and ethnicity quantified by CatPCA.

Step # of components Removed attributes
1 5 Gndr and Ethnicity

2 4 No removed attributes. The retained set of attributes:
age, Edu, N, E, O, A, C, Imp, SS, and country

Table 4.17. The result of sparse PCA feature ranking. Data include dummy
coded country of residence and ethnicity.

Step # of components Removed attributes

1 8

Canada, Other (country),
Australia, Republic of Ireland, New Zealand,
Mixed-White/Asian, White,
Other (ethnicity), Mixed-White/Black
Asian, Black and Mixed-Black/Asian

2 5 Gndrr, UK and USA

3 4
No removed attributes. The retained set of attributes:
age, Edu, N, E, O, A, C, Imp, and SS

UK and non-UK samples are biased, and similarly for the USA and non-USA

samples.

Our goal is to predict the risk of drug consumption for an individual. This means

that we have to consider individual specific factors. Occupation within a specific

country can be thought of as an important risk factor, but we do not have enough

data for countries other than the UK and the USA because of the composition

of the dataset: participants from the UK (1044; 55.4%), the USA (557; 29.5%),

Canada (87; 4.6%), Australia (54; 2.9%), New Zealand (5; 0.3%) and Ireland (20;

1.1%). A total of 118 (6.3%) came from a diversity of other countries, none of

whom individually formed as much as 1% of the sample, or did not declare the

country of location. Thus we exclude the ‘country’ feature from further study. As

a result, we continue with the 10 input features: Age, Edu, N, E, O, A, C, Imp, SS,

and Gndr.
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4.8 Selection of the best classifiers for the decade-based

classification problem

The first step for risk evaluation is the construction of classifiers. We have tested

the eight methods described in the ‘Risk evaluation methods’ Section and selected

the best one. The results of classifier selection are presented in Table 4.18. This

table shows that for all drugs except alcohol, cocaine and magic mushrooms, the

sensitivity and specificity are greater than 70%, which is an unexpectedly high

accuracy.

Recall that we have 10 input features: Age, Edu, N, E, O, A, C, Imp, SS, and

Gndr; each of which is an important predictor for at least five drugs. However,

there is no single most effective classifier which uses all input features. The max-

imal number of attributes used is 6 out of 10 and the minimal number is 2. In

Section ‘Criterion of the best method selection’ the best method is defined as the

method which maximises value of the minimum of sensitivity and specificity. If

the minimum of sensitivity and specificity is the same for two classifiers then the

classifier with the maximal sum of the sensitivity and specificity is selected from

these. Table 4.18 shows the different sets of attributes which are used in the best

user/non-user classifier for each different drug.

The use of a features in the best classifier can be interpreted as ‘ranking by fact’.

We note that this ranking by fact is very different from the other rankings pre-

sented in Tables 4.14 and 4.16. For example, in Tables 4.14 and 4.16 we see that

age is not one of the most informative measures, but it is used in the best classi-

fiers for 14 of the drugs. The second most used input feature is Gndr, which is

regarded as non-informative by Sparse PCA (Table 4.16) and as one of the least

informative by other methods (Table 4.14). This means that consumption of these

10 drugs is Gndr dependent.

We found some unexpected outcomes: for example, in the dataset the fraction

of females who are alcohol users is greater than that fraction of males (Fig 4.12)
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Table 4.18. The best results of the drug users classifiers (decade-based definition of users).
Symbol ‘X’ means the used input feature. Results are calculated by LOOCV.

Target feature C
la

ss
ifi

er

A
ge

Ed
u

N E O A C Im
p

SS G
nd

r

Sn Sp Sum
(%) (%) (%)

Alcohol LDA X X X X X 75.34 63.24 138.58
Amphetamines DT X X X X X X 81.30 71.48 152.77
Amyl nitrite DT X X X X 73.51 87.86 161.37
Benzodiazepines DT X X X X X X 70.87 71.51 142.38
Cannabis DT X X X X X X 79.29 80.00 159.29
Chocolate KNN X X X X 72.43 71.43 143.86
Cocaine DT X X X X X 68.27 83.06 151.32
Caffeine KNN X X X X X 70.51 72.97 143.48
Crack DT X X 80.63 78.57 159.20
Ecstasy DT X X X 76.17 77.16 153.33
Heroin DT X X X 82.55 72.98 155.53
Ketamine DT X X X X X 72.29 80.98 153.26
Legal highs DT X X X X X X 79.53 82.37 161.90
LSD DT X X X X X X 85.46 77.56 163.02
Methadone DT X X X X X 79.14 72.48 151.62
MMushrooms DT X X 65.56 94.79 160.36
Nicotine DT X X X X 71.28 79.07 150.35
VSA DT X X X X X X 83.48 77.64 161.12
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Figure 4.12. Conditional distribution for gender and alcohol.

but a greater proportion of males consume caffeine drinks (for example, coffee)

(Fig 4.13). The fraction of males who do not eat chocolate is greater than for

females (Fig 4.14). The conditional distributions for nicotine show the fraction of

males who smoke is higher (Fig 4.15).

The next most informative input features are E and SS which are used in the best

classifiers for nine drugs. Features O, C, and Imp are used in the best classifiers

for eight drugs. Features N and A are used in the best classifiers for six drugs.

Thus, personality factors are associated with drug use and each one impacts on
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Figure 4.13. Conditional distribution for gender and caffeine.
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Figure 4.14. Conditional distribution for gender and chocolate.
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Figure 4.15. Conditional distribution for gender and nicotine.

specific drugs. Finally, Edu is used in the best classifiers for five drugs (see Ta-

ble 4.18).

To predict the usage of most drugs DT is the best classifier (see Table 4.18). LDA

is the best classifier for alcohol use with five input features, and has sensitivity

75.34% and specificity 63.24%. kNN is the best classifier for chocolate and caffeine

users. These kNN classifiers use four features for chocolate and five features for

caffeine.

101



SELECTION OF THE BEST CLASSIFIERS FOR THE DECADE-BASED CLASSIFICATION
PROBLEM

The drugs can be separated into disjoint groups by the number of attributes used

for the best classifiers:

• The group of classifiers with two input features contains classifiers for two

drugs: crack and magic mushrooms. Both classifiers in this group use the E

score.

• The group of classifiers with three input features includes classifiers for two

drugs: ecstasy and heroin. Both classifiers in this group use Age and Gndr

and do not use any NEO-FFI factors.

• The group of classifiers with four input features includes classifiers for three

drugs: amyl nitrite, chocolate, and nicotine. All classifiers in this group use

the C score.

• The group of classifiers with five input features includes classifiers for five

drugs: alcohol, cocaine, caffeine, ketamine, and methadone. All classifiers

in this group use age.

• The group of classifiers with six input features includes classifiers for six

drug users: amphetamines, benzodiazepines, cannabis, legal highs, LSD,

and VSA. All classifiers in this group use Age.

It is important to stress that the attributes which are not used in the best classifiers

are not non-informative. For example, for ecstasy consumption the best classifier

is based on age, SS, and Gndr and has sensitivity 76.17% and specificity 77.16%.

There exists a DT for usage of the same drug based on Age, Edu, O, C, and SS,

with sensitivity 77.23% and specificity 75.22%; a DT based on Age, Edu, E, O, and

A, with sensitivity 73.24% and specificity 78.22%; a LR classifier based on Age,

Edu, O, C, Imp, SS, and Gndr, with sensitivity 74.83% and specificity 74.52%; a

kNN classifier based on Age, Edu, N, E, O, C, Imp, SS, and Gndr, with sensitivity

75.63% and specificity 75.75%. This means that for the risk evaluation of ecstasy

usage all input attributes are informative but the required information can be

extracted from a smaller subset of the attributes.
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Table 4.19. The best results of the drug users classifiers in the space of the first
four principal components. Symbol ‘X’ means used input feature.
Results are calculated by LOOCV.

Target feature Classifier PC 1 PC 2 PC 3 PC 4 Sn (%) Sp (%) Sum (%)
Alcohol GM X X 54.71 70.59 125.29
Amphetamines DT X 74.37 77.78 152.15
Amyl nitrite DT X X 61.35 79.47 140.82
Benzodiazepines DT X 64.63 92.20 156.83
Cannabis DT X X 78.02 77.26 155.28
Chocolate LDA X X X 57.35 62.86 120.21
Cocaine DT X 72.20 85.23 157.42
Caffeine LDA X X X 62.55 78.38 140.93
Crack DT X X 78.01 77.10 155.11
Ecstasy DT X X X 73.10 73.46 146.56
Heroin DT X 76.89 74.72 151.60
Ketamine DT X 73.43 93.55 166.98
Legal highs PDFE X X X X 75.98 76.14 152.12
LSD DT X 99.46 61.30 160.76
Methadone DT X X 79.38 84.47 163.85
MMushrooms LDA X X X X 76.37 69.10 145.47
Nicotine DT X X X 79.67 74.56 154.23
VSA DT X X 83.48 84.23 167.71

Sets of informative input features for each drug usage in the space of the first four

PCs are presented in Table 4.19.

The results presented in Tables 4.18 and 4.19 were calculated by LOOCV. It should

be stressed that different methods of testing give rise to different values for sen-

sitivity and specificity. Common methods include calculation of test set errors

(the holdout method), k-fold cross-validation, testing on the entire sample (if it

is sufficiently large, the so-called ‘naïve’ method), random sampling, and many

others. For example, a DT formed for the entire sample can have a sensitivity

and specificity different from LOOCV [117]. For illustration, consider the DT for

ecstasy, depicted in the Fig 4.16. It has sensitivity 78.56% and specificity 71.16%,

calculated using the whole sample. The results of LOOCV for a tree with the

same choices are given in Table 4.18: sensitivity 76.17% and specificity 77.16%.

The role of SS is very important for most of the party drugs. In particular, the risk

of ecstasy consumption can be evaluated with high accuracy on the basis of age,

Gndr and SS (see Table 4.18, Fig 4.16, and 4.34), and does not need the personality

traits from the FFM.
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Figure 4.16. Decision tree for ecstasy. Input features are: Age, SS, and Gndr.
Non-terminal nodes are depicted with dashed border. Values of
Age, SS, and Gndr are calculated by quantification procedures
described in the ‘Input feature transformation’ Section. The weight
of each case of users class is 1.15 and of non-users class is 1.
Column ‘Weighted’ records normalized weights: the weight of each
class is divided by sum of weights.

4.9 The best class binarization

We have seven categories for drug users, but to classify them into seven classes

we can only use the following classifiers: KNN, DT, RF and PDFE. All other classi-

fier implementation is appropriate for binary classification only. For this purpose,

we should change the seven order classes into binary class. In addition, binary

classification is a better understood task and is simpler because only two classes
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Table 4.20. Possible class binarization
Name of bina-
rization

The first class The second class

Strongly never Never used Used over a decade ago, Used in last
decade, Used in last year, Used in last
month, Used in last week, Used in last
day

User/non-user Never used, Used over a decade
ago

Used in last decade, Used in last year,
Used in last month, Used in last week,
Used in last day

Used long ago Never used, Used over a decade
ago, Used in last decade

Used in last year, Used in last month,
Used in last week, Used in last day

About year Never used, Used over a decade
ago, Used in last decade, Used in
last year

Used in last month, Used in last week,
Used in last day

About month Never used, Used over a decade
ago, Used in last decade, Used in
last year, Used in last month

Used in last week, Used in last day

Frequently Never used, Used over a decade
ago, Used in last decade, Used in
last year, Used in last month, Used
in last week

Used in last day

are involved.

We have seven ordered classes. There are six possible division of these set of

classes into two classes without changing the order of classes. The best possible

class, which is binarization, is represented in Table 4.20. We were testing all meth-

ods to define the best class binarization for original input features and space of

the first four principal components for each drug.

We can see that for different target attribute we have six different class binariza-

tion: (Strongly never, User/non-user, Used long ago, About year, About month,

Frequently). Recall that we have two space: space of original input feature and

space of the first four PCs. We applied eight data mining methods to predict class

users for all drugs and for each six class binarization in both spaces.

The aim is to select the best classifiers to each class binarization for all drugs in

each space. For this purpose we chose the best criteria which we employ the

sum of sensitivity and specificity. After that we select the best classifier among

all classifiers and we obtain the best class binarization in each space for all drugs.

For example, ecstasy: in the space of original attribute the best classifier for class
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binarization strongly never is KNN, user/non-user is GM, used long ago is DT,

about year is DT, about month is LDA and Frequently is LR. Table 4.21 represents

the best classifiers to each class binarization in the space of original input features

for ecstasy usage.

Table 4.21. The best classifiers to each class binarization for ecstasy usage in the
space of original input features.

Target attribute Class binarization classifier Sp (%) Sn (%) Sum %
Ecstasy Strongly never KNN 66.60 77.20 143.80
Ecstasy User/non-user GM 70.19 79.76 149.95
Ecstasy Used long ago DT 76.02 76.02 152.04
Ecstasy About year DT 77.45 74.17 151.61
Ecstasy About month LDA 64.02 82.14 146.16
Ecstasy Frequently LR 71.78 57.14 128.92

By using the criterion we found that DT is the best classifier among all classifiers

for ecstasy and we get the best class binarization used long ago for this space.

The specificity for this classifier is 76.02%, sensitivity is 76.02% and sum of them

is 152.04%. As a result, the best class binarization for ecstasy user is used long

ago.

In the space of original input features for every day ketamine user, every day

mmushrooms user, and every day VSA user we see that there is no classifier

which can separate with appropriate accuracy (sensitivity and specificity both

are greater than 50%). It is also true for amyl nitrite user, and chocolate users

who never use chocolate or have used it more than a year ago. Moreover, NB

classifier allows the exact isolation of every day crack users for both space.

Let us consider the VSA users in the space of the two first PCs. Distributions of

all points of each class separately are depicted in Figure 4.17. We can see that all

classes from Used in last decade till Used in last day are shifted to left side of

figures. It allows to create classifier to recognise this cases.

For different drugs we have the different binary classes which are separated with

the best accuracy. For the most of drug the classifier formed in the space of the

original attributes and in the space of the first four principal components have

the same best class binarizations or the nearest best binarizations. For example, in
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Figure 4.17. The distribution of VSA users in space of the two first principal
components: A) Never used, B) Used over a decade ago, C) Used in
last decade, D) Used in last year, E) Used in last month, F) Used in
last week, G) Used in last day, H) legend.

space of original attribute the best class binarization for alcohol use is about year.

The target attribute appears with DT. The true negative rate and true positive

rate is 66.17% and 66.67% respectively and the sum of them is 132.83%. In space

of PCs the best class binarization for alcohol use is used long ago with the same

classifier DT. Sensitivity is 87.82% and specificity is 59.56% and the sum of them

is 147.38%.

For cannabis use the best class binarization in space of original attribute is used

long ago which appears with RF. Sensitivity for this classifier is 80.95% and speci-
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ficity is 80.02% and sum of sensitivity and specificity is 160.98%. Also we can see

that the best class binarization in space of PC for cannabis use is used long ago

which occur with DT. Specificity for this model is 79.12% and sensitivity is 79.38%

and the sum of them is 158.50% . Furthermore, from this example we found that

for alcohol use the classifier formed in both space has the nearest best class bina-

rizations. For cannabis use the classifier formed in both space has the same best

class binarizations. Table 4.22 and Table 4.23 show the best class binarization in

space of original attributes and in space of PCs with the best classifiers for alcohol

and cannabis.

Table 4.22. The best class binarization in space of original attributes with the
best classifiers for alcohol and cannabis. Sn is sensitivity. Sp is
specificity.

Target attribute Space of original attributes Classifier
Class binarization Sp (%) Sn (%) Sum (%)

Alcohol About year 66.17 66.67 132.83 DT
Cannabis Used long ago 80.03 80.95 160.98 RF

Table 4.23. The best class binarization in space of principal components with
the best classifiers for alcohol and cannabis. Sn is sensitivity. Sp is
specificity.

Target attribute Space of original attributes Classifier
Class binarization Sp (%) Sn (%) Sum (%)

Alcohol Used long ago 59.56 87.82 147.38 DT
Cannabis Used long ago 79.12 79.38 158.50 DT

We compared all the results between the two spaces for each drug. We select the

best methods between the two spaces for each drug by the criteria to get the best

class binarization. The best class binarization and the best Space with the best

classifiers for each drug represented in Table 4.24.

We use classifier of drug users to predict the risk of drug consumer. The relation

between personality measures and drug use depends on the types of drugs and

frequency of using drugs. Different frequency and different types of drugs have

different classifiers to predict the class of the users. The classifiers for users of the

most of legal drugs are allowed with the first three class binarization (strongly

never, user/non-user and used long ago). Some types of illicit drugs have di-

rect effects on personality traits. A good illustration for this is consumption of
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Table 4.24. The best class binarization and the best space with the best classifier.
Sn is sensitivity. Sp is specificity. Clas. means the best classifier.

Target attribute Binarization Sn (%) Sp (%) Sum(%) The best space Clas.
Alcohol Used long ago 59.56 87.82 147.38 Space of PC DT
Amphetamine Used long ago 63.22 85.09 148.31 Original KNN
Amyl nitrite Used long ago 65.30 77.44 142.74 Space of PC DT
Benzodiazepines Frequently 86.82 100 186.82 Original DT
Cannabis Used long ago 80.03 80.95 160.98 Original RF
Chocolate About month 70.63 62.01 132.65 Space of PC DT
Cocaine About year 76.42 74.84 151.26 Original DT
Caffeine User/non-user 64.87 66.45 131.32 Original LDA
Crack Frequently 100.00 100.00 200.00 Both Spaces NB
Ecstasy Used long ago 76.02 76.02 152.04 Original DT
Heroin Frequently 77.72 84.62 162.34 Space of PC LDA
Ketamine About month 80.41 64.87 145.28 Original GM
Legal highs User/non-user 86.11 75.90 162.01 Original RF
LSD Frequently 71.53 92.31 163.84 Original LDA
Methadone User/non-user 78.47 71.22 149.70 Space of PC DT
MMushrooms Used long ago 66.02 90.78 156.81 Original GM
Nicotine Strongly never 77.80 75.91 153.71 Space of PC DT
VSA Used long ago 89.61 100.00 189.61 Space of PC DT

benzodiazepines, heroin, LSD and crack because these drugs are appearing with

frequently class binarization. Therefore, illegal drug users are predicted to be

more in risk factor than legal drug users on personality traits.

4.10 Correlation pleiades of drugs

Consider correlations between drug usage for the year- and decade-based defi-

nitions (Fig 4.10). It can be seen from Fig 4.10 that the structure of these correla-

tions for the year- and decade-based definitions of drug users is approximately

the same. We found three groups of strongly correlated drugs, each containing

several drugs which are pairwise strongly correlated. This means that drug con-

sumption has a ‘modular structure’, and we identify three modules:

• Crack, cocaine, methadone, and heroin;

• Amphetamines, cannabis, cocaine, ketamine, LSD, magic mushrooms, legal

highs, and ecstasy;

• Methadone, amphetamines, cocaine and benzodiazepines.
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This modular structure has a clear representation in the correlation graph, Fig 4.10.

The idea of merging correlated attributes into ‘modules’ is popular in biology.

These modules are called correlation pleiades [43–45]. This concept was intro-

duced in biostatistics in 1931 [43]. Correlation pleiades were used in evolutionary

physiology for the identification of the modular structures in a variety of con-

texts [43–46]. Berg [45] presented correlation data from three unspecialized and

three specialized pollination species, and proposed that correlation pleiades are

clusters of correlated traits. This means that, in the standard approach to cluster-

ing, the pleiades do not intersect. The classical clustering methods are referred

to as ‘hard’ or ‘crisp’ clustering, which means that each data object is assigned to

only one cluster. This restriction is relaxed for fuzzy [48] and probabilistic clus-

tering [47]. Such approaches are useful when the boundaries between clusters are

not well separated.

In this study, correlation pleiades are appropriate since the drugs can be grouped

in clusters with highly correlated use (see Fig 4.10A and 4.10B):

• The Heroin pleiad (heroinPl) includes crack, cocaine, methadone, and heroin;

• The Ecstasy pleiad (ecstasyPl) includes amphetamines, cannabis, cocaine, ke-

tamine, LSD, magic mushrooms, legal highs, and ecstasy;

• The Benzodiazepines pleiad (benzoPl) includes methadone, amphetamines, co-

caine, and benzodiazepines.

These correlation pleiades include 12 drugs (Fig. 4.18). Additionally, we can con-

sider the ‘smoking couple’, the highly correlated pair cannabis–nicotine. Other

drugs do not have strong symmetric correlations. There exists an asymmetric cor-

relation link from ecstasy to amyl nitrite (Fig. 4.11). Therefore, amyl nitrite can

be considered as a peripheral element of the ecstasy pleiad.

Fuzzy and probabilistic clustering may help to reveal more sophisticated rela-

tionships between objects and clusters. For example, analysis of the intersections
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Figure 4.18. Correlation pleiades for drug use (in a circle, in a triangle and in a
rectangle). Additionally, a highly correlated ‘smoking couple’,
cannabis and nicotine, is separated by an ellipse. E stands for
ecstasy, H for heroin, B for benzodiazepines, and MM for magic
mushrooms. Other drugs are denoted by the first two letters of
their names. Edges represent correlations.

between correlation pleiades of drugs can generate important question and hy-

potheses:

• Which patterns of behaviour are reflected by the existence of pleiades? (For

example, is the ecstasyPl just the group of party drugs united by habits of

use?)

• Why is cocaine a peripheral member of all pleiades?

• Why does methadone belong to the periphery of both the heroin and ben-

zodiazepines pleiades?

• Why do amphetamines belong to the periphery of both the ecstasy and ben-

zodiazepines pleiades?

• Do these intersections reflect the structure of individual drug consumption

or the structure of the groups of drug consumers?

We define groups of users and non-users for each pleiad. A group of users for a

pleiad includes the users of any individual drug from the pleiad (see Table 4.25). A

group of non-users contains all participants which are not included in the group
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Table 4.25. Number of drug users for pleiades in the database
Pleiad User definition based on

Decade Year Month Week
HeroinPl 832 (44.14%) 585 (31.03%) 309 (16.39%) 184 (9.76%)
EcstasyPl 1317 (69.87%) 1089 (57.77%) 921 (48.86%) 792 (42.02%)
BenzoPl 1089 (57.77%) 830 (44.03%) 528 (28.01%) 363 (19.26%)

of users. Table 4.25 shows the total number of users and their percentages in

the database for three pleiades and for each user definition (the decade-, year-,

month-, or week-based user/non-user separation).

The class imbalance problem is well known [117]. Users form a small fraction

of the dataset (significantly less than half) for most of drugs (see Table 2.6). The

classes of users and non-users are more balanced for pleiades of drugs than for

individual drugs (compare Table 4.25 and 2.6). Table 4.25 shows that the number

of drug users in the database for all three pleiades are more balanced (closer to

50%) than the number of users of the corresponding individual drug (Table 2.6).

For example, for the decade-based classification problem the number of benzoPl

users is 1089 (57.77%), while the number of benzodiazepines users is 769 (40.80%)

and the number of heroinPl users is 832 (44.14%), while the number of heroin

users is 212 (11.25%).

The introduction of moderate subcategories of T-scoresample for pleiades of drugs

enables us to separate the pleiades of drugs into two groups for the decade-,

month-, and week-based user/non-user separation. For year-based user/non-

user separation there is only one group with profile (+, 0,+,−,−), and includes

the users of heroinPl, ecstasyPl and benzoPl.

For the decade-based classification problem, the group with the profile (+, 0,+,−,−)

includes the users of heroinPl and benzoPl. The group with the profile (0, 0,+,−,−)

includes the users of EcstasyPl.

For the month- and week-based classification problem, the group with the profile

(+,−,+,−,−) includes the users of heroinPl and benzoPl. The group with the

profile (0, 0,+,−,−) includes the users of EcstasyPl.
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Table 4.26. Statistically significant differences of means for groups of users and
non-users for each pleiad for decade- year-, month-, and week-based
classification problem. The symbol ‘ ⇓ ’ corresponds to a significant
difference where the mean in the users group is less than the mean
in non-users group, and the symbol ‘⇑’ corresponds to a significant
difference where the mean in users group is greater than the mean in
non-users group. Empty cells corresponds to insignificant
differences. The difference is considered to be significant if the
p-value is less than 0.01).
Pleiades of drugs N E O A C

The decade-based user/non-user separation
HeroinPl, EcstasyPl, BenzoPl ⇑ ⇑ ⇓ ⇓

The year-based user/non-user separation
HeroinPl, EcstasyPl, BenzoPl ⇑ ⇑ ⇓ ⇓

The month-based user/non-user separation
HeroinPl, EcstasyPl ⇑ ⇑ ⇓ ⇓
BenzoPl ⇑ ⇓ ⇑ ⇓ ⇓

The week-based user/non-user separation
HeroinPl, BenzoPl ⇑ ⇓ ⇑ ⇓ ⇓
EcstasyPl ⇑ ⇑ ⇓ ⇓

The personality profiles for pleiades of drugs are qualitatively similar but some

differences should be mentioned: the N level for EcstasyPl users is lower than

for HeroinPl users, whereas levels of E and A are higher for EcstasyPl users (see

Fig. 4.19, Fig. 4.20, Fig. 4.21 and 4.22).

We have applied the eight methods described in Section ‘Risk evaluation meth-

ods’ and selected the best one for each pleiad for the decade-, year-, month-, and

week-based classification problems. The results of the classifier selection are pre-
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Figure 4.19. Average personality profiles for HeroinPl for the decade-based
user/non-user separation. A: T-scores with respect to the
population norm mean and B: T-scoresample with respect to the
sample means.
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Figure 4.20. Average personality profiles for EcstasyPl for the month-based
user/non-user separation. A: T-scores with respect to the
population norm mean and B: T-scoresample with respect to the
sample means.
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Figure 4.21. Average personality profiles for BenzoPl for the month-based
user/non-user separation. A: T-scores with respect to the
population norm mean and B: T-scoresample with respect to the
sample means.
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Figure 4.22. Average personality profiles for HeroinPl for the week-based
user/non-user separation. A: T-scores with respect to the
population norm mean and B: T-scoresample with respect to the
sample means.
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Table 4.27. The best results of the pleiad users classifiers. Symbol ‘X’ means
input feature used in the best classifier. Sensitivity and Specificity
were calculated by LOOCV.

Pleiades C
la

ss
ifi

er

A
ge

Ed
u

N E O A C Im
p

SS G
nd

r

# Sn Sp Sum
of drugs (%) (%) (%)

The decade-based user/non-user separation
HeroinPl DT X X X X 4 71.23 78.85 150.07
EcstasyPl DT X X X X X X 6 80.63 79.80 160.44
BenzoPl DT X X X X X 5 73.37 72.45 145.82

The year-based user/non-user separation
HeroinPl DT X X X X 4 73.69 71.80 145.49
EcstasyPl DT X X X X X X X 7 80.65 80.72 161.37
BenzoPl DT X X X X 4 73.93 73.98 147.91

The month-based user/non-user separation
HeroinPl DT X X X X X 5 74.18 74.11 148.29
EcstasyPl PDFE X X X X X X X X 8 79.34 79.50 158.83
BenzoPl DT X X X X 4 73.18 73.11 146.28

The week-based user/non-user separation
HeroinPl DT X X X X X X X X 8 75.84 73.91 149.75
EcstasyPl LR X X X X X X X X 8 77.68 77.78 155.45
BenzoPl DT X X X X X 5 75.10 75.76 150.86

sented in Table 4.27. The quality of classification is high.

The classification results are excellent for each pleiad for the decade-, year-, month-

, and week-based problems. We can compare the classifiers for one pleiad and for

different problems (see Table 4.27). For example,

• The best classifier for ecstasyPl for the year-based user/non-user separa-

tion is a DT with seven attributes and has sensitivity 80.65% and specificity

80.72%.

• The best classifier for heroinPl for the month-based user/non-user separa-

tion is a DT with five attributes and has sensitivity 74.18% and specificity

74.11%.

• The best classifier for benzoPl for the week-based user/non-user separa-

tion is a DT with five attributes and has sensitivity 75.10% and specificity

75.76%.

Comparison of Tables 4.18 and 4.27 shows that the best classifiers for the ecstasy
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and benzodiazepines pleiades are more accurate than the best classifiers for the

consumption of the ‘central’ drugs of the pleiades, ecstasy and benzodiazepines

respectively, even for the decade-based user definition. Classifiers for heroinPl

may have slightly worse accuracy but these classifiers are more robust because

they solve classification problems which have more balanced classes. All other

classifiers for pleiades of drugs are more robust too for the same reasons, for all

pleiades and definitions of users.

Tables 4.18 and 4.27 for the decade-based user definition show that most of the

classifiers for pleiades use more input features than the classifiers for individ-

ual drugs. We can see from these tables that the accuracies of the classifiers for

pleiades and for individual drugs do not differ drastically, but the use of a greater

number of input features suggests more robust classifiers.

It is important to remark that pleiades are usually assumed to be disjoint. We

consider pleiades which are named by the central drug and the peripheral drugs

can be shared. For example, all three pleiades have cocaine as an intersection.

This approach corresponds to the concept of ‘soft clustering’.

4.11 Overoptimism problem

The selected best machine learning methods give impressive solutions of the

user/non-user classification problems. Nevertheless, the procedure of selection

has used the same data as the training process: we test each method by LOOCV.

Such an approach could produce the so-called overoptimism: the cross-validation

errors of the best method on the same set, which was used for the method selec-

tion, may be underestimated.

To prove that the data of tables 4.18 and 4.27 are valid for generalisation errors

and the samples we have never seen before, we may need additional validation

on large hold out sample, which was not compromised by using in the method se-

lection. We do not have additional large sample and splitting the existing sample
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into training set (for training and cross-validation in method selection) and for

validation set (for validation of the best method) will decrease the statistic power

of analysis [140].

Following [142], high performance on the test sample does not guarantee high

performance on future samples, things do change and there is always a chance

that a variable and its relationships will be different in the future samples. Se-

lection of the best models and best sets of ‘dominant variables’ can damage the

model robustness to the future variations.

The idea of stability of the model can significantly help in the classifiers testing

[141]. In the process of cross-validation we can test additionally stability of the

model and answer the questions:

• How many examples change their class in cross-validation (we can calculate

the number for each transition between classes: class A→ class B, etc.). This

is classification stability.

• How many qualitatively different models (for example, decision trees with

different structure) were generated in cross-validation. This is structural sta-

bility.

We can also extract the set of examples with unstable classification and study this

set separately.

Hand [143] clearly demonstrated that ‘simple methods typically yield perfor-

mance almost as good as more sophisticated methods, to the extent that the dif-

ference in performance may be swamped by other sources of uncertainty that

generally are not considered in the classical supervised classification paradigm.’

Therefore, let us consider the results of the best methods (tables 4.18 and 4.27) as a

upper border of the possible classifier performance and apply the simple method,

linear discriminant. This method is robust and leaves no space for overoptimism

if the samples are sufficiently large and there is no multicollinearity. We will also

analyse the classification stability of the linear discriminant in cross-validation.
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Multicollinearity means strong linear dependence between attributes. It makes

the model very sensitive to fluctuations in data and can be considered as an im-

portant source of instability of classifiers . The tests of multicollinearity are based

on the analysis of efficient and stable invertibility of the correlation matrix [144].

One of the standard measures of multicollinearity is the condition number of the

correlation matrix, that is the ratio κ = λmax/λmin, where λmax and λmin are the

maximal and the minimal eigenvalues of this matrix. (Let us recall that the cor-

relation matrix is symmetric and non-negative and its eigenvalues are real and

non-negative numbers.) The collinearity with κ < 10 is considerated as ‘modest’

collinearity and most of methods work in this situation and only few methods

were reported as failed (like support vector machine) [145].

Eigenvalues of correlation matrix between seven psychological traits are:

2.267, 1.809, 0.887, 0.678, 0.548, 0.468, 0.342; κ = 6.628.

Eigenvalues of correlation matrix between ten attributes (quantified) including

seven psychological traits, Age, Edu and Gndr are:

2.595, 1.867, 1.111, 0.980, 0.814, 0.757, 0.599, 0.524, 0.427, 0.327; κ = 7.945.

We can see that there is no strong multicollinearity despite of existence of signif-

icant and not small correlations between psychological traits (see tables 4.3 and

4.4). Three correlation coefficients: between the N and E scores, between the O

and SS scores and between the Imp and SS scores exceed 0.4 by absolute value.

Correlation absolute values above 0.4 are sometimes interpreted as indicating a

multicollinearity problem. This heuristic rule is not rigorous but existence of such

correlations rises a question about multicollinearity and it is necessary to apply a

stronger test. We calculated the conditional number and it is sufficiently low to

exclude strong multicollinearity. In the next section we deminstrate that Fisher’s

linear discriminant is sufficiently robust and works stable for these values of κ in
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this database.

4.12 User/non-user classification by linear discrimi-

nant for ecstasy and heroin

Fisher [134] defined the linear discriminant (LD) as a linear function of attributes,

for which the ratio of the difference between classes to the standard deviation

within classes is maximal (see, for example, the score 4.1.1). We used the classical

formula for the LD direction (3.3.2). The separation threshold (intercept) Θ is

defined by the balance condition Sn=Sp.

Linear discriminants separate users from non-users by linear inequalities:

D(z) = Θ + ∑ cizi > 0 (4.12.1)

for users and≤ 0 for non-users, where Θ are the thresholds (intercepts), zi are the

attributes, and ci are the coefficients.

In the Appendix Tables C.7-C.10 contain the coefficients ci of linear discriminants

for user/nonuser separation in 10-dimensional space (7 psychological attributes,

Age, Edu, and Gndr). The attributes in these tables are quantified and trans-

formed to z-scores with zero mean and unit variance (positive values of the Gndr

z-score corresponds to female). The last rows of the tables include the standard

deviation of the coefficients in LOOCV. For 7-dimensional space of psychologi-

cal attributes (T-scores), the coefficients of linear discriminants are presented in

tables C.15-C.18.

Performance of linear discriminants in user/non-user separation is evaluated by

several methods (tables C.11–C.14 for 10-dimensional data space and tables C.19–

C.22 for 7-dimensional space of T-scores of psychological attributes). First of all,

we calculated the linear discriminant using the whole sample (see tables C.7–

C.10) and find all their errors. For each solution of the classification problem we
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Table 4.28. Coefficients of linear discriminant for ecstasy user/non-user separation and
decade-, year-, month-, and week-based definition of users (10 attributes)

Period Θ Age Edu N E O A C Imp SS Gndr
Decade -0.171 -0.631 -0.188 0.053 0.018 0.351 -0.065 -0.210 -0.088 0.559 -0.265
Year -0.464 -0.782 -0.101 -0.015 0.099 0.238 -0.025 -0.173 -0.004 0.453 -0.275
Month -0.633 -0.820 0.047 -0.139 0.093 0.284 -0.123 -0.165 -0.028 0.328 -0.257
Week -0.779 -0.697 0.077 -0.115 0.161 0.545 -0.093 -0.252 0.217 0.230 -0.022

SD ≤ 0.018 ≤ 0.002 ≤ 0.003 ≤ 0.004 ≤ 0.004 ≤ 0.003 ≤ 0.003 ≤ 0.003 ≤ 0.004 ≤ 0.005 ≤ 0.003

have several numbers, P (positive), the number of samples recognised as positive,

and N - negative, the number of samples recognised as negative. P+ N is the total

number of samples. P=TP+FP (True Positive plus False Positive) and N=TN+FN

(True Negative plus False Negative). Sensitivity is Sn=TP/(TP+FN)×100% and

Specificity is Sp=TN/(TN+FP)×100%. Accuracy is Acc=(TP+TN)/(P+N)×100%.

We calculate these performance indicators for the total sample and for the LOOCV

procedure. In LOOCV the linear discriminant is calculated for the set of all sam-

ples excluding the example left out for testing. The test was performed for all

samples with the corresponding redefining of Sn, Sp, and Acc. In LOOCV the

linear discriminants are calculated for each testing example. Each of these dis-

criminants is a separate classification model. Stability of classification can be

measured by the number of examples which change their class at least once. We

took the basis model for the total sample and find how many true positive exam-

ples of this model became FN examples of a LOOCV model at least once. This

number measured in % of TP+FP of the basic model is TP→FN. Analogously, we

defined FP→TN, TN→FP, and FN→TP. The last two numbers are measured in %

of TN+FN of the basic model.

In this Section we analyse performance of linear discriminants for two drugs, ec-

stasy and heroin. They are typical (and central) elements of two pleiades, groups

of drugs with correlated drug usage. The differences between them could tell us

a story about different types of drug users.

Coefficients of LD can be used for indication how a change in an attribute value

will affect the value of D(z) under condition that the values of all other attributes

do not change. It is possible to change one attribute without changing other at-
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Table 4.29. Performance and stability of linear discriminant for ecstasy
user/non-user separation and decade-, year-, month-, and
week-based definition of users (10 attributes). All indicators are in
%.

Total sample LOOCV Stability indicators
Period Sn Sp Acc Sn Sp Acc TP→FN FN→TP FP→TN TN→FP
Decade 74.4 74.7 74.6 74.2 74.3 74.2 0.3 0.7 0.5 0.4
Year 75.4 75.7 75.6 75.0 75.6 75.4 0.2 0.6 0.8 0.3
Month 72.5 72.4 72.4 71.3 72.3 72.1 1.7 1.3 1.2 1.2
Week 72.6 71.5 71.5 67.9 71.4 71.2 3.6 8.3 2.4 5.3

Table 4.30. Coefficients of linear discriminant for heroin user/non-user separation and
decade-, year-, month-, and week-based definition of users (10 attributes)

Period Θ Age Edu N E O A C Imp SS Gndr
Decade -0.615 -0.210 -0.370 0.413 -0.211 0.477 -0.265 -0.029 0.222 0.381 -0.332
Year -0.849 -0.584 -0.168 0.352 -0.252 0.222 -0.275 0.014 0.216 0.359 -0.378
Month -1.037 -0.560 -0.371 0.181 -0.350 0.159 -0.397 0.016 0.368 0.154 -0.226
Week -1.096 -0.386 -0.077 0.467 -0.255 0.184 -0.412 0.013 0.437 -0.077 -0.400

SD ≤ 0.005 ≤ 0.004 ≤ 0.004 ≤ 0.004 ≤ 0.004 ≤ 0.004 ≤ 0.004 ≤ 0.004 ≤ 0.005 ≤ 0.006 ≤ 0.003

Table 4.31. Performance and stability of linear discriminant for heroin
user/non-user separation and decade-, year-, month-, and
week-based definition of users (10 attributes). All indicators are in
%.

Total sample LOOCV Stability indicators
Period Sn Sp Acc Sn Sp Acc TP→FN FN→TP FP→TN TN→FP
Decade 70.8 69.9 70.0 68.4 69.8 69.7 2.8 6.1 1.3 2.2
Year 73.7 73.7 73.7 70.3 73.6 73.4 2.5 2.5 2.1 2.3
Month 79.2 77.6 77.7 69.8 77.5 77.2 9.4 7.5 3.2 3.8
Week 79.3 80.1 80.1 65.5 80.0 79.8 6.9 6.9 4.6 4.8

tributes because there is no strong multicollinearity. The most interesting in this

ranking for the tables 4.28 and 4.30 is the essential difference between ranking for

ecstasy and for heroin user/non-user discriminants.

Comparison of tables 4.28 and 4.30 gives immediately a result: the coefficients of

LD for ecstasy and heroin have significant differences: for ecstasy, effect of Imp is

less than for heroin (and can even have different sign), whereas effect of SS is big-

ger for ecstasy. For ecstasy, the coefficients at A have smaller values than the co-

efficients at C. For heroin the situation is inverse: C has much less coefficient than

A (and can even have the opposite sign). Also, coefficients at N for ecstasy are

smaller than for heroin and can have different sign. Edu has for heroin negative

coefficients with bigger values (it ‘prevents’ usage of heroin), whereas for ecstasy

influence of Edu is smaller and can have opposite signs (for week- and month-
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based definition of usage). Coefficient at E are positive for ecstasy user/non-users

separation and negative for heroin user/non-user separation. Age has large neg-

ative coefficients both for ecstasy and heroin but for ecstasy they are 1.5–2 times

bigger. For example, for month-based definition of users the ranking of variables

is:

• For ecstasy: Age⇓ , SS⇑, O⇑, Gndr⇓ , C⇓, N⇓, A⇓, E⇑, Edu⇑, Imp⇓;

• For heroin: Age⇓, A⇓, Edu⇓, Imp⇑, E⇓, Gndr⇓ , N⇑, O⇑, SS⇑, C⇑.

The arrows ⇑ ⇓ here indicates the sign of the effect of the attribute in the user/non-

user separation (and not the shift of the mean as it was in previous sections): for

positive coefficient it is ⇑ and for negative coefficients it is ⇓. The difference

between heroin and ecstasy discriminants is impressive. The most important

five attributes for ecstasy user/non-user discrimination have only one attribute

in common with the top five attribute of heroin user/non-user discrimination

(Age). There are several attributes with different signs of coefficients for ecstasy

and heroin linear user/non-user discrimination in this case: C, N, E, and Imp For

most of these attributes, the traditional expectation is well-known: C⇓, N⇑, Imp⇑

(at least, for illegal drugs). The values of the coefficients with unexpected signs

are relatively small, the attributes with these values are ranked as less important,

but the expectation is not met in any case: we can state that it is wrong assump-

tion that high N and Imp are predictors for ecstasy use and it is also wrong that

low C is predictor for heroin use.

If we do not use Age, Edu, and Gndr, then the difference of the predictors persists

(tables 4.32 and 4.33): for ecstasy LD the most important attribute becomes SS,

then O and C. The attributes Imp, A, N, and E have smaller coefficients, and for

Imp, E, and N the sign of the coefficients depends on recency of usage. For heroin

C seems to be less important than other attributes.

The ranking of these seven psychological attributes for the same month-based

user/non-user discrimination looks similarly:
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Table 4.32. Coefficients of linear discriminant for ecstasy user/non-user separation and
decade-, year-, month-, and week-based definition of users. (7 attributes)

Period Θ N E O A C Imp SS
Decade -35.896 0.045 -0.017 0.407 -0.085 -0.342 -0.156 0.827
Year -42.579 -0.019 0.078 0.373 -0.045 -0.356 -0.096 0.846
Month -27.572 -0.169 0.101 0.462 -0.191 -0.354 -0.139 0.752
Week -60.127 -0.095 0.168 0.695 -0.128 -0.355 0.242 0.528
SD ≤ 0.565 ≤ 0.004 ≤ 0.005 ≤ 0.004 ≤ 0.004 ≤ 0.004 ≤ 0.005 ≤ 0.006

Table 4.33. Coefficients of linear discriminant for heroin user/non-user separation and
decade-, year-, month-, and week-based definition of users. (7 attributes)

Period Θ N E O A C Imp SS
Decade -55.851 0.381 -0.283 0.526 -0.322 -0.124 0.249 0.563
Year -44.733 0.361 -0.327 0.368 -0.397 -0.108 0.218 0.641
Month -30.020 0.302 -0.409 0.232 -0.499 -0.107 0.345 0.555
Week -37.099 0.548 -0.325 0.265 -0.547 -0.069 0.389 0.261
SD ≤ 0.523 ≤ 0.004 ≤ 0.004 ≤ 0.005 ≤ 0.004 ≤ 0.005 ≤ 0.006 ≤ 0.007

• For ecstasy: SS⇑, O⇑, C⇓, N⇓, A⇓, Imp⇓, E⇑;

• For heroin: SS⇑, A⇓ , E⇓ , Imp⇑, N⇑, O⇑, C⇓ .

We have to stress the opposite signs at N, E, and Imp for the ecstasy and heroin

user/non-user discriminants in this case. The only big jump from the 10-attribute

ranking is the change of rank of SS for heroin user/non-user discrimination.

We can guess that this is because of large negative correlations between SS and

Age, which is important for classification but not available in the seven-attribute

model. Again, the upper four variables for ecstasy user/non-user discrimina-

tion have only one attribute in common with the top four attribute of heroin

user/non-user discrimination (SS).

Already simple LDA demonstrates that users of ecstasy and heroin differ signif-

icantly and users of different groups of drugs should be studied separately. Just

the hypothesis that drug usage is associated with N⇑, A⇓, and C⇓ seems plausi-

ble from the first glance, but appears to be oversimplification. Such an analysis

and even more detailed consideration of all definitions of drug use is possible

for every pair of drugs (and for four groups of drugs) on the basis of the linear

discriminant coefficients presented in tables C.7-C.10 and C.15-C.18.
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Figure 4.23. Angles between directions of linear discriminants for
user/non-user classification for ecstasy and heroin. Two types of
angels are presented: between the discriminant directions for all
periods and the discriminant vector for decade-based definitions of
users for both drugs and angles between directions of linear
discriminants for ecstasy and heroin (and the same periods). For
convenience, both cosines of angles (A, B) and angles in grads (C,
D) are presented.

The difference between linear discriminant directions can be evaluated by angles

between them. We calculate the angles between linear discriminant directions for

all definition of users and this direction for the decade-based definition of users

(for the same drug). These angles are significantly smaller than the angles be-

tween the linear discriminant directions for the same recency of use and different

drugs (Fig. 4.23).

4.13 Separation of heroin users from ecstasy users

In this Section we continue study of difference between heroin and ecstasy use.

The first simple question is: what is the intersections between the sets of users?

The answer is illustrated by Fig. 4.24. It is obvious from the figure that for recent

users the proportion of simultaneous use of heroin and ecstasy becomes smaller.

We can hypothesize that the people who used drugs more than month or year

ago but not recently just tried various drugs, whereas recent users prefer more
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Ecstasy 751 Heroin 212

579 172 40

Decade
Ecstasy 517 Heroin 118

446 71 47

Year

Ecstasy 240 Heroin 53

224 16 37

Month
Ecstasy 84 Heroin 29

82 2 27

Week

Figure 4.24. Venn diagrams of relations between ecstasy and heroin use for
decade-, year-, month-, and week-based definitions of users.

specific drugs. Fig. 4.24 is an argument in favor of this hypothesis.

For each recency of use, there are six important sets: users of ecstasy, users of

heroin, users of ecstasy OR heroin (the union), users of ecstasy AND heroin (the

intersection), users of ecstasy NOT heroin (users of ecstasy only, the difference:

users of ecstasy \ users of heroin), and users of heroin NOT ecstasy (users of

heroin only, the difference: users of heroin \ users of ecstasy).

The intersection of heroin and ecstasy users is large for decade-based user defini-

tion and decreases for more recent users (Fig. 4.24). The discrimination of ecstasy

and heroin users is a non-standard classification problem because this intersec-

tion. At least, the standard TPR (Sn) and TNR (Sp) have not much sense. Let us

consider a binary classification rule which separates all users of ecstasy OR heroin

into two classes: E and H. We will consider an example from the set of users of

heroin OR ecstasy as FE (‘false ecstasy’) if it is a non-user of ecstasy classified as
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a user of ecstasy (or, which is the same, a user of heroin but NOT ecstasy classi-

fied as a user of ecstasy). Analogously and example is considered as FH (‘false

heroin’) if it is non-user of heroin classified as a user of heroin. In the tables 4.34

we use and unusual measures of classification accuracy: True Ecstasy Rate (TER)

(correctly recognised fraction of users of ecstasy NOT heroin) and True Heroin

Rate (THR) (correctly recognised fraction of users of heroin NOT ecstasy). We do

not consider as an error a case when a user of both drugs is recognised as a user

of one them:

TER =
# correctly recognised users of ecstasy NOT heroin

# users of ecstasy NOT heroin
;

THR =
# correctly recognised users of heroin NOT ecstasy

# users of heroin NOT ecstasy
.

The descriptive statistics for seven traits (five factor model, Imp, and SS) are pre-

sented in Tables 4.34 (compare to table 4.1).

We can see that for ecstasy - heroin discrimination the best classifier with one

attribute is N. Moreover, differences between means of ecstasy users and heroin

users are statistically significant with confidence level 99% for N and A for all

definitions of users, for Imp for decade-based and month-based definitions and

for E for all definitions excluding decade-based one. This difference is obvious

in the graphs of mean values of N, E, A, and Imp for ecstasy and heroin users

presented in Fig. 4.26.

Let us employ LDA for separation of ecstasy users from heroin users. We apply

the formula for linear discriminant direction with covariance matrices for ecstasy

users and heroin users calculated for month-based definition of users. The inter-

cept Θ was calculated for the most balanced separation measured by TER and

THR.

The ranking of the attributes for linear discriminant ecstasy users / heroin users
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Doctorate degree

Masters degree

University degree

Professional certificate/ diploma

College or university, no certificate or degree

Left school at 18 years

Left school at 17 years

Left school at 16 years

Left school before 16 years

18-24 25-34 35-44 45-54

Ecstasy only Heroin only Ecstasy and Heroin

Figure 4.25. Distribution of ecstasy (NOT heroin) users, heroin (NOT ecstasy)
users, and heroin AND ecstasy users in various age and education
groups.
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Table 4.34. Means and standard deviations for users of ecstasy, for users of heroin, and for
users of ecstasy OR heroin. Dimensionless z-score (4.1.1) for separation of
ecstasy users from heroin users is presented as well as P = ϕ(z), TER, and
THR.

Factors Ecstasy users Heroin users Users of one of them H-E One feature classifier
Mean SD Mean SD Mean SD p-value z P(%) Θ TER(%) THR(%)

Decade-based definition
N 25.06 9.20 28.06 8.89 25.26 9.23 < 0.001 0.154 56 27 65 61
E 27.91 7.12 26.48 7.37 27.76 7.14 0.012 0.088 54 27 57 60
O 36.14 6.02 36.55 5.86 36.07 6.02 0.366 0.041 52 35 55 55
A 29.88 6.61 27.98 7.28 29.77 6.67 0.001 0.128 55 28 62 58
C 27.50 6.87 26.52 7.00 27.45 6.87 0.071 0.067 53 27 53 55

Imp 4.45 2.06 5.02 2.06 4.44 2.06 < 0.001 0.139 56 4 48 58
SS 6.90 2.23 7.18 2.34 6.86 2.26 0.117 0.070 53 6 59 50

Year-based definition
N 24.57 9.46 28.83 8.76 25.02 9.47 < 0.001 0.209 58 27 64 62
E 28.60 7.12 26.01 7.46 28.20 7.29 0.001 0.148 56 27 62 66
O 36.46 6.00 36.03 5.97 36.46 5.98 0.483 0.035 51 36 54 53
A 29.93 6.74 27.25 7.49 29.68 6.86 < 0.001 0.170 57 28 61 57
C 27.36 6.88 26.27 7.38 27.26 6.91 0.145 0.069 53 26 54 55

Imp 4.59 2.04 5.08 2.01 4.62 2.05 0.020 0.113 54 4 55 51
SS 7.14 2.15 7.29 2.36 7.15 2.18 0.525 0.031 51 7 55 50

Month-based definition
N 23.50 9.73 30.04 8.76 24.32 9.80 < 0.001 0.308 62 27 68 66
E 29.09 7.53 24.58 8.65 28.43 7.89 0.001 0.233 59 27 64 65
O 36.66 6.12 35.40 6.82 36.55 6.14 0.217 0.089 54 36 55 54
A 29.64 6.82 25.83 7.42 29.27 6.81 0.001 0.242 60 28 59 57
C 27.54 7.20 24.81 7.60 27.19 7.31 0.020 0.159 56 26 58 59

Imp 4.53 2.07 5.30 1.89 4.63 2.07 0.010 0.170 57 4 65 52
SS 7.08 2.14 7.53 2.31 7.12 2.18 0.198 0.092 54 7 59 52

Week-based definition
N 24.18 9.66 31.83 6.76 26.12 9.67 < 0.001 0.348 64 28 67 68
E 29.86 8.29 24.03 8.84 28.25 8.81 0.003 0.239 59 25 73 70
O 37.81 6.06 35.34 7.62 37.12 6.55 0.122 0.125 55 36 55 59
A 29.94 6.48 25.38 5.46 28.81 6.57 0.001 0.285 61 27 62 59
C 27.33 7.07 24.59 7.49 26.57 7.22 0.091 0.135 55 25 59 56

Imp 5.01 2.17 5.24 1.79 5.06 2.06 0.576 0.046 52 5 46 56
SS 7.33 2.19 7.28 2.45 7.30 2.25 0.911 0.005 50 7 57 48

Table 4.35. Coefficients (Coeff.) of linear discriminant for separation of ecstasy
users from heroin users for month-based definition of users (7
attributes). TER=70.5% THR=73.0% (the sample of ecstasy AND
heroin users); TER=69.6% THR=62.2% (LOOCV).

Θ N E O A C Imp SS
Coeff. 29.896 -0.541 0.476 -0.050 0.469 -0.136 -0.441 -0.214

SD 1.331 0.012 0.010 0.013 0.008 0.011 0.015 0.018
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Figure 4.26. Mean values with their 95% confidence intervals for significantly
different psychological traits of ecstasy and heroin users: A) N, B)
E, C) A, D) Imp

Table 4.36. Coefficients (Coeff.) of linear discriminant for separation of ecstasy users
from heroin users for month-based definition of users (10 attributes).
TER=75.0% THR=73.0% (the sample of ecstasy AND heroin users);
TER=71.6% THR=64.9% (LOOCV).

Θ Age Edu N E O A C Imp SS Gndr
Coeff. 0.915 0.011 0.534 -0.401 0.379 -0.039 0.411 -0.176 -0.417 -0.092 0.166

SD 0.023 0.015 0.010 0.011 0.010 0.010 0.008 0.009 0.012 0.014 0.011
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separation is (for month-based definition of users):

N, E, A, Imp, SS, C, O (7 attributes).

It is important to notice that the values of coefficients at N, E, A, and Imp do not

differ much and for SS, C, and O the coefficients drop down fast.

For 10 attributes the ranking by the linear discriminant coefficients is:

Edu, Imp, A, N, E, C, Gndr, SS, O, Age.

Again, for the leading group of attributes, Edu, Imp, A, N, and E, the coefficients

decay slowly and then drop down fast.

These observations together with analysis of attributes means (Fig. 4.26) ensures

us that the main (and statistically significant) differences between ecstasy users

and heroin users are in Edu, Imp, A, N, and E.

4.14 A tree of linear discriminants

Performance of simple LDA is not much worse than the quality of the best se-

lected classifiers (see table 4.18). Moreover, the simple attempts to improve the

performance by creating of a simple decision tree or simple kNN classifiers fail.

In Fig. 4.27 a two-level decision tree with hierarchy of linear discriminants is

presented. The PCA visualisation demonstrates that after the first linear discrim-

inant application there remain a typical ‘flies-and-mosquito’ mixture without ap-

parent user/non-user separation in the groups. (Principal components were re-

calculated for each node.) The kNN classifiers also do not demonstrate essential

improvement of LDA (table 4.38).

130



A TREE OF LINEAR DISCRIMINANTS

Node LL

Users:   60,   9%
Non-users: 581, 91%

Total: 641
Entropy: 0.3110

Node LR

Users: 132, 33%
Non-users: 266, 67%

Total: 398
Entropy: 0.6353

Node RL

Users: 224, 57%
Non-users: 172, 43%

Total: 396
Entropy: 0.6845

Node RR

Users: 335, 74%
Non-users: 115, 26%

Total: 450
Entropy: 0.5683

Node L

Users:   192, 18%
Non-users:   847, 82%

Total: 1039
Entropy: 0.4786

Node R

Users: 559, 66%
Non-users: 287, 34%

Total: 846
Entropy: 0.6405

Root

Users:   751, 40%
Non-users: 1134, 60%

Total: 1885
Entropy: 0.6723
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Figure 4.27. A two-level classification tree for ecstasy users and non-users
(decade-based definition of users) with linear discriminant
classifiers at the nodes. A data cloud is visualised by projection on
the plain of two first principal components for the root and the
nodes of the first levels (above nodes). Users are represented by
blue (light) circles, non-users by red (dark) circles. The ROC curves
for the linear discriminants at each branching node are below the
nodes.
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Table 4.37. The numbers of false positive (FP) and false negative (FN) errors for
ecstasy user/non-user decision tree classifiers (decade-based
definition of users) with linear discriminant at each node and with
four different criteria of threshold selection: Accuracy, Sp+Sn,
Balance (Sn=Sp), and Information Gain (IG).

Accuracy Sp+Sn Balanced IG
Level FP FN FP FN FP FN FP FN

1 232 224 330 155 287 192 401 130
2 232 224 330 155 287 192 401 130
3 232 224 210 250 189 287 251 220
4 238 203 268 190 268 179 251 220
5 228 169 218 206 189 240 210 253
6 173 177 203 160 177 171 242 201
7 156 185 121 186 168 173 193 198

Table 4.38. Performance of kNN user/non-user classifiers for ecstasy (decade-based
definition of users) for different k and for the standard Euclidean distance.

k 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Sp (%) 59.7 70.5 65.5 72.0 68.3 65.2 70.5 66.9 71.2 68.9 66.4 70.2 67.5 70.4 68.6
Sn (%) 81.9 72.8 80.2 72.2 78.3 81.5 75.8 78.8 74.7 77.8 80.2 77.5 80.0 76.0 79.5

4.15 Visualisation on non-linear PCA screen

Principal components provide us by a screen for convenient visualisation of data

distribution (see Fig. 4.27). It works well if the data are distributed near a low-

dimensional plane. Manifold learning methods of non-linear PCA generalise this

idea to data approximation by smooth non-linear manifolds of small dimension

[91]. These methods allow us to approximate data better and find in non-linear

two-dimensional visual data maps the effects, which can be captured in higher-

dimensional linear principal components only [90].

In a series of works the metaphor of elastic membrane and plate was used to

construct one-, two- and three-dimensional principal manifold approximations

of various topologies [90]. Mean squared distance approximation error combined

with the elastic energy of the membrane serves as a functional to be optimised.

The elastic map algorithm is extremely fast at the optimisation step due to the

simplest form of the smoothness penalty.
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a)

 

b)

 

Figure 4.28. Srceenshots of VidaExpert: a) Elastic map in the three-dimensional
PCA view, b) Coloring of the map in internal coordinates.

.
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In this section we employed original software libraries ViDaExpert freely avail-

able online [146] (Fig. 4.28). This software allows to create an appropriate elastic

manifold embedded in the dataspace (Fig. 4.28 a) and to color this map to visu-

alise density and all the attributes (Fig. 4.28 b).

We created an elastic map for the whole dataset in the 10-dimensional space of

quantified attributes (Fig. 4.30). Both three-dimensional PCA view and the elastic

map view do not reveal any significantly non-linear non-ellipsoidal peculiarities

in data distribution. In Figs 4.30 – 4.32 the attributes are visualised.

We can see that the attributes Imp, SS, and O generate similar colorings, which

are opposite to coloring for age. It should be mentioned that this similarity means

strong correlations of attributes on the two-dimensional map but does not imply

the strong correlations in the higher-dimensional data space. Analogously, at-

tributes N, A, C, and Edu have similar coloring on the map with N opposite to

other three attribute colorings (Fig 4.31). The colorings for E and Gndr differ from

all other (and are independent on the map) (Fig. 4.32).

Linear discriminant separation of drug users from non-users is visualised on the

elastic map in Fig. 4.33. Of course, on the non-linear screen the linear discriminant

is represented by a curve, not a straight line. The quality of the linear discriminant

separation is visibly high.

4.16 Risk maps

For every set of attributes, we can evaluate the conditional probability density to

be a drug user at each value of attributes. Visualisation of the conditional density

of drug use can be considered as a risk map [147, 148]. Let us recall that the

probability to be a drug user in the data base is higher than in the populations.

In application of the risk maps to the real cases the risk evaluation should be

renormalised to the population a priory probability of drug use. These maps can

be used without such a renormalisation if we consider not the absolute risk but
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min max

a) b)

c) d)
Figure 4.29. Elastic maps and density visualisation for the database of drug

users: a) Density of the data cloud visualisation on the elastic map
presented in the internal coordinates, b)-d) Elastic map embedded
in the 3-dimensional principal component space under various
angles of view. Data points are in black.

.
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min max

a) b)

c) d)
Figure 4.30. Visualisation of various functions on the elastic map (internal

coordinates): a) Age, b) Imp, c) SS, d) O (age and attributes
apparently correlated with age on the maps).
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min max

a) b)

c) d)
Figure 4.31. Visualisation of various functions on the elastic map (internal

coordinates): a) N, b) A, c) C, d) Edu
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min max

a) b)
Figure 4.32. Visualisation of various functions on the elastic map (internal

coordinates): a) E, b) Gndr.

the relative risk for comparison of different values of attributes.

In Fig. 4.34 we demonstrated the simplest risk maps produced by the bi-Gaussian

approximation of the probability density: the densities of users and of non-users

of a specific drug were approximated by two-dimensional Gaussian distributions,

and then the conditional probability density ρu of drug use has been evaluated:

ρu =
nuN(µu, Su)

nuN(µu, Su) + nn−uN(µn−u, Sn−u)
,

where nu and nn−u are the number of users and non-users of the drug respec-

tively, Su and Sn−u are the empiric covariance matrices of the users and non-users

respectively, and N(µ, Σ) is the normal distribution with mean µ and covariance

matrix Σ. For the user/non-user separation this approximation corresponds to

so-called quadratic discriminant analysis [149].
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a) b)

c) d)
Figure 4.33. Visualisation of linear discriminant classifiers on the non-linear

PCA elastic map screen: a) Ecstasy, b) Heroin, c) Benzodiazepines
d) The group of ‘Illicit drugs’. White squares – users, black squares
– non-users. Light (red) background – LDA predicts users, dark
(blue) background – LDA predicts non-users.
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Figure 4.34. Simplest examples of risk map of: ecstasy consumption for female
(a) and male (b), heroin consumption for female (c) and male (d),
and benzodiazepines consumption for female (e) and male (f).
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4.17 Discussion

We asked whether a psychological predisposition to drug consumption exists.

Now, we can formulate the answer in brief:

• There is significant difference in psychological profiles between drug users

and non-users.

• The psychological predisposition to using different drugs may be different.

• We describe the groups of drugs with correlated use (correlation pleiades)

and we can lump users of these groups of drugs together for the purpose of

analysis.

This study demonstrates strong correlations between personality profiles and the

risk of drug use. This result partially supports observations from the previous

research [10,22–24,26–29]. For example, individuals involved in the use of ‘heavy’

drugs like heroin and methadone are more likely to have higher scores for N, and

low scores for A and C . In addition, they have significantly higher O and so the

typical profile is N⇑, O⇑, A⇓, and C⇓. The profile is different for recent users

(within the last year) of ‘party drugs’ like ecstasy, LSD, and amyl nitrite. For

them, N is not high, and the typical profile is O⇑, A⇓, and C⇓.

We have analysed, in full detail, the average differences in the groups of drug

users and non-users for 18 drugs (Tables 4.6, 4.7, 4.8, and 4.9). In addition to this

analysis, we have achieved a much more detailed understanding of the relation-

ship between personality traits, biographic data, and the use of individual drugs

or drug clusters by an individual subject.

The database we analysed contains 1885 participants and 12 features (input at-

tributes). These features included five personality traits (NEO-FFI-R); impulsiv-

ity (BIS-11), sensation seeking (ImpSS), level of education, age, Gndr, country

of residence, and ethnicity. The data set includes information on the consump-

tion of 18 central nervous system psychoactive drugs: alcohol, amphetamines,
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amyl nitrite, benzodiazepines, cannabis, chocolate, cocaine, caffeine, crack, ec-

stasy, heroin, ketamine, legal highs, LSD, methadone, mushrooms, nicotine, as

well as VSA (output attributes). This study was limited since the sample col-

lected was biased with respect to the general population, but it remains useful

for the evaluation of the risk of a person being a user of drugs.

In this analysis we used three different techniques for ranking features. After

input feature ranking we excluded ethnicity and country of residence since the

dataset has not enough data for most of ethnicities and countries to prove the

value of this information. However, it was impossible to completely exclude the

possibility that these attributes may be important risk factors. As a result, 10

input features remained: age, Edu, N, E, O, A, C, Imp, SS, and Gndr. The aim of

this work was to predict the risk of drug consumption for an individual.

All input features are ordinal or nominal. To apply data mining methods which

were developed for continuous input features we apply the CatPCA technique to

quantify the data.

We used four different definitions of drug users based on the recency of the last

consumption of drug: the decade-based, year-based, month-based and week-

based user/non-user separation (Fig. 2.1). The day-based classification problem

is also possible but there is not enough data on drug within the last day for most

drugs.

This work have allowed us to draw a number of important conclusions about

the associations between personality traits and drug use. All five personality

factors are relevant traits to be taken into account when assessing the risk of an

individual consuming drugs.

The mean scores for the groups of users of all 18 drugs are moderately high (+) or

neutral (0) for N and O, and moderately low (−) for A and C. The only exception

is for crack usage for the week-based classification problem, which has a moder-

ately low (−) O score (see Table 4.9 and Fig 4.9). Users of legal drugs (alcohol,

chocolate, caffeine, and nicotine) have neutral A and C scores (0), other nicotine
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users whose C score is moderately low (−). For LSD users in the year-based clas-

sification problem and for LSD and magic mushrooms users in the week-based

classification problem the A score is neutral (0).

The impact of the E score is drug specific. For example, for the decade-based

user/non-user definition the E score is negatively correlated with consumption

of crack, heroin, VSA, and methadone (E score is (−) for their users). It is has no

predictive value for other drugs for the decade-based classification (the E score

for users is (0)), whereas in the year-, month-, and week-based classification prob-

lems all three possible values of E score are observed (see Tables 4.6, 4.7, 4.8 and

4.9).

We confirm the findings of previous researchers that the higher scores for N and

O the lower scores for C and A lead to increased risk of drug use [30]. The O score

is marked by curiosity and open-mindedness (and correlated with intelligence),

and it is therefore understandable why higher O may be sometimes associated

with drug use [170]. Flory et al [24] found marijuana use to be associated with

lower A and C, and higher O. These findings have been partially confirmed by

this study. The results improve understanding of the pathways leading to drug

consumption.

It is known that significant predictors of alcohol, tobacco and marijuana use may

vary according to the drug in question [171]. This study demonstrated that dif-

ferent attributes are important for different drugs. The detailed profiles for users

and non-users of all drugs and groups of drugs are collected in Tables C.1-C.4

Using these tables we can compare, discuss, and verify almost all results and

hypotheses concerning the psychological profile of drug users. For example:

1. In the paper [26] significant differences in the NEO-PI-R mean profiles of

current cocaine/heroin users and non-users was found: for users, N⇑ and

C⇓. In our table, for the month-based user definition (Table C.3), the mean

profiles for cocaine users differ from non-users but the differences in A and

O are also significant (p ≤ 0.001): N⇑, O⇑, A⇓, and C⇓. For heroin our
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table gives the result N⇑, E⇓, A⇓, and C⇓. The mean heroin user profile

differs significantly from the profile for cocaine users: Heroine users are

significantly less extravert than non-users, whereas the E-score for cocaine

users is found to be slightly higher than for non-users (p = 0.129). Joining

heroin users and cocain users in one category concealed the deviations in E-

score. The mean O-score of heroin users is higher than for non-users but not

significantly higher (the empirical value of the O-score for heroin users is

approximately the same as for cocaine users but the significance is different

because of the different sample sizes).

2. Again in [26] and in [179] significant deviations of NEO-PI-R mean pro-

files for current cannabis users from the means for non-users are defined as

O⇑, A⇓, and C⇓. We additionally see in Table C.3 that we have N⇑. The

differences in the empirical value of N-scores between cannabis users and

non-users are approximately the same in our tables as in [26] (≈ 1), but the

sample sizes are different and therefore, the statistical significance differs.

3. In [24] a strong difference in N between cannabis users and non-users is

proposed, and no significant differences in E and O. This result strongly

contradicts our observations, as well those of other earlier works [26, 137],

which report a high difference in O and no (or more modest) difference in

N.

4. Combinations of high and low scores in three NEO-FFI personality dimen-

sions, neuroticism, extraversion, and conscientiousness, result in eight dif-

ferent personality types. Smoking, consumption of alcohol and drugs, and

risky sexual behaviour were studied in a sample of 683 university students

in [23]. Two types, E⇑, C⇓ (Impulsives, Hedonists) and N⇑, C⇓ (Insecures)

were particularly inclined to engage in multiple, risky health behaviours,

whereas the type with E⇓, C⇑ (Sceptics, Brooders) abstained from risky be-

haviour. Let us look at the data with the month-based user definition (Table

C.3).
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• Users of amphetamines, benzodiazepines, cannabis, cocaine, crack, hero-

ine, legal highs, and nicotine belong to the type N⇑, C⇓ (Insecures) and

do not belong to the type E⇑, C⇓ (Impulsives, Hedonists).

• Users of ecstasy and LSD belong to the type E⇑, C⇓ and do not belong

to the type N⇑ , C⇓.

• Users of methadone belong to both types (intersection).

• It is worth mentioning that users of VSA do not belong to these types

but have significant deviations in O⇑ and in A⇓ (insufficient signifi-

cance of deviation in N and C may be caused by the small sample size

with VSA).

• Users of magic mushrooms have significant deviations in O⇑ and in

C⇓ but do not belong to both types (insignificance of deviation of E⇑

may be caused by the small number of magic mushroom users).

• Users of ketamine also have the profile O⇑ and in C⇓ (insignificance

of deviation of N⇑may be caused by the sample size).

• Users of Amyl nitrite have profile A⇓, C⇓.

• The profile with C⇑ does not exist among user profiles.

The hypothesis we make above about types of risky behaviour is partially

supported by the data. Moreover, we can suggest that the type E⇑, C⇓ (Im-

pulsives, Hedonists) is more typical among ecstasy and LSD consumers,

whereas the type N⇑, A⇓ is more expected among heroin users. Detailed

comparison of ecstasy and heroin users deminstrates that they are signifi-

cantly different. Heroin users have higher N, lover E and A. We can also

suggest that a high O-score is typical for many drug users (besides users

of heroin, crack, and amyl nitrite) and therefore the O score cannot be ex-

cluded from typology of risky behaviour. Moreover, very low A⇓ is typical

for VSA users. This is especially interesting because low A is the sole sig-

nificant predictor of violence and is central to the dark behaviours [180].
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These comments may help in the further development of the typology of

risky behaviour.

We tested eight types of classifiers for each drug for the decade-based user def-

inition. LOOCV was used to evaluate sensitivity and specificity. In this study

we select the classification method which provides the maximal value of the least

of sensitivity and specificity as the best one. If there is a tie on this basis, as

there is in two cases, the method with maximal sum of the sensitivity and speci-

ficity is selected as the best. There were classifiers with sensitivity and specificity

greater than 70% for the decade-based user/non-user separation for all drugs

except magic mushrooms, alcohol, and cocaine (Table 4.18). This accuracy was

unexpectedly high for this type of problem. The poorest result was obtained for

the prediction of alcohol consumption.

The best set of input features was defined for each drug (Table 4.18). An exhaus-

tive search was performed to select the most effective subset of input features,

and the best data mining methods to classify users and non-users for each drug.

There were 10 input features. Each of them is an important factor for risk eval-

uation for the use of some drugs. However, there was no single most effective

classifier using all input features. The maximal number of attributes used in the

best classifiers is six (out of 10) and the minimal number is two.

Table 4.18 shows the best sets of attributes for user/nonuser classification for dif-

ferent drugs and for the decade-based classification problem. This table together

with its analogues for pleiades of drugs and all decade-year-month-week classi-

fication problems (Table 4.27) are important outputs of the analysis.

The decision tree (DT) for crack consumption used only two features, E and C,

and provided sensitivity of 80.63%, and specificity of 78.57%. The DT for VSA

consumption used age, Edu, E, A, C, and SS, and provided sensitivity 83.48%

and specificity 77.64% (Table 4.18).

Feature age was employed in the best classifiers for 14 drugs for the decade-based

classification problem, and so was a very widely used feature. Gndr was used in
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the best methods for 10 drugs. We found some unexpected outcomes. For exam-

ple, the fraction of females which are alcohol users is greater than the fraction of

males but a majority of males consume caffeine (coffee).

Most of the features which are not used in the best classifiers are redundant but

not uninformative. For example, the best classifier for ecstasy consumption used

age, SS, and Gndr and had sensitivity 76.17% and specificity 77.16%. There is an-

other DT which utilizes age, Edu, O, C, and SS with sensitivity 77.23% and speci-

ficity 75.22%, a DT with inputs age, Edu, E, O, and A, with sensitivity 73.24% and

specificity 78.22%, and an advanced kNN classifier with inputs age, Edu, N, E, O,

C, Imp, SS, and Gndr, with sensitivity 75.63% and specificity 75.75%. This means

that for evaluating the risk of ecstasy usage all input attributes are informative

but the required information can be extracted from a subset of attributes.

We have demonstrated that there are three groups of drugs with strongly corre-

lated consumption. That is, drug usage has a ‘modular structure’. The idea of

merging correlated attributes into ‘modules’ is popular in biology. These mod-

ules are called the ‘correlation pleiades’ [43–45] (see Section ‘Pleiades of drugs’).

The modular structure contains three modules: the heroin pleiad, ecstasy pleiad,

and benzodiazepines pleiad:

• The Heroin pleiad (heroinPl) includes crack, cocaine, methadone, and heroin.

• The Ecstasy pleiad (ecstasyPl) includes amphetamines, cannabis, cocaine, ke-

tamine, LSD, magic mushrooms, legal highs, and ecstasy.

• The Benzodiazepines pleiad (benzoPl) contains methadone, amphetamines, and

cocaine.

The modular structure is well represented in the correlation graph Fig 4.10. We

define groups of users and non-users for each pleiad. In most of the databases the

classes of users and non-users for most of the individual drugs are imbalanced

(see Table 2.6), but merging the users of all drugs into one class ‘drug users’ does
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not seem to be the best solution because of physiological, psychological and cul-

tural differences in the usage of different drugs. We propose instead to use corre-

lation pleiades for the analysis of drug usage as a solution to the class imbalance

problem because for all three pleiades the classes of users and non-users are bet-

ter balanced (Table 4.25) and the consumption of different drugs from the same

pleiad is correlated.

We have applied the eight methods described in the ‘Risk evaluation methods’

Section and selected the best one for each problem for each of the pleiades. The

results of the classifier selection are presented in Table 4.27 and the quality of the

classification is high. The majority of the best classifiers for pleiades of drugs

has a better accuracy than the classifiers for individual drug usage (see Tables

4.18 and 4.27). The best classifiers for pleiades of drugs use more input features

than the best classifiers for the corresponding individual drugs. The classification

problems for pleiades of drugs are more balanced. Therefore, we expect that the

classifiers for pleiades are more robust than the classifiers for individual drugs.

The user/non-user classifiers can be also used for the formation of risk maps.

Risk maps are useful tools for the visualisation of data and for generating hy-

potheses about the problem under consideration.
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CHAPTER 5

Alternative Attributes Sets Approach

(AASA)

5.1 Introduction

In this chapter, we developed a methodology for selection of several kinds of

alternative sets of attributes and usage all these sets together. This methodology

creates and utilises controllable multicollinearity. Multicollinearity is, at the same

time, a useful and an undesirable property of data. It can be useful because it al-

lows to correct mistakes in data and to evaluate missed data. It is undesirable

because many statistical tasks become ill-conditional. We propose to optimise the

multicollinearity by creation of the so-called alternative attribute sets. This ap-

proach we called ‘Alternative Attributes Sets Approaches’ (AASA). AASA can find

several different sets of relevant attributes such that each set can be used to solve

original problems separately. Such set with the fitted model is called Alternative

Attribute Set (AAS). AAS notion is based on the notion of minimal attribute set.

Minimal attribute set M(S) is a subset of attributes set S which provides required

accuracy and does not contain any other minimal subsets. It is necessary to stress

that minimal feature set is very rarely an optimal feature set. Minimal set can

be found by ES, FFS, or BFS. For the minimal set selection either one or several

classifier can be used. In this study for selection AAS we use six classifiers: LR,
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kNN, LDA, PDFE, GM, and NB. Two kinds of AAS are defined. The first kind

AAS for feature set S is the minimal set which does not contain any elements of

S. The second kind AAS is the list of sets with two properties: (i) each set does

not contain at least one element of set S and (ii) for each element of S there is at

least one set which does not contain this element. Each first kind AAS is always

the second kind AAS.

To select minimal set the required accuracy must be specified. There are many

measures of classification accuracy [154]. In this study we consider that model

(classifier with specified set of input features) provides accuracy α if sensitivity

and specificity of the model are not less than α. The value of required accuracy is

different for different data sets. A model with greater value of minimum among

sensitivity and specificity is considered as a better model. If two models have the

same value of minimum among sensitivity and specificity, then we select model

with greater sum of the sensitivity and specificity. LOOCV [120] is used for all

tests in this study.

We applied AASA for three real life datasets which have different number of

records and different dimensions and are taken from different application areas.

The first database is ‘Drug consumption’ (psychology, [2], section ’Database’ of

chapter 2). The second database is ‘USA president elections’ (politics, [4]). The

third dataset is ‘Breast cancer’ (medicine, [61]). Required accuracies for minimal

set identification are defined as 65% for drug consumption, 75% for USA presi-

dent elections, and 95% for breast cancer dataset.

For each classification problem and each FS method we define five candidates to

the best model. The first candidate is the best model among models which are

tested by basic FS method (ES, FFS, or BFS). It is not AASA model and is used

as a reference point for comparison with AASA models. We call it FS model.

The other four models are AASA models: union model for the first kind AAS,

ensemble model for the first kind AAS, union model for the second kind AAS,

and ensemble model for the second kind AAS. Then we select the best model
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among FS models and best model among AASA models. We found that the best

AASA model usually is much better than the best FS model. In most cases the

best AASA model is ensemble model for first or second kind AAS.

5.2 Standard feature selection approaches

Let us consider problem of classification with input feature set F={ f1, . . . , fm}

where m is a number of input features. Let X={x1, x2, . . . , xn} is data matrix

where n is the number of observations. Each record xi is a vector xi = (xi1, xi2, . . . , xim),

where xij is the value of attribute f j in observation xi. The problem of selection of

the best subset of F is well-known [54–56, 172].

In this work we consider the wrapper FS [51, 55, 57] approaches only because it

is developed to select the features in accordance with accuracy of problem solu-

tion. The feature selection for classification problem is defined as identifying of

the minimum size subset of features that provide the maximal predictive perfor-

mance [54, 55]. There are three widely used methods of embedded FS:

• ES or brute-force search is the method exhaustively evaluates and tests all

possible subsets of the input features, and then selects the best subset [54–

56]. Clearly, the ES’s computational cost is prohibitively high.

• FFS or greedy forward selection is greedy method which initially searches

for the best feature f ∗1 , then search the best pair of features ( f ∗1 , f ∗2 ) with f ∗1
which is found on the first step, then search the best triple ( f ∗1 , f ∗2 , f ∗3 ) with

previously found f ∗1 and f ∗2 , etc. [54–56].

• BFS or greedy backward elimination is the greedy method which initially

search the best subsets F \ { f ∗1 }, then search the best subset F \ { f ∗1 , f ∗2 }

with f ∗1 which is found on the first step, then search the best subset F \

{ f ∗1 , f ∗2 , f ∗3 } with previously found f ∗1 and f ∗2 , and so on [54–56].
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Table 5.1. Comparison time costs of three feature selection methods
m Exhaustive Forward Backward
5 240 105 155
10 28,160 1,210 2,410
15 1,966,080 5,440 12,265
20 110,100,480 16,170 38,970
50 7.2× 1017 563,550 1,543,550
100 3.2× 1033 8,670,850 24,840,850

5.3 Time consumption of three classical algorithms

Three classical algorithms have different time costs. Let us consider the logistic

regression as used classifier. Time for fitting one logistic regression model with k

input features is proportional to k2. It means that for ES time cost is proportional

to

tES =
m

∑
k=1

(
m
k

)
k2 = m(m + 1)2m−2

For forward feature selection time costs is proportional to

tFS =
m

∑
k=1

(m− k + 1)k2 =
m(m + 1)2(m + 2)

12

For backward feature selection it is necessary to spend time which is proportional

to

tBS = m2 +
m−1

∑
k=1

(m− k + 1)(m− k)2 =
m
12

(3m3 − 2m2 + 9m + 2)

Comparison of time costs of three feature selection methods is presented in the

Table 5.1. Table 5.1 shows that ES can be used on data sets with a small number

of features (m ≤ 20). Unfortunately FFS and BFS can find quasi optimal feature

set only. It is argued that FFS is computationally more efficient than BFS to search

nested subsets of attributes. On the other hand, the protectors of BFS argue that

weaker subsets are found by FFS because the importance of features is not mea-

sured in the context of other features which are not included yet.
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5.4 Alternative Attributes Set (AAS)

Usage of all accessible input features is not the best practice [55, 56] because of

multicollinearity problem [154, 173]. From the other side the models with mini-

mal set of attributes are non-robust with respect to any errors in input data. To

resolve this trade-off problem many FS was developed [56,57]. The purpose of FS

is to remove irrelevant and redundant features [54,56]. In accordance with [55,56]

feature is irrelevant if it does not provide useful information and can be the

sources of noise. Exclusion of irrelevant features is unconditional. The different

case is redundant features. The main difference is that feature can be redundant

with respect to specified set of attributes. It means that this attribute cannot add

new information in comparison with information which is provided by other at-

tributes. The same attribute can be non-redundant with respect to another set of

attributes. For example, for heroin consumption problem feature Gndr is redun-

dant with respect to set of two attributes: E and SS but it is not redundant with

respect to set of two other features: N and Imp (see Table D.1).

The elementary operation of AASA is to search of minimal set of attributes which

can be found by ES, FFS, and BFS. Required accuracy also has to be specified

before it. The main idea of AASA is to select minimal sets of attributes which can

separately solve problem with required accuracy. It means that elements of one

set are redundant for another set. Each such set is AAS.

Definition 1. Minimal feature set M(S) is a subset of attributes set S which pro-

vide required accuracy and does not contain any other minimal subsets.

For example, the minimal feature set for FFS is the first subset which provides

required accuracy. While, for BFS it is the last subset which provides required

accuracy. Minimal set is not unique. For example, there are 47 minimal sets for

heroin consumption problem (see Table D.1).

We define two types of AAS: AAS of the first and second kinds.

Definition 2. The first kind AAS for feature set S is the minimal set which does
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not contain any elements of S A1(S)=M(F \ S), where A \ B = {x ∈ A, x /∈ B} is

relative complement of B in A or set-theoretic difference of A and B.

Definition 3. The second kind AAS for feature set S is the list of sets with two

properties: (i) each set does not contain at least one element of set S and (ii) for

each element of S there is at least one set which does not contain this element.

The main difference of this two kinds of AAS is in object for substitution. The first

kind AAS is substituted all information which is provided by all features of set

S. The second kind AAS is substituted the information which is provided by one

or several features from S. Each first kind AAS is always the second kind AAS.

Difference between two kinds of AAS causes existence of several AAS of the first

kind for the same set S. The second AAS can be searched as A1(S
∪

A1(S)), the

third AAS of the first kind can be searched as A1(S
∪

A1(S)
∪

A1(S
∪

A1(S)) etc.

The AAS of second kind usually is a list of several sets and we cannot search ‘the

second AAS of the second kind’ by definition.

We used the several classification methods to finding AASA model. We can use

several classifiers for two purposes: (i) for AAS finding (ii) for forming of the

final model. Formed union model is always one classification model and usage

of several classifier can only help to select the best one. Ensemble model created

with usage of several classifiers can include different classifiers in the first layer

(see Figure 5.3).

AASA is developed to create more robust and/or more accurate model. There are

two ways to use all AAS for model construction. If there are several sets which

are alternative to each other (several AAS), then we can unite feature sets of all

AAS in one set and construct a model with this set of features. Let us call such

model ‘union model’. Procedure of union model forming is depicted in Figure 5.1.

Outcome of this procedure is usual classifier which uses part of attributes only.

It means that for union models AASA is another FS method. Another way to

utilize several AAS is a creation of two layer model: first layer contains classi-

fiers for each AAS separately and second layer contains a classifier which uses
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Figure 5.1. Construction of union model.

Figure 5.2. Construction of ensemble model.

outcomes of the first layer classifiers as input features. We call such model ‘en-

semble model’ [59, 60]. Procedure of the ensemble model creation is depicted in

Figure 5.2. We consider linear ensembles only. Linear ensemble outcome is de-

fined as ∑ wiei / ∑ wi, where ei is outcome of ith classifier of the first layer and wi

is its weight. We used several techniques to define weights of ensemble model:

simple voting, Nelder-Mead, Luus-Jaakola, pattern search, and linear regression.

These techniques are demonstrated in chapter 3 for k AAS.

Structure of the ensemble model is presented in Figure 5.3

We identified AASA by flowchart based on FS methods (ES, FFS, BFS) by using
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Figure 5.3. Structure of ensemble model.

the classifiers. All flowcharts of AASA for feature selection are presented in Ap-

pendix B.

5.5 AASA with usage of several classifiers

It is well known that sometimes classifier combined from classifiers of several

types (ensemble model) has accuracy better than each of original classifiers [60,

108]. We can use several classifiers for two purposes: (i) for AAS finding and (ii)

for forming of the final model. Formed union model always is one classification

model and usage of several classifier can only help to select the best one. Ensem-

ble model created with usage of several classifiers can include different classifiers

in the first layer (see Figure 5.3). Definition 1 of the minimal set for the case of

several classifiers can be clarified as: minimal feature set M(S) is a subset of at-

tributes set S which provide required accuracy for at least one classifier and does

not contain any other minimal subsets. This clarification is useful but is not nec-

essary. Definitions of the first and second kind AAS are exactly the same as for

the usage of one classifier.

5.6 AASA for drug consumption dataset

To apply AASA for drug consumption dataset we select three drugs: heroin, ec-

stasy, and cannabis. Also we select the decade-based user/non-user separation.
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In chapter 4 we show that the accuracy of DT models for these drugs is: 79% for

cannabis, 76% for ecstasy, and 73% for heroin which ES was performed to select

the most effective subset of input features (see Section ’Selection of the best clas-

sifiers for the decade-based classification problem’ and Table 4.18). Recall that

accuracy of model in this study is minimum among sensitivity and specificity. To

find any AAS it is necessary to select less accuracy. For drug consumption dataset

we select required accuracy equals 65%. We illustrate AASA for this three drugs

to find the most accurate model by usage LR as the only classifier and all three

FS techniques: ES, FFS, and BFS. Then we examine this approach for ecstasy and

cannabis consumption by usage of six classifiers and all three FS techniques.

5.6.1 AASA for heroin usage by using LR and ES, FFS, and BFS

This subsection contains detailed description of AAS selection by LR and each of

the FS methods. The best model which is found by ES has sensitivity 73.11% and

specificity 69.99% and use seven attributes: age, Edu, N, E, O, Imp, and SS.

FFS based the first kind AAS

In accordance with definition of minimal set, it is the first set selected by FFS

which provides required accuracy. Table 5.2 illustrates the result of FFS by LR. In

Table 5.2 the green background highlights the best LR model based on FFS and

the yellow background highlights the first (minimal) feature set which provides

required accuracy. This set which includes E and SS we call M1.

To find the first kind AAS for M1 we repeat FFS for set of all features exclude

E and SS. Protocol of FFS is presented in the Table 5.3 . The minimal set M2 is

highlighted by yellow background and contains Edu, N and O. Set M2 is the first

AAS of the first kind for set M1

To find the second AAS for M1 we have to exclude features of M1 and M2 from set

of used features: we repeat FFS for set of all features exclude E, SS, Edu, N, and
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Table 5.2. Protocol of FFS by LR for heroin consumption, column ‘#’ contains
number of used features, ‘X’ means used input feature

# Age Edu N E O A C Imp SS Gndr Sn
(%

)

Sp
(%

)

Su
m

(%
)

1 X 68.40 62.46 130.86
2 X X 69.81 67.36 137.18
3 X X X 69.81 66.95 136.76
4 X X X X 70.76 68.08 138.84
5 X X X X X 70.76 68.56 139.31
6 X X X X X X 70.76 68.38 139.14
7 X X X X X X X 71.23 69.22 140.44
8 X X X X X X X X 72.64 69.04 141.68
9 X X X X X X X X X 73.11 68.98 142.09
10 X X X X X X X X X X 69.34 68.98 138.32

Table 5.3. Protocol of FFS by LR for heroin consumption without features E and
SS, column ‘#’ contains number of used features, ‘X’ means used
input feature

# Age Edu N O A C Imp Gndr Sn (%) Sp (%) Sum (%)
1 X 62.26 62.28 124.55
2 X X 66.04 63.60 129.64
3 X X X 67.45 67.36 134.82
4 X X X X 70.28 68.14 138.42
5 X X X X X 68.87 69.22 138.09
6 X X X X X X 69.34 68.62 137.96
7 X X X X X X X 70.28 69.28 139.56
8 X X X X X X X X 70.76 69.04 139.79
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Table 5.4. Protocol of FFS by LR for heroin consumption without features Edu,
E, N, O, and SS, column ‘#’ contains number of used features, ‘X’
means used input feature

# Age A C Imp Gndr Sn (%) Sp (%) Sum (%)
1 X 62.74 60.97 123.70
2 X X 62.74 65.51 128.25
3 X X X 67.93 65.51 133.44
4 X X X X 67.93 66.83 134.75
5 X X X X X 68.87 65.99 134.86

Table 5.5. Protocol of FFS by LR for heroin consumption with features A and
Gndr, column ‘#’ contains number of used features, ‘X’ means used
input feature

# A Gndr Sn (%) Sp (%) Sum (%)
1 X 56.60 60.79 117.39
2 X X 67.45 61.33 128.78

O. Protocol of FFS is presented in the Table 5.4. The minimal set M3 is highlighted

by yellow background and contains age, Imp, and C. Set M3 is the second AAS

of first kind for set M1.

To find the third AAS for M1 we repeat FFS for feature set after exclusion of

M1, M2, and M3. Protocol of FFS for feature set without E, SS, Edu, N, O, Imp,

age, and C is presented in Table 5.5. Both feature sets in Table 5.5 do not satisfy

restriction to have at least 65% of sensitivity and specificity. As a result there are

three sets which are AAS of each other: M1, M2, and M3. Union of these sets

contains eight attributes: age, O, Imp, SS, C, E, Edu, and N. The LR union model

has sensitivity 73.11% and specificity 69.76%. The ensemble model for these three

AAS has sensitivity 76.89% and specificity 69.58%.

Further protocols of FFS do not included into thesis.

FFS based the second kind AAS

Table 5.2 shows that the minimal set is M1 and contains E, SS. We have to repeat

FFS for feature set without each of elements of M1 separately. We reapply FFS

for all features without E to find minimal feature set which does not contain E.

Found AAS is denoted M2 and contains N, and SS. We repeat FFS for all features

without SS and find AAS M3 which contains Edu, N, and O. Sets M1, M2 and
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Table 5.6. Protocol of BFS by LR for heroin consumption, column ‘#’ contains
number of used features, ‘X’ means used input feature

# Age Edu N E O A C Imp SS Gndr Sn
(%

)

Sp
(%

)

Su
m

(%
)

10 X X X X X X X X X X 69.34 68.98 138.32
9 X X X X X X X X X 70.76 69.40 140.15
8 X X X X X X X X 70.76 69.82 140.57
7 X X X X X X X 69.81 69.58 139.39
6 X X X X X X 69.34 69.34 138.68
5 X X X X X 71.70 69.10 140.80
4 X X X X 70.76 67.96 138.72
3 X X X 71.23 67.42 138.65
2 X X 70.28 66.11 136.39
1 X 68.40 62.46 130.86

M3 include five attributes E, Edu, SS, N, and O. The union model has sensitiv-

ity 68.87% and specificity 67.78%. The ensemble model for these three AAS has

sensitivity 73.58% and specificity 68.38%.

BFS based the first kind AAS

The minimal set in the protocol BFS is the last set which provides required accu-

racy. Table 5.6 presents protocol of BFS by LR. In Table 5.6 the green background

highlights the most accurate feature set and the yellow background highlights

the minimal feature set. This set is called M1 and includes N and SS.

To find the first kind AAS we repeat BFS for set of all features exclude N and SS.

Protocol of BFS is presented in the Table 5.7. The minimal set M2 is highlighted by

yellow background and contains Edu, Imp, and O. Set M2 is the first alternative

of first kind of set M1.

To find the second AAS we repeat BFS for set of all features exclude N, SS, Edu,

Imp, and O. Protocol of BFS is presented in the Table 5.8. The minimal set M3

is highlighted by yellow background and contains age, A, and C. Set M3 is the

second AAS of first kind for set M1.

Protocol of BFS for feature set without N, SS, Edu, A, O, age, C, and Imp is pre-

sented in Table 5.9. Both feature sets in the table do not satisfy restriction to have
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Table 5.7. Protocol of BFS by LR for heroin consumption without features N
and SS, column ‘#’ contains number of used features, ‘X’ means used
input feature

# Age Edu E O A C Imp Gndr Sn (%) Sp (%) Sum (%)
8 X X X X X X X X 71.23 68.14 139.37
7 X X X X X X X 70.28 68.26 138.54
6 X X X X X X 71.23 68.68 139.91
5 X X X X X 69.34 67.96 137.30
4 X X X X 69.81 67.66 137.47
3 X X X 69.81 66.35 136.16
2 X X 64.62 63.84 128.46
1 X 61.32 60.97 122.29

Table 5.8. Protocol of BFS by LR for heroin consumption without features N, SS,
Edu, Imp, and O, column ‘#’ contains number of used features, ‘X’
means used input feature

# Age E A C Gndr Sn (%) Sp (%) Sum (%)
5 X X X X X 67.93 65.51 133.44
4 X X X X 69.34 65.45 134.79
3 X X X 67.45 65.33 132.79
2 X X 62.74 62.52 125.26
1 X 62.74 60.97 123.70

at least 65% of sensitivity and specificity.

As a result we have three sets which are AAS of each other: M1, M2 and M3.

Union of these sets contains eight attributes: age, Edu, N, O, A, C, Imp, and

SS. The union model has sensitivity 70.76% and specificity 69.82%. The ensemble

model for these three AAS contain eight attributes and has sensitivity 74.53% and

specificity 68.38%.

Further protocols of BFS do not included into paper.

BFS based the second kind AAS

Table 5.6 shows that the minimal set is M1 and contains N, SS. We repeat BFS

for all features without N and find the AAS M2 which contains E, and SS. We

Table 5.9. Protocol of BFS by LR for heroin consumption with features E and
Gndr, column ‘#’ contains number of used features, ‘X’ means used
input feature

# E Gndr Sn (%) Sp (%) Sum (%)
1 X 68.40 52.78 121.18
2 X X 52.83 54.09 106.93.78
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repeat this procedure for all features without SS as well and find AAS M3 which

contains N, and O. Sets M1, M2, and M3 include four attributes: N, SS, E, and

O. The union model has sensitivity 72.17% and specificity 67.07%. The ensemble

model for these three AAS has sensitivity 73.58% and specificity 67.72%.

ES based the first kind AAS

The best FS model for ES is selected by LR and has sensitivity 73.11% and speci-

ficity 69.99%. This model use seven attributes: age, Edu, N, E, O, Imp, and SS. For

heroin consumption there are 47 minimal feature sets (see Table D.1 in Appendix).

Since we have several minimal sets which are satisfying all requirements then we

have to select the best set in accordance with the best model criterion. Table D.1

shows that the best minimal set in accordance with the criterion is M1 and con-

tains E and SS. There are 28 minimal sets which can be selected as the first AAS

of the first kind for set M1: M2, M3, M4, M5, M6, M8, M9, M10, M13, M14, M15,

M16, M20, M21, M26, M27, M28, M29, M32, M33, M36, M38, M39, M40, M42, M44,

M45, M46. Set M2 has the best accuracy and contains N, Imp, and Gndr. It is the

first AAS of the first kind for set M1. There are four minimal sets which do not

contain any of the attributes in sets M1 and M2: M26, M28, M39, M42. The second

AAS of the first kind is M26 which contains age, A, and C. There is no AAS for

sets M1, M2,and M26.

As a result there are three sets which are AAS of each other: M1, M2 and M26.

Union of these sets contains eight input features: age, N, E, A, C, SS, Imp, and

Gndr. This union model has sensitivity 70.28% and specificity 68.80%. The en-

semble model for these three AAS has sensitivity 71.23% and specificity 72.15%.

ES based the second kind AAS

Table D.1 shows that there are 47 minimal sets. Minimal set with the best accu-

racy of LR model is M1. All other 46 sets are the second kind AAS for M1 in

162



AASA FOR HEROIN USAGE BY USING LR AND ES, FFS, AND BFS

accordance with definition. Union of these sets contains all features. The union

model has sensitivity 69.34% and specificity 68.98%. Since we can use all 47 sets

as second kind AAS, we used outputs of LR models for all sets as input feature

to form ensemble model. Then we apply the FS methods BFS and FFS to select

part of AAS. The ES is too expansive for 47 features. The best model is found by

secondary BFS. This model contains all features and has sensitivity 71.55% and

specificity 71.70%.

Comparison of optimal models for ES, FFS, and BFS and all AASA models on

base of ES, FFS and BFS

The best LR models for ES, FFS, and BFS and all AASA results for heroin con-

sumption are presented in Table 5.10. The fundamental brick of AASA is mini-

mal model. To illustrate the relation between minimal model and AAS models,

we include minimal models for each FS method to Table 5.10. Table 5.10 shows

that all three the minimal feature sets contain two features. The minimal sets for

ES and FFS are the same and contain E and SS. The minimal set for BFS contains

N and SS. The minimal model based on ES and FFS is slightly better than the BFS

minimal model. All minimal models are worse than the best model for each FS

method.

The best AASA model is ensemble model of the first kind for ES and has sensi-

tivity 71.23% and specificity 72.15%. The second best AASA model is ensemble

model of the second kind for ES and has sensitivity 71.55% and specificity 71.70%.

These two models have accuracies which are essentially better than the best ES

model.

Graphs of accuracy versus number of used features for different FS methods are

presented in Figure 5.4 (for ES the best accuracy is depicted). We can see that

all AASA results have approximately the same or better accuracy compared with

models with the same number of features. Figure 5.5 shows the sets of features

which are used in the best ES model, in the best ensemble and union models for
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Table 5.10. The results of LR models selected by ES, FFS, and BFS and AASA for
heroin consumption, column ‘#’ contains number of used features

Model # Sn (%) Sp (%) Sum(%)
Best ES 7 73.11 69.99 143.11
Best FFS 7 71.23 69.22 140.44
Best BFS 8 70.76 69.82 140.57
ES Minimal 2 69.81 67.36 137.18
FFS Minimal 2 69.81 67.36 137.18
BFS Minimal 2 70.28 66.11 136.39
ES Kind1. Union 8 70.28 68.80 139.08
FFS Kind1. Union 8 73.11 69.76 142.87
BFS Kind1. Union 8 70.76 69.82 140.57
ES Kind 1. Ensemble 8 71.23 72.15 143.37
FFS Kind 1. Ensemble 8 76.89 69.58 146.46
BFS Kind 1. Ensemble 8 74.53 68.38 142.91
ES Kind 2. Union 10 69.34 68.98 138.32
FFS Kind 2. Union 5 68.87 67.78 136.65
BFS Kind 2. Union 4 72.17 67.07 139.24
ES Kind 2. Ensemble 10 71.55 71.70 143.25
FFS Kind 2. Ensemble 5 73.58 68.38 141.97
BFS Kind 2. Ensemble 4 73.58 67.72 141.31

Figure 5.4. Comparisons of LR models selected by ES, FFS, and BFS and AAS
results for heroin consumption. ES kind 1 Ensemble and ES kind 2
Ensemble model are the best models.
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Figure 5.5. Venn diagram for features which are used for the best ES model, the
first kind ensemble and union models and the second kind ensemble
and union models for heroin consumption.

the first kind of AAS and for the second kind of AAS.

5.6.2 AASA for cannabis and ecstasy consumption by usage LR

and ES, FFS, and BFS

For ecstasy consumption the best FS LR model is found for ES and BFS. This

model contains seven features and has sensitivity 74.83% and specificity 74.52%.

There are 23 minimal feature sets with appropriate accuracy. These sets are pre-

sented in Table D.3 in Appendix. The best LR models for ES, FFS and BFS and

results of AASA are presented in Table 5.11.

For ecstasy consumption the first and second kind ensemble models have slightly

better accuracy than the best FS model. It is necessary to stress that ensemble

models are usually more robust [60, 108]. Numbers of used features are differ-

ent: the best FS model includes seven attributes, the first kind ensemble model

includes four attributes, and the second kind ensemble model includes nine at-

tribute.

Graphs of accuracy versus number of used features for ES, FFS, and BFS and

AASA results are presented in Figure 5.6. Figure 5.6 shows that accuracy of

AASA models at least not worse than accuracy of other models with the same
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Table 5.11. The results of LR models selected by ES, FFS, and BFS and AASA for
ecstasy consumption, column ‘#’ contains number of used features

Model # Sn (%) Sp (%) Sum(%)
Best ES 7 74.83 74.52 149.35
Best FFS 7 74.83 74.34 149.17
Best BFS 7 74.83 74.52 149.35
ES Minimal 2 74.70 70.64 145.34
FFS Minimal 2 71.24 69.14 140.37
BFS Minimal 2 74.70 70.64 145.34
ES Kind 1. Union 4 73.37 72.58 145.94
FFS Kind 1. Union 4 73.50 74.07 147.58
BFS Kind 1. Union 4 73.50 73.90 147.40
ES Kind 1. Ensemble 4 74.83 73.37 148.20
FFS Kind 1. Ensemble 4 74.43 74.43 148.86
BFS Kind 1. Ensemble 4 74.97 74.78 149.75
ES Kind 2. Union 10 74.57 74.16 148.73
FFS Kind 2. Union 3 74.17 71.78 145.95
BFS Kind 2. Union 4 73.37 72.58 145.94
ES Kind 2. Ensemble 9 75.10 75.13 150.23
FFS Kind 2. Ensemble 3 74.43 73.54 147.98
BFS Kind 2. Ensemble 4 74.97 72.49 147.45

Figure 5.6. Comparisons of LR models selected by ES, FFS, and BFS and AAS
results for ecstasy consumption. BFS Kind 1 Ensemble and ES Kind
2 Ensemble are the best model.
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Figure 5.7. Venn diagram for features which are used for the best ES model, the
first kind ensemble and union models and the second kind ensemble
and union models for ecstasy consumption.

number of attributes. Figure 5.7 shows the venn diagram to sets of features which

are used in the best FS model, in the best ensemble and union models for the first

and second kind of AAS.

For cannabis consumption the best FS LR model is found by ES and BFS. This

model has sensitivity 76.68% and specificity 77.42% and uses eight attributes.

There are 9 minimal feature sets with accuracy which is not worse than required.

These sets are presented in Table D.2 in Appendix. The best LR models for ES,

FFS and BFS and results of AASA are presented in Table 5.12. The best FS model

is better than all AASA models. Let us consider the best ensemble model (yel-

low background in Table 5.12) and the best union model (red background in Ta-

ble 5.12) for the first kind of AAS and the best ensemble model (pink background

in Table 5.12) and the best union model (blue background in Table 5.12) for the

second kind of AAS. These four AASA models have greater specificity and sum

of sensitivity and specificity in comparison with the best FS model. Three of these

four models also have less number of used attributes.
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Table 5.12. The results of LR models selected by ES, FFS, and BFS and AASA for
cannabis consumption, column ‘#’ contains number of used features

Model # Sn (%) Sp (%) Sum(%)
Best ES 8 76.68 77.42 154.10
Best FFS 9 75.89 79.84 155.73
Best BFS 8 76.68 77.42 154.10
ES Minimal 1 73.12 67.90 141.03
FFS Minimal 1 73.12 67.90 141.03
BFS Minimal 1 73.12 67.90 141.03
ES Kind 1. Union 6 73.99 79.68 153.67
FFS Kind 1. Union 5 75.57 78.71 154.28
BFS Kind 1. Union 5 75.57 78.71 154.28
ES Kind 1. Ensemble 6 74.23 82.10 156.33
FFS Kind 1. Ensemble 5 75.18 82.10 157.27
BFS Kind 1. Ensemble 5 75.18 82.10 157.27
ES Kind 2. Union 10 75.73 80.32 156.05
FFS Kind 2. Union 2 72.65 77.10 149.75
BFS Kind 2. Union 2 72.65 77.10 149.75
ES Kind 2. Ensemble 6 76.05 79.19 155.24
FFS Kind 2. Ensemble 2 72.41 77.42 149.83
BFS Kind 2. Ensemble 2 72.41 77.42 149.83

5.6.3 AASA for ecstasy consumption by usage of several classi-

fiers and ES, FFS, and BFS

Recall that required accuracy is 65%. The best FS model is KNN model based on

ES, FFS, and BFS with usage of all attributes except A. This model has sensitivity

75.63% and specificity 75.75%. To find ensemble models for both kind of AASA

we used outputs of several models for all sets as input feature to form the first

layer of ensemble model and then we used linear regression to find linear weights

for the second layer.

FFS based the first kind AAS

We apply FFS for ecstasy consumption using several classifiers. Recall that the

best FS model is KNN model with all features exclude A and has sensitivity

75.63% and specificity 75.75%.

To select the first minimal set we apply FFS for each classifier. Table 5.13 presents

found minimal sets for each classifier. Table 5.13 shows that set defined by GM

is not a minimal one for several classifiers. Indeed, this set includes age, SS and
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Table 5.13. First (minimal) feature set based on FFS for ecstasy usage by several
classifiers, column ‘#’ contains number of used features, ‘X’ means
used input feature

Classifier Model # Age O SS Gndr Sn (%) Sp (%) Sum(%)
LR 2 X X 69.14 71.24 140.37
KNN M1 2 X X 70.97 70.81 141.78
GM 3 X X X 67.64 77.87 145.51
LDA 2 X X 68.43 77.50 145.93
PDFE 2 X X 70.97 70.55 141.52
NB 2 X X 65.38 77.69 143.07

Table 5.14. Second AAS of first kind based on FFS for ecstasy usage without age
and O for several classifiers, column ‘#’ contains number of used
features, ‘X’ means used input feature

Classifier Model # Edu A C SS Sn (%) Sp (%) Sum(%)
KNN 2 X X 70.55 70.31 140.85
LDA 2 X X 67.02 71.11 138.13
LR 2 X X 68.78 68.98 137.76
PDFE M2 2 X X 71.78 70.57 142.35

Gndr but minimal set for LDA and NB includes age and SS only. It means that

GM selected set includes another minimal set. As a result, there are two minimal

sets: age and O and age and SS. First set is minimal for three classifiers. The best

accuracy is provided by KNN for set with age and O (this model is highlighted

by yellow background in Table 5.13). It is the first AAS and is called M1.

To find the first kind AAS for set M1, we repeat FFS for all classifiers and for all

feature exclude age and O. The found minimal sets for four classifiers are pre-

sented in Table 5.14. There is no minimal model for GM and NB and for feature

set which does not contain age and O. The best accuracy is provided by PDFE

for Edu and SS. This model is the second AAS (M2) and highlighted by yellow

background in Table 5.14.

To find the first kind AAS for set M2, we repeat FFS for all classifiers and for

all feature excluding age, O, Edu and SS. We found minimal sets for only KNN

classifier. Table 5.15 shows that set defined by KNN is a minimal one. There is

no minimal models for LR, GM, LDA, PDFE and NB and for feature set which

does not contain age, O, Edu, and SS. The KNN model is the third AAS (M3) and

highlighted by yellow background in Table 5.15.
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Table 5.15. Third AAS of first kind based on FFS for ecstasy usage without age,
SS, O, and Edu for several classifiers, column ‘#’ contains number of
used features, ‘X’ means used input feature

Classifier Model # C Imp Sn (%) Sp (%) Sum(%)
KNN M3 2 X X 65.26 65.11 130.37

Table 5.16. Found FFS minimal sets for features without age for each classifier
for ecstasy consumption, column ‘#’ contains number of used
features, ‘X’ means used input feature; non-minimal set is
highlighted by blue background

Classifier Model # A O SS Imp Gndr Sn
(%

)

Sp
(%

)

Su
m

(%
)

LR M2 2 X X 70.44 67.90 138.34
LDA M3 2 X X 71.11 67.02 138.13
KNN M4 2 X X 70.19 70.17 140.37
PDFE M5 2 X X 70.19 70.17 140.37
NB M6 4 X X X X 72.40 65.91 138.31

Search of minimal sets for attributes N, E, A, and Gndr find nothing for all clas-

sifiers (all found models have inappropriate accuracy). As a result we have three

sets which are AAS for each other: M1, M2 and M3. Union of these sets contain

six features. PDFE is the best classifier for this set. The PDFE union model has

sensitivity 74.57% and specificity 74.96%. The ensemble model for these AAS has

sensitivity 74.69% and specificity 74.83%.

FFS based the second kind AAS

Table 5.13 shows that the minimal set is M1 and contains age and O. To find AAS

of the second kind it is necessary to perform next procedure. For each classifier

Cli and each element e ∈ M1 we search minimal set Aie = M(F\{e}). Then we

consider all sets Aie and remove all non-minimal sets. Last step is important

because two different classifiers can find two sets which are minimal for used

classifiers but one of the set is part of the second set. Table 5.16 demonstrates

such case: set defined by NB completely contains minimal set defined by LR,

KNN, and PDFE. Table 5.16 lists all minimal sets which do not contain age and

are selected by FFS for all classifiers.

Table 5.17 lists all minimal sets which do not contain O and are selected by FFS
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Table 5.17. Found FFS minimal sets for features without O for each classifier for
ecstasy consumption; column ‘#’ contains number of used features,
‘X’ means used input feature; non-minimal set is highlighted by blue
background

Classifier Model # Age SS Gndr Sn (%) Sp (%) Sum(%)
LR M7 2 X X 74.70 70.64 145.34
LDA M8 2 X X 77.50 68.43 145.93
KNN M9 2 X X 71.87 71.64 143.51
PDFE M10 2 X X 72.44 72.40 144.84
NB M11 2 X X 77.69 65.38 143.07
GM M12 3 X X X 77.87 67.64 145.51

Table 5.18. First (minimal) feature set based on FFS for ecstasy usage by several
classifiers, column ‘#’ contains number of used features, ‘X’ means
used input feature

Classifier Model # Age SS Sn (%) Sp (%) Sum(%)
LR 2 X X 70.64 74.70 145.34
KNN 2 X X 71.87 71.64 143.51
GM 2 X X 65.38 77.69 143.07
LDA 2 X X 68.43 77.50 145.93
PDFE M1 2 X X 72.44 72.40 144.84
NB 2 X X 65.38 77.69 143.07

for all classifiers.

There are four models in Table 5.16 and five models in Table 5.17. However there

are only two different minimal sets in Table 5.16 and only one minimal set in

Table 5.17. The union model contains four attributes (age, O, A and SS). The

best model for this feature set is PDFE and has sensitivity 73.64% and specificity

73.81%. The ensemble model for these AAS has sensitivity 74.17% and specificity

74.25%.

BFS based the first kind AAS

The best FS model is KNN model with usage of all attributes except A. This model

has sensitivity 75.63% and specificity 75.75%. To select the first minimal set we

apply BFS for each classifier. Table 5.18 presents found minimal sets for each

classifier. There is one minimal set for each classifier which is age and SS. The best

accuracy is provided by PDFE (this model is highlighted by yellow background

in Table 5.18). It is the first AAS and is called M1.
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Table 5.19. First alternative of first kind based on BFS for ecstasy usage without
age and SS by several classifiers, ‘X’ means used input feature

Classifier Model # Edu O C Imp Sn (%) Sp (%) Sum(%)
KNN M2 2 X X 68.08 67.91 135.99
LDA 4 X X X X 65.70 67.91 133.61
LR 2 X X 65.26 67.51 132.77
PDFE 2 X X 67.64 67.51 135.15

To find the first kind AAS for set M1, we repeat BFS for feature sets for all classi-

fiers which does not contain age and SS. The minimal set M2 is highlighted by the

yellow background is the first AAS of set M1 selected by KNN. Table 5.19 shows

that set defined by LDA is not minimal one for several classifiers. LDA selected

set includes another minimal set.

We do not have AAS for M1 and M2. We do not find set for any classifiers does not

contain sets M1 and M2, and satisfy restriction to have at least 65% of sensitivity

and specificity.

As a result we have two sets which are AAS for each other: M1 and M2. Union

of this sets contain four features. PDFE is the best classifier for this set. This

union model has sensitivity 74.17% and specificity 74.43%. The ensemble model

for these two AASA has sensitivity 74.70% and specificity 74.52%.

BFS based the second kind AAS

The minimal set is M1 and contains age and SS. To find AAS of the second kind

it is necessary to repeat BFS for feature set by several classifiers without age and

without SS separately. The result to find minimal set for all attribute exclude age

by several classifiers are presented in Table 5.20. LDA and NB are not minimal

one for several classifiers. GM cannot find minimal model with appropriate ac-

curacy.

Found BFS minimal set for all attribute exclude SS by several classifiers are pre-

sented in Table 5.21. GM and NB is not minimal model for several classifiers.

The union model contain five attributes (age, O, SS, Edu, and C) and selected by
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Table 5.20. Found BFS minimal sets for features without age for each classifier
for ecstasy consumption, column ‘#’ contains number of used
features, ‘X’ means used input feature; non-minimal set is
highlighted by blue background

Classifier Model # Edu C O Imp SS Gndr Sn
(%

)

Sp
(%

)

Su
m

(%
)

LR M2 2 X X 69.64 68.52 138.16
KNN M3 2 X X 70.19 70.17 140.37
NB M4 4 X X X X 72.40 65.91 138.31
LDA M5 3 X X X 70.31 70.11 140.41
PDFE M6 2 X X 71.78 70.57 142.35

Table 5.21. Found BFS minimal sets for features without SS for each classifier
for ecstasy consumption, column ‘#’ contains number of used
features, ‘X’ means used input feature; non-minimal set is
highlighted by blue background

C
la

ss
ifi

er

M
od

el

# Age O Edu G
nd

r

Imp C A Sn
(%

)

Sp
(%

)

Su
m

(%
)

LR M7 2 X X 71.24 69.14 140.37
LDA M8 2 X X 71.78 67.11 138.89
KNN M9 2 X X 70.97 70.81 141.78
PDFE M10 2 X X 70.97 70.55 141.52
GM M11 4 X X X X 77.60 66.71 144.31
NB M12 5 X X X X X 78.40 65.65 144.04

KNN and has sensitivity 74.83% and specificity 74.60%. The ensemble model for

these AAS has sensitivity 74.70% and specificity 74.60%.

ES based the first kind AAS

The best ES model is selected by KNN and has sensitivity 75.63% and specificity

75.75%. List of all minimal sets is presented in Table D.5. There are three AAS of

the first kind: the first is M1 and includes age and SS, the second is M15 and in-

cludes Edu and O the third is M24 and contains C and Imp The best union model

contains six features: age, Edu, O, SS, Imp, and C. PDFE is the best classifier for

this set. The PDFE union model has sensitivity 74.57% and specificity 74.96%.

The ensemble model for these three AAS has sensitivity 75.10% and specificity

75.04%.
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ES based the second kind AAS

Table D.5 shows that the minimal set is M1 selected by PDFE and contains age

and SS. All other 28 sets are the second kind AAS for M1 in accordance with

definition. Union of these sets contains all features. The KNN union model is the

best union model and has sensitivity 74.57% and specificity 74.25%.

Since we can use all 28 sets as the second kind AAS, we used outputs of several

models for all sets as input feature to form ensemble model and we used linear

regression to find weights. We should notice that we have 29 different sets for

several classifiers (we have 100 models as input feature to find ensemble models.

It means some sets are provided by more than one classifiers (see Table D.5)).

Then we apply the FS methods BFS and FFS to select second kind of AAS. The

ES is too expansive for 100 features. The best model selected by linear regression

is found based on FFS with all features. This model has sensitivity 81.22% and

specificity 81.89%.

Comparison of optimal models for ES, FFS, and BFS and all AASA models on

base of ES, FFS and BFS for ecstacy use

The best FS models by several classifiers for ES, FFS, and BFS and all AASA re-

sults for ecstasy consumption are presented in Table 5.22. To show relation be-

tween minimal model and AAS based models for several classifiers, we include

minimal models for each method in Table 5.22.

The AASA by using several classifiers could build model with higher accuracy

than the best models based on FS methods: ES, FFS, and BFS. The best AASA

model is ensemble model of the second kind for ES and has sensitivity 81.22%

and specificity 81.89%. This model is selected by all classifiers with the first layer

and linear regression used to find weights for the second layer and contains all

features. This model has essentially better accuracy than best FS models.
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Table 5.22. The results of FS models based on ES, FFS, and BFS and AASA
results for ecstasy consumption by several classifier, column ‘#’
contains number of used features, LW is linear regression used to
find weights.

Model # Classifiers Sn (%) Sp (%) Sum (%)
Best ES 9 KNN 75.63 75.75 151.38
Best FFS 9 KNN 75.63 75.75 151.38
Best BFS 9 KNN 75.63 75.75 151.38
ES Minimal 2 PDFE 72.44 72.40 144.84
FFS Minimal 2 KNN 70.97 70.81 141.78
BFS Minimal 2 PDFE 72.44 72.40 144.84
ES Kind 1. Union 6 PDFE 74.57 74.96 149.52
FFS Kind 1. Union 6 PDFE 74.57 74.96 149.52
BFS Kind 1. Union 4 PDFE 74.17 74.43 148.60
ES Kind 1. Ensemble 6 LW (LR, KNN,

PDFE, LDA, NB,
GM)

75.10 75.04 150.14

FFS Kind 1. Ensemble 6 LW (LR, KNN,
PDFE)

74.69 74.83 149.53

BFS Kind 1. Ensemble 4 LW (LR, KNN,
PDFE, LDA, NB,
GM)

74.70 74.52 149.22

ES Kind 2. Union 10 KNN 74.57 74.25 148.82
FFS Kind 2. Union 4 PDFE 73.64 73.81 147.45
BFS Kind 2. Union 5 KNN 74.83 74.60 149.44
ES Kind 2. Ensemble 10 LW (LR, KNN,

PDFE, LDA, NB,
GM)

81.22 81.89 163.11

FFS Kind 2. Ensemble 3 LW (LR, KNN,
PDFE, LDA, NB)

74.17 74.25 148.42

BFS Kind 2. Ensemble 2 LW (LR, KNN,
PDFE, LDA, NB,
GM)

74.70 74.60 149.30

5.6.4 AASA for cannabis consumption by usage of several clas-

sifiers and ES, FFS, and BFS

The best FS model is found for ES and BFS which is selected by LDA and has

sensitivity 78.89% and specificity 79.84%. This model uses five attributes: age,

Edu, O, A, and C. The best FS model based on FFS is LDA and has sensitivity

78.39% and specificity 79.29%. This model uses eight attributes: Age, Edu, E, A,

C, Imp, and SS. The best models by several classifiers for ES, FFS and BFS and

all results of AASA are presented in Table 5.23. There are 14 minimal feature sets

with the best accuracy of several classification models. These minimal feature
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Table 5.23. The results of FS models based on ES, FFS, and BFS and AASA
results for cannabis consumption by several classifier, column ‘#’
contains number of used features, LW is linear regression used to
find weights.

Model # Classifiers Sn (%) Sp (%) Sum (%)
Best ES 5 LDA 78.89 79.84 158.73
Best FFS 8 LDA 78.39 79.29 157.68
Best BFS 5 LDA 78.89 79.84 158.73
ES Minimal 2 PDFE 68.93 68.87 137.80
FFS Minimal 1 LR, KNN, LDA,

PDFE
73.12 67.90 141.03

BFS Minimal 1 LR, KNN, LDA,
PDFE

73.12 67.90 141.03

ES Kind 1. Union 7 GM 77.95 78.07 156.01
FFS Kind 1. Union 7 GM 77.95 78.07 156.01
BFS Kind 1. Union 7 GM 77.95 78.07 156.01
ES Kind 1. Ensemble 7 LW(LR, KNN,

LDA, PDFE,
GM)

81.26 80.97 162.23

FFS Kind 1. Ensemble 2 LW(LR, KNN,
LDA, PDFE)

79.53 79.19 158.72

BFS Kind 1. Ensemble 2 LW(LR, KNN,
LDA, PDFE)

79.53 79.19 158.72

ES Kind 2. Union 10 KNN 77.79 78.39 156.17
FFS Kind 2. Union 7 GM 77.95 78.07 156.01
BFS Kind 2. Union 7 GM 77.95 78.07 156.01
ES Kind 2. Ensemble 9 LW(LR, KNN,

LDA, PDFE,
GM)

81.29 81.34 162.63

FFS Kind 2. Ensemble 7 LW(LR, KNN,
LDA, PDFE,
GM, NB)

80.24 80.16 160.40

BFS Kind 2. Ensemble 7 LW(LR, KNN,
LDA, PDFE,
GM, NB)

79.92 79.84 159.76

sets are presented in Table D.4 in Appendix.

The best AASA model is ensemble model of the first kind for ES and second kind

for ES, BFS, FFS. The ensemble model for the first kind for ES contains seven

features and has sensitivity 81.26% and specificity 80.96%. The ensemble model

for the second kind for ES contains nine features and has sensitivity 81.29% and

specificity 81.34%. The ensemble model for the second kind for FFS and BFS

contains seven features. For the ensemble models for the second layer we used

linear regression to find weights.

We can see that applying the AASA with several classifiers to one data mining
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problem allows us to build better accuracy models than the using AASA with

one classifier to the same problem. For instance, for cannabis consumption using

several classifier we found the ensemble model for the second kind based on ES

is much better than the ensemble model for the second kind AAS based on one

classifier (see Table 5.12 and Table 5.23). It is true for ecstasy usage as well.

5.7 AASA for USA president elections dataset

The second database is prediction of USA president elections (politics, [4]). This

database contains 31 instances and 12 Boolean features. This dataset describe

results of elections of the USA president for the period from 1860 to 1980. In

each election there are two basic opponents: the aspirant of the party currently in

power (P-party) and the aspirant of the opposition party (O-party). These 12 fea-

tures are answers for questions about the political, economic, social conditions of

the country, and candidates themselves. This data set described in [4] and [169].

List of questions is presented in Appendix D.2.

Recall that required accuracy for this data set is 75%. We have to use one or

several classifiers to evaluate accuracy.

5.7.1 AASA for USA president elections by usage LR and ES,

FFS, and BFS

The best FS model based on ES and BFS is selected by LR and have sensitivity

100% and specificity 100%. This model used five attributes: Q3, Q4, Q7, Q8, and

Q12. The best FS model based on FFS is selected by LR and have the full accuracy,

but used seven attributes instead of five (see Table 5.24).

All the best model and AASA results for president elections are shown in Ta-

ble 5.24. The ES minimal model by using LR contains Q3, Q5, Q8, and Q9 fea-

tures. This model provides high accuracy for prediction of the USA president

177



AASA FOR USA PRESIDENT ELECTIONS BY USAGE OF SEVERAL CLASSIFIERS
AND ES, FFS, AND BFS

Table 5.24. The results of LR models selected by ES, FFS, and BFS and AASA
results for president elections, column ‘#’ contains number of used
features, LW is linear regression used to find weights.

Model # Sn (%) Sp (%) Sum (%)
Best ES 5 100 100 200
Best FFS 7 100 100 200
Best BFS 5 100 100 200
ES Minimal 4 92 89 181
FFS Minimal 1 77 94 171
BFS Minimal 1 77 94 171
ES Kind1. Union 9 77 94 171
FFS Kind1. Union 9 77 100 177
BFS Kind1. Union 8 85 100 185
ES Kind 1. Ensemble 9 100 94 194
FFS Kind 1. Ensemble 9 100 100 200
BFS Kind 1. Ensemble 8 100 94 194
ES Kind 2. Union 12 92 100 192
FFS Kind 2. Union 7 85 94 179
BFS Kind 2. Union 3 77 72 149
ES Kind 2. Ensemble 8 100 100 200
FFS Kind 2. Ensemble 7 100 100 200
BFS Kind 2. Ensemble 3 77 94 171

elections. This minimal set has sensitivity 92% and specificity 89%.

The best AASA result is the FFS and ES ensemble model for the second kind and

FFS ensemble model for the first kind of AASA with different number of input

features. These models have full accuracy.

Graphs of accuracy versus number of used features for different FS methods are

presented in Figure 5.8. We can see that almost all AASA results have approxi-

mately the same accuracy.

Figure 5.9 shows the sets of features which are used in the best ES model, in the

best ensemble and union models for the first kind of AAS and for the second kind

of AAS.

5.7.2 AASA for USA president elections by usage of several clas-

sifiers and ES, FFS, and BFS

Since president elections problem has 12 attributes only and ES can be completed

for reasonable time.The best FS model is selected by LR and has sensitivity 100%
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Figure 5.8. Comparisons of LR models selected by ES, FFS, and BFS and AAS
results for USA president elections.

Figure 5.9. Venn diagram for features which are used for the best ES model, the
first kind ensemble and union models and the second kind ensemble
and union models for USA president elections.

and specificity 100%. It means LR is the optimal classifier among all used classi-

fiers. The required accuracy is 75%.

For president elections there are 86 minimal feature sets selected by several clas-

sifiers (i.e 81 different sets part of which is selected by several classifiers). These

minimal feature sets are presented in Table D.9 in Appendix.

All results for president elections are shown in Table 5.25. The best AASA result

is the ensemble model for the second kind of AAS with eight input features for ES

and BFS. ES is too expensive with 86 input features. We applied FFS for secondary

model selection. Another best AASA result is the ensemble model for the first
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Table 5.25. The results of FS models based on ES, FFS, and BFS and AASA
results for USA president elections by several classifier, column ‘#’
contains number of used features, LW is linear regression used to
find weights.

Model Classifiers # Sn (%) Sp (%) Sum (%)
Best ES LR 5 100 100 200
Best FFS LR 7 100 100 200
Best BFS LR 5 100 100 200
ES Minimal LR, KNN, NB 4 85 83 168
FFS Minimal LR, LDA, KNN,

NB &GM
1 77 94 171

BFS Minimal LR, LDA, KNN,
NB &GM

1 77 94 171

ES Kind 1. Union KNN 11 92 94 187
FFS Kind 1. Union LR 12 92 100 192
BFS Kind 1. Union LR 11 92 100 192
ES Kind 1. Ensemble LW(LR, GM,

NB)
5 100 94 194

FFS Kind 1. Ensemble LW(LR,KNN,
LDA, GM, NB)

12 100 100 200

BFS Kind 1. Ensemble LW(LR,KNN,
LDA, GM, NB)

7 100 94 194

ES Kind 2. Union LR 12 92 100 192
FFS Kind 2. Union LR 12 92 100 192
BFS Kind 2. Union LR 12 92 100 192
ES Kind 2. Ensemble LW(LR, GM,

NB)
8 100 100 200

FFS Kind 2. Ensemble LW(LR,KNN,
LDA, GM, NB)

12 100 100 200

BFS Kind 2. Ensemble LW(LR,KNN,
LDA, GM, NB)

8 100 100 200

kind for FFS with all features. We achieved those results when we use output

result for the first layer as input feature for the second layer and we used linear

regression to find weights.

5.8 AASA for Breast cancer dataset

The third database which is used to AASA applications is available dataset of find

needle aspirates (FNA) of breast cancer. The FNAs used to develop the diagnos-

tic system [5]. This dataset contains 569 samples of FNA of breast cancer, includ-

ing 212 positive specimens with cancer (malignancy) and 357 negative specimens

with fibrocystic breast masses (benign). All of the samples were confirmed by us-
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Table 5.26. Numbers of features of Breast cancer dataset
Measurement Mean SE Worst
radius (mean distance from center to border) 1 11 21
texture (standard deviation of gray-scale values) 2 12 22
perimeter 3 13 23
area 4 14 24
smoothness (local variation in radius lengths) 5 15 25
compactness (perimeter2 / area - 1.0) 6 16 26
concavity (severity of concave portions of the contour) 7 17 27
concave points (number of concave portions of the contour) 8 18 28
symmetry 9 19 29
fractal dimension ("coastline approximation" - 1) 10 20 30

ing a computer based system for diagnosing breast FNAs [5]. Each sample con-

tains ten features of the cell. The ten features which computed for each nucleus

are: radius, texture, perimeter, area, smoothness, compactness, concavity, con-

cave points, symmetry, and fractal dimension. The system uses computer vision

process to analyse nuclear size, shape, and texture attributes and organizes fea-

tures using an inductive technique created on linear programming [174]. These

features are used to differentiate between benign and malignant breast cytology.

The mean value, worst (mean of the three largest value), and Standard Error (SE)

of each feature are computed for each image. As a result, the database contains 30

features [5, 61]. The observations and details of the cellular features were all cre-

ated by consultant pathology [5,61]. We use for referencing a numbers of features

in accordance with Table 5.26.

5.8.1 AASA for breast cancer by usage LR and FFS and BFS

FS is a significant steps in breast cancer detection and classification. Let us con-

sider AASA for breast cancer diagnosis. Since the number of nuclear feature sets

is 30 the ES is unacceptable for this problem. FFS and BFS techniques are being

considered for selecting feature subset with high accuracy. Let us find AAS of

feature sets. The best BFS model selected by LR has sensitivity 98.60% and speci-

ficity 96.70% and use 14 attributes: 1, 5, 6, 7, 8, 13, 14, 18, 20, 22, 23, 28, 29, and 30.

The best FFS model selected by LR has sensitivity 98.60% and specificity 97.64%
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Table 5.27. The results of FS models based on ES, FFS, and BFS and AASA
results for Breast Cancer by several classifier, column ‘#’ contains
number of used features, LW is linear regression used to find
weights.

Model # Sn (%) Sp (%) Sum (%)
Best FFS 9 98.60 97.64 196.24
Best BFS 14 98.60 96.70 195.30
FFS Minimal 3 95.80 96.23 192.03
BFS Minimal 4 95.28 96.08 191.36
FFS Kind1. Union 19 96.92 94.34 191.26
BFS Kind1. Union 23 96.92 94.81 191.73
FFS Kind 1. Ensemble 19 98.04 98.11 196.15
BFS Kind 1. Ensemble 23 98.04 97.17 195.21
FFS Kind 2. Union 8 98.32 95.76 194.07
BFS Kind 2. Union 12 97.76 97.17 194.93
FFS Kind 2. Ensemble 8 98.60 97.17 195.77
BFS Kind 2. Ensemble 12 98.04 97.64 195.68

and use nine attributes: 1, 3, 8, 15, 20, 22, 24, 26, and 30. The accuracy of visual

diagnosis breast FNA is reported in several of the studies is above 90% [61]. In

37 series previous research stated by [175] and more than 25 series study (e.g.

see [5, 61]) with a whole of 23,741 satisfactory breast FNA shows that the total

accuracy is 94.3%. In current study to implement AAS of FS let us consider 95%

as required accuracy.

The best LR classification results for breast cancer diagnosis are shown in Ta-

ble 5.27. The minimal feature sets based on FFS and BFS are includet into Ta-

ble 5.27. The minimal set based on FFS contains three features: mean concave

points, worst area, and worst texture. This minimal set has sensitivity 95.80%

and specificity 96.23%. The minimal set based on BFS contains four features. This

minimal set has sensitivity 95.28% and specificity 96.08%. For this data base the

minimal sets are better than the union model created on base first kind AAS.

The best AASA result is the ensemble model for the first kind based on FFS. This

model is much better than the best FFS model but contains 19 features instead of

nine. This LR model has sensitivity 98.04% and specificity 98.11%.

Another best AASA result is BFS ensemble model for second kind AAS which is

much better than best BFS model. This model has sensitivity 98.04% and speci-
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Figure 5.10. Comparisons of LR models selected by FFS and BFS and AAS
results for breast cancer diagnose.

ficity is 97.64%. These results are better than the 97.3% accuracy based on the best

single-plane diagnostic classifier based on features mean texture, the worst area,

and the worst smoothness obtained by [61]. The results show that the best mini-

mal model based on FFS contains three of the 30 features: mean concave points,

worst area, and worst texture used by LR. This model has sensitivity 95.80% and

specificity 96.23%. This result is considerably better than 89% accuracy based on

individual cell analysis obtained by Hutchinson et al [62], and also considerable

better than LR cross-validated classification accuracy is 96.2% obtained by Wol-

berg et al [61] but for three different features: worse radius, worse texture, and

worse concave points.

Therefore, AASA improved accuracy over the best diagnostic accuracy of breast

cancer FNAs. Graphs of accuracy versus number of used features for FFS and

BFS methods are presented in Figure 5.10.

We notice that ensemble models based on FFS and BFS are much better than the

best FFS and best BFS models. Figure 5.11 shows Venn diagram to illustrate the

relationship between input features which are used for the first kind ensemble

and union models and the second kind ensemble and union models.
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Figure 5.11. Venn diagram for features which are used for the first kind
ensemble and union models and the second kind ensemble and
union models for breast cancer diagnosis.

5.8.2 AASA for breast cancer by usage of several classifiers and

FFS and BFS

The best FS model is selected by GM for FFS and has sensitivity 98.60% and speci-

ficity 97.64%. All results for are shown in Table 5.28. The best AASA result is the

ensemble model for the first kind selected by KNN and LR for BFS with 23 at-

tributes, the ensemble model for the second kind selected by LR for FFS with 14

attributes.

5.9 Discussion

In this chapter, we introduced a methodology of controlled multicollinearity, called

AASA. The basic operation is the search of a minimal feature set with required

accuracy. Minimal feature set can be found by ES, FFS, and BFS. We used six

classifiers to select the best feature set with the highest accuracy.

We applied AASA for three datasets with different number of records, different

dimensions and are taken from different application areas. The first database is

drug consumption (psychology, [2, 3], section ’Database’ of chapter 2). We cre-

ate AASA models for three drugs: heroin, ecstasy, and cannabis. The second
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Table 5.28. The results of FS models based on ES, FFS, and BFS and AASA
results for Breast Cancer by several classifier, column ‘#’ contains
number of used features, LW is linear regression used to find
weights.

Model Classifier # Sn (%) Sp (%) Sum (%)
Best FFS GM, LR 8 98.60 97.64 196.24
Best BFS GM 8 97.64 97.20 194.84
FFS Minimal LR 3 95.80 96.23 192.03
BFS Minimal KNN 3 96.23 96.64 192.87
FFS Kind1. Union LR 22 95.76 96.36 192.11
BFS Kind1. Union LR 23 96.23 96.64 192.87
FFS Kind 1. Ensemble LW(KNN

&LR)
22 97.20 97.64 194.84

BFS Kind 1. Ensemble LW(KNN
&LR)

23 98.32 98.11 196.43

FFS Kind 2. Union KNN 26 96.64 95.76 192.39
BFS Kind 2. Union KNN 30 96.36 96.70 193.06
FFS Kind 2. Ensemble LW(LR) 14 98.88 98.58 197.46
BFS Kind 2. Ensemble LW(LR, NB,

GM. KNN,
LDA, PDFE)

30 98.32 96.23 194.55

database is prediction of USA president elections (politics, [4]). The third dataset

is breast cancer diagnosis (medicine, [61]). Required accuracies for minimal set

identification are defined as 65% for grag use dataset, 75% for USA president

elections dataset and 95% for breast cancer dataset.

It was shown that for heroin consumption by LR, ensemble model for the first

kind AAS and for the second kind AAS for ES are much better than the best FS

models. The ensemble model for the first kind AAS uses eight features and has

sensitivity 71.23% and specificity 72.15% while ensemble model based on FFS has

the maximum sum of sensitivity and specificity. The ensemble model for the sec-

ond kind AAS uses ten features and has sensitivity 71.50% and specificity 71.70%

(see Table 5.10). For ecstasy consumption the best AASA result is ensemble model

for the first kind for BFS with four features and ensemble model for the second

kind for ES with nine features (see Table 5.11). However, we have to use sev-

eral classifiers with AASA. For example, AASA results for cannabis consumption

have a good results than the best FS by several classifiers. The best AASA result

for cannabis consumption is ES ensemble model for the first kind of AAS and ES
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ensemble model for the second kind of AAS.

For the USA president elections data set the results illustrated that four features

of the 12 are enough to achieve high accuracy in prediction of the USA president

elections. It was shows that the optimal minimal model based on ES by using LR

contains four features. This result was reproduced by several classifiers. The best

ES model contains five features and has sensitivity 100% and specificity 100%.

This model is exactly contained in second kind AAS ensemble model FS based on

FFS which contains seven features and has the same accuracy (see Table 5.24). The

best AASA result by several classifiers is ensemble model for second kind AAS

for ES and BFS contains eight features and has sensitivity 100% and specificity

100%.

For the third data set the results represented an improvement over the best diag-

nostic accuracy of breast cancer. The results show that the optimal minimal model

based on FFS contains three of the 30-features: mean concave points, worst area,

and worst texture which were used by the LR model. This model has sensitivity

is 95.80% and specificity is 96.23%. This result is considerably better than 89% ac-

curacy based on individual cell analysis obtained by [62] and LR cross validated

classification accuracy is 96.2% obtained by [5] but for three other features: worse

radius, worse texture, and worse concave points. The best AASA result by LR

is ensemble model for first kind for FFS with 19 input features. This model has

sensitivity 98.04% and specificity 98.11%.

The best AASA result by using several classifiers for breast cancer is the ensem-

ble model for the first kind selected by KNN and LR for BFS with 23 attributes

which has sensitivity 98.32% and specificity is 98.11% and the ensemble model for

the second kind selected by LR for FFS with 14 attributes which has sensitivity

98.88% and specificity is 98.58%.

It means that AASA can create more accurate models. We can see that the ensem-

ble models are usually much better than the best FS model.
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Conclusion and outlook

Results of data mining of drug consumption dataset are important as they exam-

ine the question of the relationship between drug use and personality traits and

engage the challenge of untangling correlated personality traits (the FFM, impul-

sivity, and sensation seeking [181]), and clusters of substance misuse (the corre-

lation pleiades). The work acknowledged the breadth of a common behaviour

which may be transient and leave no impact, or may significantly harm an indi-

vidual. We examined drug use behaviour comprehensively in terms of the many

kinds of substances that may be used (from the legal and anodyne, to the deeply

harmful), as well as the possibility of behavioural over-claiming. We built into

this study the wide temporality of the behaviour indicative of the chronicity of

behaviour and trends and fashions (e.g. the greater use of LSD in the 1960s and

1970s, the rise of ecstasy in the 1980s, some persons being one-off experimenters

with recreational drugs, and others using recreational substances on a daily ba-

sis).

We defined substance use in terms of behaviour rather than legality, as legislation

in the field is variable. This data were gathered before ‘legal highs’ emerged as a

health concern [182] so we did not differentiate, for example, synthetic cannabi-

noids and cathinone-based stimulants; these substances have been since widely

made illegal. We were nevertheless able to accurately classify users of these

substances (reciprocally, this data were gathered before cannabis decriminalisa-
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tion in parts of North America, but again, we were able to accurately classify

cannabis users). We included control participants who had never used these sub-

stances, those who had used them in the distant past, up to and including persons

who had used the drug in the past day, avoiding the procrustean data-gathering

and classifying methods which may occlude an accurate picture of drug use be-

haviour and risk [183]. Such rich data and the complex methods used for analysis

necessitated a large and substantial sample.

The study was a theoretical regarding the morality of the behaviour, and did

not medicalise or pathologise participants, optimising engagement by persons

with heterogeneous drug-use histories. This study used a rigorous range of data-

mining methods beyond those typically used in studies examining the associa-

tion of drug use and personality in the psychological and psychiatric literature,

revealing that decision tree methods were most commonly effective for classify-

ing drug users. We found that high N, low A, and low C are the most common

personality correlates of drug use, these traits being sometimes seen in combi-

nation as an indication of higher-order stability and behavioural conformity, and,

inverted, are associated with externalisation of distress [176–178]. Deviation from

this rule (N⇑, A⇓, C⇓) for some drugs is also interesting. LSD use correlates with

high O and low C (and does not correlate significantly with high N, at least, for

recent LSD users). High O is correlated with use of many drugs.

Low stability is also a marker of negative urgency [76] whereby persons act rashly

when distressed. In this work we points to the importance of individuals acquir-

ing emotional self-management skills anteceding distress as a means to reduce

self-medicating drug-using behaviour, and the risk to health that injudicious or

chronic drug use may cause.

The main topic of this thesis was to develop the classifiers to analyse the pre-

dictability of the classification problems. The main problem was in the search

and validation of psychological predictors of consumption of different drugs.

We used several algorithms in order to analyse the predictability of user/non-
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user classification on the basis of psychological data: decision trees with several

split criteria (information gain, Gini gain or DKM gain), random forests, k-nearest

neighbours with distances: the Euclidean distance, the Fisher’s transformed dis-

tance and the adaptive distance, linear discriminant analysis, Gaussian mixtures,

probability density function estimation by radial basis functions, logistic regres-

sion and naïve Bayes approach were applied to predict the risk of drug consump-

tions.

In chapter 1, we explained the notion of drug use and which personality traits

we used to analyse the predisposition to use of drugs. We also reviewed some

previous pertinent results, describe the problem, and briefly outline the answer.

In addition, we reviewed of feature selection problem and we presented how to

use redundant and alternative input features for apply data set.

In chapter 2, we presented and described analysis of the database drug consump-

tion with information of 1885 respondents, usage of 18 drugs, and the method of

data collection. The four different definitions of drug users we used were based

on recency of use: decade-based, year-based, month-based, or week-based def-

initions. The numbers of users of 18 different psychoactive substances for the

four definitions of users in the database were presented. We presented several

available databases which we used to AASA testing.

In chapter 3, we reviewed the used methods of data analysis, from elementary

T-scores to non-linear Principal Component analysis (PCA), including polychoric

correlation, nonlinear CatPCA (Categorical Principal Component Analysis), sparse

PCA, method of principal variables, original ‘double Kaiser selection’ rule, kNN

for various distances, DT with different split criteria (information gain, Gini gain

or DKM gain), LDA, GM, PDFE by radial-basis functions, LR, NB approach, RF,

and criteria for selecting the best method. We briefly identified how to use al-

ternative attributes sets which can be useful to build a good predictor. We de-

scribed the approaches to define weights of ensemble models: Nelder-Mead,

Luus-Jaakola, pattern search, and linear regression.
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In chapter 4, we examined the potential effect of NEO-FFI personality traits, im-

pulsivity, sensation-seeking, and demographic data on drug consumption for dif-

ferent drugs and for different user/non-user separation of drug users. We illus-

trated association between personality profiles (i.e. NEO-FFI-R) and drug con-

sumption. We revealed that the personality profiles are significantly associated

with users and non-users groups of the 18 drugs. We pointed out that personality

score of drug users of all 18 drugs is moderately high (+) or neutral (0) on N and

O, and moderately low (−) on both the personality profile concerning A and C.

The effect of the personality profile concerning E is drug specific. For example,

for the decade-based user/non-user definition the E score is negatively correlated

with consumption of crack, heroin, VSA, and methadone (E score is (−) for their

users). It is has no predictive value for other drugs for the decade-based classifi-

cation (the E score for users is (0)), whereas in the year-, month-, and week-based

classification problems all three possible values of E score are observed.

We evaluated the individual drug consumption risk separately, for each drug. We

analysed interrelations between the individual drug consumption risks for differ-

ent 18 drugs. We tested several types of classifiers for each drug for the decade-

based user definition to predict the risk of drug consumption. For each drug,

the most effective subset of input attributes was selected to provide the highest

level of accuracy. LOOCV was used for all tests in this study. In this study we

select the classification method which provides the maximal value of the least of

sensitivity and specificity as the best one. If there is a tie on this basis, as there

is in two cases, the method with maximal sum of the sensitivity and specificity

is selected as the best. An exhaustive search was performed to select the most

effective subset of input features, and data mining methods to classify users and

non-users for each drug. The best results with sensitivity and specificity being

greater than 75% were achieved for some drugs: cannabis, crack, ecstasy, legal

highs, LSD, and VSA. Sensitivity and specificity greater than 70% were achieved

for amphetamines, amyl nitrite, benzodiazepines, chocolate, caffeine, heroin, ke-

tamine, methadone and nicotine. We considered four user/non-user separation:
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decade-, year-, month-, and week- based classifications problems. Structure of

correlations of different drug users for year- and decade-based problems are ap-

proximately the same. We found three group of drugs, each of group contains

several drugs which were strongly correlated. That is the drug consumption had

a ‘modular structure’. The idea to unite correlated attributes into ‘modules’ called

as correlation pleiades is popular in biology [43–45]. We evaluated the individual

risk of drug consumption separately, for pleiad of drugs: heroin, ecstasy, and ben-

zodiazepines. Users were defined for each correlation pleiad of drugs as users of

any of the drug from the pleiad. We considered classification problem for drug

pleiades for decade, year, month, and week-based user/non-user classification

problems. The results of the classifiers evaluation were presented and the quality

of classification was significantly high. We could see that for month-based prob-

lem of heroin pleiad consumption the best classifier was DT with five features and

sensitivity 74.18% and specificity 74.11%. DT with seven attributes was the best

classifier for year-based problem ecstasy pleiad consumption and has sensitiv-

ity 80.65% and specificity 80.72%. For a week-based problem of benzodiazepines

pleiad consumption the best classifier was DT with five features and sensitivity

75.10% and specificity 75.76%.

The creation of classifiers provided the capability to evaluate the risk of drug

consumption in relation to individuals. The risk maps is provided a useful tool

for data visualization and the generation of hypotheses.

In chapter 5, we developed a methodology to crater controlled multicollinearity.

This approach allows us selection of many types of alternative sets of input fea-

ture and usage all these alternative sets together. This technique we called AASA.

It could find many different sets of relevant features each of which can be used to

solve original problem separately. The concept of AAS was based on the notion

of minimal feature subset. Minimal set can be found by one of the feature selec-

tion methods: ES, FFS, or BFS. We used either one or several classifiers to select

minimal set. We aimed to obtain the best feature subset of the relevant attributes
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from the original ones and the best classifier for each target feature. To select

minimal set the required accuracy must be specified. LOOCV [120] was used to

evaluate sensitivity and specificity. We defined two kinds of AAS. The first kind

AAS for feature set S is the minimal set which does not contain any elements of S.

The second kind AAS is the list of sets with two properties: (i) each set does not

contain at least one element of set S and (ii) for each element of S there is at least

one set which does not contain this element. We applied AASA to three different

datasets. Accuracy restriction was: minimum of sensitivity and specificity had to

be at least 65% for drug consumption dataset and 75% for US president elections

dataset, and 95% for breast cancer dataset.

We defined five candidates to be the best model for each classification problem

and for each FS method: (1) The best model among models which are tested by

basic FS method (ES, FFS, or BFS). We called it the best FS model. The four can-

didate’s model which comes from AASA are: (2) union model for the first kind

AAS, (3) ensemble model for the first kind AAS, (4) union model for the second

kind AAS, and (5) ensemble model for the second kind AAS. Then we selected

the best model among these five candidates. We found that the best AASA model

usually is much better than the best FS model. In most cases the best AASA model

was ensemble model. For example, for heroin consumption ensemble model for

the first kind AAS for ES is much better than the FS model. Moreover, the best

FS model for ecstasy consumption contains seven features. This model has sensi-

tivity 74.83% and specificity 74.52%. However, the best AASA model for ecstasy

consumption was ensemble model for the first kind AAS for BFS. This ensem-

ble model contains 4 feature instead of 7 and has better accuracy: sensitivity is

74.97% and specificity is 74.78%.

In this work, the results showed that for US president elections dataset 4 features

of the 12 is enough to achieve success elections of the USA president. This result

was very accurate in one or several classifiers. The results showed that the opti-

mal minimal model based on ES by using LR contains four features. The best ES
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model contains five features and has sensitivity 100% and specificity 100%. This

optimal minimal ES model selected by three classifiers: NB, LR, and KNN. This

model exactly containing in ensemble model for second kind AASA based on FFS

which contains seven features with the same accuracy (see Figure 5.9).

For breast cancer problem we also demonstrated that ensemble model was much

better than the best model. The best AASA result by using several classifiers

is the ensemble model for the second kind selected by LR based on FFS with 14

attributes which has sensitivity 98.88% and specificity is 98.58% and the ensemble

model of the first kind selected by KNN and LR based on BFS with 23 attributes

which has sensitivity 98.32% and specificity is 98.11%.

Ensemble model for the first kind AAS for FFS is better than the best FFS model,

but contains 19 features instead of 9. Accuracy of the ensemble model for the

second kind AAS selected by LR and FFS with 14 attributes has accuracy which

is much better than the 97.3% accuracy based on the best single-plane diagnostic

classifier based on features mean texture, the worst area, and the worst smooth-

ness which was obtained by Wolberg et al [61]. In addition, the best LR minimal

model for FFS contains 3 of the 30 features: mean concave points, worst area, and

worst texture. This model had sensitivity 95.80% and specificity 96.23%. This

accuracy is considerably better than 89% accuracy of model based on individual

cell analysis which was obtained by Hutchison et al. 1991 [62] and than 96.2%

of the LR cross validated classification accuracy which is obtained by Wolberg et

al [61] for other three features: worse radius, worse texture, and worse concave

points.

We demonstrated that the AASA can significantly improve accuracy of model.

We found that in AASA ensemble models are usually much better than the best FS

method. AASA is the way how to use controlled multicollinearity or redundancy

to create a better model.
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Flowcharts of classification methods

The data analysis methods and procedures used in this work are represented by a

system of flowcharts. The most flowcharts contain the legend in right top corner

which explain the meaning of used variables. We illustrated flowcharts for the

classifiers DT, kNN, and PDFE.

In all flowcharts the variables are highlighted by italic font. Flowcharts use the

following kinds of blocks:

Figure A.1. Flowcharts blocks.
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Figure A.2. The best model selection.
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Figure A.3. Decision tree: quality (Dataset).
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Figure A.4. Node creation: create (SIN).
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Figure A.5. Node splitting: Split (Options).
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Figure A.6. Calculate criterion: Calculate criterion (Options, Feature, First).
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Figure A.7. Calculate criterion: Real Criterion(Values).
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Figure A.8. kNN (k nearest neighbours): quality(Dataset).
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Figure A.9. KNN Test (Options, Database, CIN).
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Figure A.10. Fisher’s distance transformation Fisher transformed(SetNN, k).
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Figure A.11. Advanced distance transformation.
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Figure A.12. Calculate membership: Membership(SetNN, Vote).
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Figure A.13. PDFE (probability density function estimation): quality(Dataset).
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Figure A.14. Fit PDFE: PDFE model(Options, Instances).
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Figure A.15. Form single model Single model(Options, Instances).
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Figure A.16. Test instance: Test(Options, Model, CIN).
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Figure A.17. PDFE one model test: ModelTest(Model, CIN,W).
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Figure B.1. Blocks of flowcharts.

APPENDIX B

Flowcharts of AASA for feature

selection

We identify AASA by flowchart based on methods (ES, FFS, BFS) by using the

classifiers. Flowchart title in form ‘function name: Arg1, Arg2, . . . ’ means us-

age of the same function with different arguments. Flowcharts use the following

kinds of blocks:
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Table B.1. List of abbreviations
Abbreviations Meaning
FS Feature Set
CF Current Feature
CFS Current Feature Set
Cl Classifier
FSM Feature Selection Method
ES Exhaustive Search
FFS Forward Feature Selection
BFS Backward Feature Selection
FKA First Kind Alternative
SKA Second Kind Alternative
FSS Feature Subset
OM Optimal Model
OA Optimal Accuracy
COM Current Optimal Model
COA Current Optimal Accuracy
OAM Optimal Alternative Model
UFS Union Feature Set
CM Current Model
CA Current Accuracy
MM Minimal Model
MMA Minimal Model Accuracy
OMM Optimal Minimal Model
LOM List Of Model
OMS Optimal Minimal Set
LOMS List of Optimal Minimal Set
EMCM Ensemble Model Create Methods
CFS Current Feature Set
RA Required Accuracy
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Figure B.2. General scheme for AASA and construct robust classifiers.
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Figure B.3. Feature subsets selection with AAS.
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Figure B.4. Select the optimal model.
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Figure B.5. Select the optimal model: FS, Cl, ES.
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Figure B.6. Select the Optimal model: FS, Cl, FFS.
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Figure B.7. Select the optimal model: FS, Cl, BFS.
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Figure B.8. Form list of first kind AASA models.
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Figure B.9. Search OMM (CFS, FFS, and Cl, RA).
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Figure B.10. Search OMM (CFS, BFS, Cl, RA).
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Figure B.11. Search OMM (CFS, ES, Cl, RA).
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Figure B.12. Form List of Appropriate Models (LAM).
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Figure B.13. Select minimal model from LAM.
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Figure B.14. Form list of second kind AASA models.
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Figure B.15. Selection of the optimal model among five candidates.
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Figure B.16. Form union model.

227



APPENDIX B. FLOWCHARTS OF AASA FOR FEATURE SELECTION

Figure B.17. Form ensemble model.
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APPENDIX C

Main tables

C.1 Psychological profiles of drug users and non-users

Mean for groups of users and non-users. In this Appendix, we present mean

T-scoresample (3.1.2) for groups of users and non-users for decade, year, month,

and week-based user definitions respectively. Column p-value assesses the sig-

nificance of differences of mean scores for groups of users and non-users: it is

the probability of observing by chance the same or greater differences for mean

scores if both groups have the same mean. Rows ‘#’ contain number of users and

non-users for the drugs. These tables include all information about five factor

personality profiles for various definitions of users of 18 drugs, and four groups

of drugs:

• The heroin pleiad: crack, cocaine, methadone, and heroin;

• The ecstasy pleiad: amphetamines, cannabis, cocaine, ketamine, LSD, magic

mushrooms, legal highs, and ecstasy;

• The benzodiazepines pleiad includes methadone, amphetamines, cocaine,

and benzodiazepines.

• The union of these three pleiades and VSA: amphetamines, amyl nitrite,

benzodiazepines, cannabis, cocaine, crack, ecstasy, heroin, ketamine, le-

229



PSYCHOLOGICAL PROFILES OF DRUG USERS AND NON-USERS

gal highs, LSD, methadone, magic mushrooms (MMushrooms), and VSA,

which we call for short ‘illicit drugs’ (with some abuse of language).

Table C.1. Mean T-scoresample (MT) and 95% CI for it for groups of users and
non-users with decade-based definition of users

Factor Users Non-users p-value

MT 95% CI MT 95% CI

Alcohol

# 1817 68

N 50.07 49.61, 50.53 48.12 45.70, 50.54 0.119

E 50.00 49.54, 50.46 50.00 47.63, 52.36 0.997

O 50.04 49.58, 50.50 48.86 46.51, 51.22 0.331

A 49.91 49.45, 50.37 52.49 50.24, 54.74 0.028

C 49.88 49.42, 50.34 53.28 51.01, 55.54 0.004

Imp 50.14 49.68, 50.60 46.23 44.09, 48.37 0.001

SS 50.19 49.74, 50.65 44.81 42.57, 47.06 < 0.001

Amphetamine

# 679 1206

N 51.64 50.88, 52.39 49.08 48.52, 49.64 < 0.001

E 49.65 48.84, 50.47 50.20 49.66, 50.73 0.274

O 53.05 52.34, 53.76 48.28 47.72, 48.84 < 0.001

A 48.37 47.58, 49.16 50.92 50.37, 51.46 < 0.001

C 46.97 46.21, 47.73 51.71 51.17, 52.25 < 0.001

Imp 53.49 52.76, 54.22 48.04 47.49, 48.58 < 0.001

SS 54.76 54.12, 55.40 47.32 46.77, 47.87 < 0.001

Amyl nitrite

# 370 1515

N 50.72 49.72, 51.73 49.82 49.32, 50.33 0.118

E 50.89 49.87, 51.91 49.78 49.28, 50.29 0.055

O 51.45 50.48, 52.42 49.65 49.14, 50.15 0.001

Continued on the next page
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Table C.1. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

A 48.65 47.62, 49.69 50.33 49.83, 50.83 0.004

C 48.01 47.02, 48.99 50.49 49.98, 50.99 < 0.001

Imp 52.20 51.23, 53.18 49.46 48.96, 49.97 < 0.001

SS 53.89 53.02, 54.77 49.05 48.54, 49.56 < 0.001

Benzodiazepines

# 769 1116

N 52.77 52.06, 53.48 48.09 47.53, 48.65 < 0.001

E 49.02 48.27, 49.78 50.67 50.12, 51.23 0.001

O 52.64 51.96, 53.33 48.18 47.60, 48.76 < 0.001

A 48.26 47.52, 49.01 51.20 50.64, 51.75 < 0.001

C 47.62 46.90, 48.33 51.64 51.08, 52.21 < 0.001

Imp 52.53 51.82, 53.24 48.25 47.69, 48.82 < 0.001

SS 52.98 52.30, 53.65 47.95 47.37, 48.52 < 0.001

Cannabis

# 1265 620

N 51.02 50.46, 51.58 47.92 47.19, 48.65 < 0.001

E 49.69 49.12, 50.27 50.63 49.91, 51.34 0.045

O 52.47 51.96, 52.99 44.95 44.20, 45.70 < 0.001

A 48.81 48.25, 49.37 52.42 51.69, 53.15 < 0.001

C 48.08 47.53, 48.63 53.92 53.22, 54.61 < 0.001

Imp 52.05 51.50, 52.61 45.81 45.13, 46.49 < 0.001

SS 52.95 52.44, 53.45 43.99 43.28, 44.70 < 0.001

Chocolate

# 1850 35

N 50.00 49.54, 50.45 50.21 46.31, 54.11 0.912

Continued on the next page
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Table C.1. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

E 49.99 49.53, 50.44 50.75 47.67, 53.84 0.621

O 50.05 49.59, 50.51 47.41 44.43, 50.38 0.083

A 50.03 49.57, 50.48 48.61 44.55, 52.67 0.486

C 49.97 49.52, 50.43 51.55 47.83, 55.27 0.399

Imp 49.98 49.53, 50.44 50.81 47.30, 54.31 0.640

SS 50.01 49.55, 50.46 49.51 45.65, 53.37 0.796

Cocaine

# 687 1198

N 51.78 51.02, 52.54 48.98 48.42, 49.53 < 0.001

E 50.27 49.49, 51.05 49.84 49.29, 50.40 0.381

O 52.58 51.88, 53.29 48.52 47.95, 49.09 < 0.001

A 47.69 46.91, 48.47 51.33 50.79, 51.86 < 0.001

C 47.41 46.68, 48.14 51.48 50.93, 52.04 < 0.001

Imp 53.29 52.54, 54.03 48.12 47.57, 48.66 < 0.001

SS 54.40 53.75, 55.06 47.47 46.92, 48.03 < 0.001

Caffeine

# 1848 37

N 50.00 49.54, 50.45 50.06 46.57, 53.54 0.974

E 50.07 49.61, 50.52 46.67 43.77, 49.58 0.025

O 50.11 49.65, 50.56 44.65 41.70, 47.61 0.001

A 49.98 49.52, 50.44 51.05 47.67, 54.42 0.529

C 49.93 49.47, 50.39 53.56 50.75, 56.37 0.014

Imp 50.08 49.62, 50.53 46.10 43.15, 49.05 0.010

SS 50.12 49.66, 50.57 44.21 41.16, 47.27 < 0.001

Crack

Continued on the next page
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Table C.1. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

# 191 1694

N 53.00 51.56, 54.43 49.66 49.19, 50.14 < 0.001

E 48.74 47.28, 50.20 50.14 49.67, 50.62 0.073

O 52.92 51.61, 54.22 49.67 49.19, 50.15 < 0.001

A 47.00 45.44, 48.55 50.34 49.87, 50.81 < 0.001

C 46.14 44.65, 47.63 50.44 49.97, 50.90 < 0.001

Imp 55.48 54.12, 56.85 49.38 48.91, 49.85 < 0.001

SS 55.43 54.26, 56.61 49.39 48.91, 49.86 < 0.001

Ecstasy

# 751 1134

N 51.24 50.52, 51.96 49.18 48.60, 49.75 < 0.001

E 50.49 49.74, 51.24 49.68 49.11, 50.24 0.089

O 53.61 52.95, 54.26 47.61 47.04, 48.18 < 0.001

A 48.47 47.73, 49.20 51.01 50.45, 51.58 < 0.001

C 47.22 46.52, 47.93 51.84 51.28, 52.40 < 0.001

Imp 53.04 52.35, 53.74 47.98 47.42, 48.55 < 0.001

SS 54.97 54.37, 55.56 46.71 46.15, 47.27 < 0.001

Heroin

# 212 1673

N 54.53 53.21, 55.85 49.43 48.95, 49.90 < 0.001

E 48.38 46.90, 49.85 50.21 49.73, 50.68 0.021

O 54.24 53.03, 55.45 49.46 48.98, 49.94 < 0.001

A 45.51 43.98, 47.04 50.57 50.10, 51.03 < 0.001

C 45.81 44.45, 47.17 50.53 50.06, 51.00 < 0.001

Imp 55.74 54.43, 57.06 49.27 48.80, 49.74 < 0.001
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MT 95% CI MT 95% CI

SS 56.02 54.84, 57.20 49.24 48.76, 49.71 < 0.001

Ketamine

# 350 1535

N 51.35 50.34, 52.36 49.69 49.19, 50.20 0.004

E 50.31 49.19, 51.43 49.93 49.44, 50.42 0.542

O 53.85 52.88, 54.82 49.12 48.62, 49.62 < 0.001

A 47.78 46.64, 48.91 50.51 50.02, 51.00 < 0.001

C 46.79 45.74, 47.85 50.73 50.24, 51.22 < 0.001

Imp 53.81 52.77, 54.85 49.13 48.64, 49.62 < 0.001

SS 55.25 54.40, 56.11 48.80 48.30, 49.30 < 0.001

Legal highs

# 762 1123

N 51.43 50.71, 52.16 49.03 48.45, 49.60 < 0.001

E 49.66 48.89, 50.42 50.23 49.68, 50.79 0.228

O 54.29 53.67, 54.91 47.09 46.52, 47.66 < 0.001

A 48.59 47.84, 49.34 50.96 50.40, 51.51 < 0.001

C 46.92 46.20, 47.65 52.09 51.54, 52.63 < 0.001

Imp 53.19 52.49, 53.89 47.83 47.28, 48.39 < 0.001

SS 55.14 54.55, 55.72 46.51 45.95, 47.08 < 0.001

LSD

# 557 1328

N 50.80 49.98, 51.62 49.66 49.12, 50.20 0.023

E 50.01 49.11, 50.92 49.99 49.48, 50.51 0.971

O 55.23 54.52, 55.93 47.81 47.28, 48.33 < 0.001

A 48.40 47.53, 49.28 50.67 50.15, 51.19 < 0.001
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C 47.46 46.64, 48.29 51.06 50.53, 51.59 < 0.001

Imp 53.47 52.69, 54.25 48.54 48.01, 49.08 < 0.001

SS 55.62 54.95, 56.30 47.64 47.11, 48.17 < 0.001

Methadone

# 417 1468

N 53.33 52.38, 54.28 49.05 48.55, 49.56 < 0.001

E 47.93 46.85, 49.01 50.59 50.10, 51.08 < 0.001

O 53.78 52.87, 54.68 48.93 48.42, 49.43 < 0.001

A 47.06 46.03, 48.09 50.84 50.34, 51.33 < 0.001

C 46.16 45.17, 47.15 51.09 50.60, 51.58 < 0.001

Imp 53.64 52.70, 54.59 48.97 48.46, 49.47 < 0.001

SS 54.45 53.56, 55.33 48.74 48.23, 49.24 < 0.001

Magic mushrooms

# 694 1191

N 50.66 49.91, 51.40 49.62 49.05, 50.19 0.029

E 50.10 49.29, 50.90 49.94 49.40, 50.49 0.758

O 54.34 53.70, 54.99 47.47 46.91, 48.03 < 0.001

A 48.52 47.75, 49.30 50.86 50.31, 51.41 < 0.001

C 47.46 46.73, 48.20 51.48 50.92, 52.04 < 0.001

Imp 53.24 52.53, 53.95 48.11 47.55, 48.67 < 0.001

SS 54.78 54.18, 55.39 47.21 46.65, 47.78 < 0.001

Nicotine

# 1264 621

N 50.90 50.35, 51.45 48.16 47.40, 48.93 < 0.001

E 49.91 49.35, 50.48 50.18 49.43, 50.93 0.582
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MT 95% CI MT 95% CI

O 51.46 50.91, 52.00 47.04 46.28, 47.79 < 0.001

A 49.18 48.63, 49.73 51.67 50.90, 52.44 < 0.001

C 48.58 48.02, 49.14 52.89 52.17, 53.61 < 0.001

Imp 51.53 50.97, 52.09 46.89 46.17, 47.60 < 0.001

SS 52.13 51.60, 52.67 45.66 44.93, 46.39 < 0.001

VSA

# 230 1655

N 52.80 51.49, 54.12 49.61 49.13, 50.09 < 0.001

E 48.91 47.41, 50.41 50.15 49.68, 50.62 0.122

O 54.21 53.01, 55.40 49.42 48.93, 49.90 < 0.001

A 47.28 45.90, 48.67 50.38 49.90, 50.85 < 0.001

C 45.13 43.79, 46.47 50.68 50.21, 51.15 < 0.001

Imp 55.10 53.90, 56.30 49.29 48.81, 49.77 < 0.001

SS 56.76 55.73, 57.78 49.06 48.58, 49.54 < 0.001

Heroin pleiad

# 832 1053

N 51.65 50.96, 52.35 48.70 48.11, 49.28 < 0.001

E 49.70 48.98, 50.41 50.24 49.66, 50.82 0.246

O 52.75 52.11, 53.39 47.83 47.23, 48.43 < 0.001

A 47.91 47.20, 48.62 51.65 51.08, 52.21 < 0.001

C 47.37 46.69, 48.05 52.08 51.50, 52.65 < 0.001

Imp 52.93 52.26, 53.60 47.68 47.11, 48.26 < 0.001

SS 54.00 53.39, 54.60 46.84 46.26, 47.43 < 0.001

Ecstasy pleiad

# 1317 568
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Factor Users Non-users p-value

MT 95% CI MT 95% CI

N 51.00 50.44, 51.55 47.68 46.94, 48.42 < 0.001

E 49.69 49.13, 50.26 50.71 49.98, 51.44 0.031

O 52.31 51.81, 52.82 44.64 43.86, 45.42 < 0.001

A 48.75 48.20, 49.30 52.89 52.15, 53.64 < 0.001

C 48.10 47.56, 48.64 54.40 53.70, 55.10 < 0.001

Imp 51.98 51.44, 52.52 45.41 44.72, 46.11 < 0.001

SS 52.83 52.34, 53.33 43.43 42.71, 44.14 < 0.001

Benzodiazepines pleiad

# 1089 796

N 51.55 50.94, 52.15 47.88 47.23, 48.54 < 0.001

E 49.63 49.01, 50.25 50.51 49.85, 51.16 0.057

O 52.28 51.70, 52.85 46.89 46.22, 47.55 < 0.001

A 48.57 47.96, 49.18 51.96 51.31, 52.60 < 0.001

C 47.90 47.30, 48.50 52.87 52.23, 53.51 < 0.001

Imp 52.16 51.56, 52.75 47.05 46.40, 47.69 < 0.001

SS 53.00 52.44, 53.55 45.90 45.24, 46.55 < 0.001

Illicit drugs

# 1418 467

N 51.05 50.52, 51.58 46.80 46.02, 47.58 < 0.001

E 49.54 49.00, 50.09 51.39 50.62, 52.16 < 0.001

O 51.77 51.27, 52.28 44.61 43.77, 45.45 < 0.001

A 48.98 48.45, 49.51 53.11 52.31, 53.91 < 0.001

C 48.37 47.84, 48.89 54.96 54.24, 55.69 < 0.001

Imp 51.64 51.12, 52.16 45.02 44.27, 45.76 < 0.001

SS 52.19 51.70, 52.68 43.35 42.56, 44.13 < 0.001
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Table C.2. Mean T-scoresample (MT) and 95% CI for it for groups of users and
non-users with year-based definition of users

Factor Users Non-users p-value

MT 95% CI MT 95% CI

Alcohol

# 1749 136

N 49.96 49.49, 50.43 50.55 48.87, 52.23 0.501

E 50.12 49.64, 50.59 48.52 46.89, 50.14 0.064

O 50.07 49.60, 50.54 49.11 47.46, 50.76 0.271

A 49.95 49.48, 50.42 50.70 49.03, 52.37 0.392

C 49.94 49.47, 50.41 50.73 49.03, 52.44 0.378

Imp 50.08 49.61, 50.55 48.96 47.31, 50.62 0.203

SS 50.24 49.77, 50.71 46.91 45.24, 48.58 < 0.001

Amphetamine

# 436 1449

N 52.40 51.43, 53.36 49.28 48.77, 49.78 < 0.001

E 49.48 48.45, 50.50 50.16 49.66, 50.66 0.243

O 53.83 52.92, 54.74 48.85 48.34, 49.35 < 0.001

A 47.47 46.45, 48.48 50.76 50.27, 51.26 < 0.001

C 45.91 44.94, 46.88 51.23 50.74, 51.72 < 0.001

Imp 54.93 54.02, 55.84 48.52 48.02, 49.01 < 0.001

SS 55.79 55.01, 56.56 48.26 47.75, 48.76 < 0.001

Amyl nitrite

# 133 1752

N 51.57 49.85, 53.29 49.88 49.41, 50.35 0.063

E 50.25 48.44, 52.06 49.98 49.51, 50.45 0.778

O 51.97 50.36, 53.59 49.85 49.38, 50.32 0.014

A 46.35 44.64, 48.07 50.28 49.81, 50.74 < 0.001
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MT 95% CI MT 95% CI

C 46.92 45.25, 48.60 50.23 49.77, 50.70 < 0.001

Imp 52.39 50.71, 54.08 49.82 49.35, 50.29 0.004

SS 55.06 53.67, 56.44 49.62 49.15, 50.09 < 0.001

Benzodiazepines

# 535 1350

N 53.69 52.84, 54.54 48.54 48.03, 49.05 < 0.001

E 48.91 47.97, 49.85 50.43 49.92, 50.94 0.005

O 53.00 52.17, 53.83 48.81 48.28, 49.34 < 0.001

A 47.55 46.64, 48.46 50.97 50.46, 51.48 < 0.001

C 47.07 46.19, 47.94 51.16 50.65, 51.68 < 0.001

Imp 53.35 52.52, 54.19 48.67 48.15, 49.19 < 0.001

SS 54.10 53.32, 54.87 48.38 47.85, 48.90 < 0.001

Cannabis

# 999 886

N 51.10 50.46, 51.74 48.76 48.14, 49.38 < 0.001

E 49.73 49.08, 50.39 50.30 49.69, 50.91 0.217

O 53.68 53.13, 54.23 45.85 45.22, 46.48 < 0.001

A 48.77 48.13, 49.40 51.39 50.76, 52.02 < 0.001

C 47.33 46.70, 47.95 53.02 52.42, 53.62 < 0.001

Imp 52.74 52.13, 53.36 46.91 46.30, 47.51 < 0.001

SS 54.29 53.76, 54.81 45.17 44.55, 45.79 < 0.001

Chocolate

# 1840 45

N 50.01 49.56, 50.47 49.45 46.05, 52.86 0.744

E 49.99 49.53, 50.45 50.49 47.75, 53.24 0.716
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O 50.04 49.58, 50.50 48.27 45.59, 50.94 0.194

A 50.02 49.56, 50.48 49.17 45.72, 52.62 0.626

C 49.97 49.51, 50.42 51.41 47.81, 55.01 0.425

Imp 49.98 49.52, 50.43 50.94 47.98, 53.90 0.520

SS 50.00 49.54, 50.45 50.06 46.84, 53.29 0.968

Cocaine

# 417 1468

N 52.16 51.19, 53.13 49.39 48.88, 49.89 < 0.001

E 50.93 49.88, 51.98 49.74 49.24, 50.23 0.044

O 52.79 51.87, 53.71 49.21 48.70, 49.72 < 0.001

A 46.84 45.81, 47.86 50.90 50.41, 51.39 < 0.001

C 46.81 45.86, 47.76 50.91 50.40, 51.41 < 0.001

Imp 54.29 53.33, 55.25 48.78 48.29, 49.28 < 0.001

SS 55.63 54.81, 56.45 48.40 47.90, 48.90 < 0.001

Caffeine

# 1824 61

N 49.99 49.53, 50.45 50.36 47.75, 52.96 0.783

E 50.10 49.64, 50.56 46.92 44.34, 49.50 0.018

O 50.10 49.64, 50.56 47.07 44.45, 49.69 0.026

A 49.96 49.50, 50.42 51.15 48.61, 53.69 0.360

C 49.91 49.45, 50.37 52.78 50.14, 55.43 0.036

Imp 50.13 49.67, 50.59 46.23 43.95, 48.51 0.001

SS 50.18 49.72, 50.63 44.70 42.22, 47.18 < 0.001

Crack

# 79 1806
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N 54.06 51.77, 56.35 49.82 49.36, 50.28 0.001

E 49.24 47.20, 51.28 50.03 49.57, 50.50 0.455

O 52.90 50.72, 55.08 49.87 49.41, 50.33 0.008

A 46.65 44.18, 49.12 50.15 49.69, 50.60 0.007

C 45.08 42.92, 47.25 50.22 49.76, 50.67 < 0.001

Imp 56.55 54.62, 58.48 49.71 49.25, 50.17 < 0.001

SS 56.56 54.89, 58.22 49.71 49.25, 50.17 < 0.001

Ecstasy

# 517 1368

N 50.71 49.82, 51.61 49.73 49.21, 50.25 0.062

E 51.51 50.60, 52.42 49.43 48.91, 49.95 < 0.001

O 54.10 53.32, 54.89 48.45 47.93, 48.97 < 0.001

A 48.55 47.64, 49.45 50.55 50.03, 51.07 < 0.001

C 47.02 46.17, 47.87 51.13 50.61, 51.65 < 0.001

Imp 53.74 52.91, 54.57 48.59 48.07, 49.11 < 0.001

SS 55.85 55.16, 56.53 47.79 47.27, 48.31 < 0.001

Heroin

# 118 1767

N 55.37 53.62, 57.12 49.64 49.18, 50.10 < 0.001

E 47.69 45.68, 49.69 50.15 49.69, 50.62 0.019

O 53.45 51.80, 55.11 49.77 49.30, 50.24 < 0.001

A 44.38 42.26, 46.50 50.38 49.92, 50.83 < 0.001

C 45.46 43.52, 47.39 50.30 49.84, 50.76 < 0.001

Imp 56.01 54.29, 57.74 49.60 49.14, 50.06 < 0.001

SS 56.41 54.81, 58.00 49.57 49.11, 50.04 < 0.001
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Ketamine

# 208 1677

N 51.52 50.20, 52.84 49.81 49.33, 50.29 0.017

E 51.02 49.48, 52.57 49.87 49.40, 50.34 0.162

O 54.18 52.88, 55.48 49.48 49.01, 49.96 < 0.001

A 47.90 46.42, 49.38 50.26 49.79, 50.73 0.003

C 46.34 44.91, 47.76 50.45 49.98, 50.93 < 0.001

Imp 54.18 52.83, 55.53 49.48 49.01, 49.96 < 0.001

SS 55.93 54.83, 57.02 49.26 48.79, 49.74 < 0.001

Legal highs

# 564 1321

N 51.27 50.41, 52.12 49.46 48.93, 49.99 < 0.001

E 50.02 49.11, 50.92 49.99 49.48, 50.51 0.966

O 54.49 53.76, 55.22 48.08 47.55, 48.62 < 0.001

A 48.10 47.23, 48.96 50.81 50.29, 51.34 < 0.001

C 46.56 45.71, 47.41 51.47 50.95, 51.98 < 0.001

Imp 53.82 53.00, 54.63 48.37 47.85, 48.89 < 0.001

SS 56.00 55.35, 56.64 47.44 46.92, 47.97 < 0.001

LSD

# 380 1505

N 49.98 48.97, 50.99 50.00 49.50, 50.51 0.969

E 50.72 49.63, 51.81 49.82 49.32, 50.31 0.140

O 56.29 55.48, 57.10 48.41 47.91, 48.91 < 0.001

A 49.05 47.98, 50.12 50.24 49.74, 50.74 0.048

C 47.74 46.71, 48.77 50.57 50.07, 51.07 < 0.001
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Imp 53.50 52.56, 54.43 49.12 48.61, 49.62 < 0.001

SS 56.34 55.56, 57.12 48.40 47.90, 48.90 < 0.001

Methadone

# 320 1565

N 53.74 52.65, 54.84 49.23 48.75, 49.72 < 0.001

E 47.75 46.47, 49.03 50.46 49.99, 50.94 < 0.001

O 53.81 52.76, 54.86 49.22 48.73, 49.71 < 0.001

A 46.53 45.33, 47.73 50.71 50.23, 51.19 < 0.001

C 46.01 44.87, 47.15 50.82 50.33, 51.30 < 0.001

Imp 53.77 52.67, 54.87 49.23 48.74, 49.72 < 0.001

SS 54.73 53.73, 55.74 49.03 48.54, 49.52 < 0.001

Magic mushrooms

# 434 1451

N 50.33 49.40, 51.26 49.90 49.38, 50.42 0.431

E 50.71 49.66, 51.76 49.79 49.29, 50.28 0.118

O 55.72 54.95, 56.48 48.29 47.78, 48.80 < 0.001

A 48.51 47.48, 49.53 50.45 49.95, 50.95 0.001

C 47.30 46.36, 48.24 50.81 50.30, 51.32 < 0.001

Imp 53.74 52.86, 54.63 48.88 48.37, 49.39 < 0.001

SS 55.92 55.19, 56.64 48.23 47.72, 48.74 < 0.001

Nicotine

# 1060 825

N 51.16 50.55, 51.76 48.52 47.85, 49.18 < 0.001

E 49.80 49.17, 50.42 50.26 49.61, 50.91 0.309

O 51.91 51.31, 52.51 47.55 46.90, 48.20 < 0.001
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A 49.04 48.42, 49.65 51.24 50.58, 51.90 < 0.001

C 47.98 47.38, 48.57 52.60 51.95, 53.25 < 0.001

Imp 52.08 51.46, 52.69 47.33 46.71, 47.95 < 0.001

SS 52.83 52.26, 53.41 46.36 45.72, 47.00 < 0.001

VSA

# 95 1790

N 53.81 51.67, 55.95 49.80 49.34, 50.26 < 0.001

E 49.55 47.32, 51.79 50.02 49.56, 50.48 0.683

O 53.59 51.58, 55.60 49.81 49.35, 50.27 < 0.001

A 47.48 45.35, 49.61 50.13 49.67, 50.60 0.017

C 45.31 43.18, 47.44 50.25 49.79, 50.71 < 0.001

Imp 54.61 52.73, 56.49 49.76 49.29, 50.22 < 0.001

SS 56.24 54.48, 57.99 49.67 49.21, 50.13 < 0.001

Heroin pleiad

# 585 1300

N 52.24 51.41, 53.07 48.99 48.46, 49.52 < 0.001

E 49.59 48.68, 50.49 50.19 49.67, 50.70 0.260

O 53.02 52.25, 53.79 48.64 48.10, 49.18 < 0.001

A 47.10 46.24, 47.97 51.30 50.79, 51.81 < 0.001

C 46.72 45.91, 47.53 51.47 50.95, 52.00 < 0.001

Imp 53.75 52.94, 54.56 48.31 47.79, 48.83 < 0.001

SS 54.87 54.16, 55.59 47.81 47.28, 48.34 < 0.001

Ecstasy pleiad

# 1089 796

N 51.16 50.54, 51.78 48.41 47.77, 49.05 < 0.001
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E 49.59 48.96, 50.22 50.56 49.93, 51.20 0.033

O 53.32 52.78, 53.85 45.46 44.81, 46.12 < 0.001

A 48.55 47.95, 49.16 51.98 51.33, 52.63 < 0.001

C 47.43 46.83, 48.02 53.52 52.91, 54.13 < 0.001

Imp 52.70 52.11, 53.29 46.31 45.69, 46.92 < 0.001

SS 54.00 53.49, 54.51 44.53 43.89, 45.17 < 0.001

Benzodiazepines pleiad

# 830 1055

N 52.23 51.53, 52.93 48.25 47.68, 48.82 < 0.001

E 49.45 48.71, 50.18 50.43 49.87, 51.00 0.037

O 52.86 52.20, 53.51 47.75 47.16, 48.34 < 0.001

A 47.88 47.16, 48.59 51.67 51.11, 52.23 < 0.001

C 47.21 46.51, 47.90 52.20 51.64, 52.76 < 0.001

Imp 53.09 52.41, 53.76 47.57 47.00, 48.14 < 0.001

SS 54.13 53.52, 54.74 46.75 46.17, 47.33 < 0.001

Illicit drugs

# 1179 706

N 51.38 50.79, 51.97 48.19 47.53, 48.84 < 0.001

E 49.40 48.80, 50.01 50.93 50.27, 51.59 0.003

O 52.84 52.31, 53.37 45.64 44.95, 46.33 < 0.001

A 48.59 48.00, 49.17 51.99 51.34, 52.65 < 0.001

C 47.61 47.04, 48.19 53.63 52.97, 54.28 < 0.001

Imp 52.46 51.89, 53.03 46.10 45.46, 46.74 < 0.001

SS 53.48 52.97, 53.98 44.23 43.55, 44.90 < 0.001
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Table C.3. Mean T-scoresample (MT) and 95% CI for it for groups of users and
non-users with month-based definition of users

Factor Users Non-users p-value

MT 95% CI MT 95% CI

Alcohol

# 1551 334

N 49.85 49.35, 50.35 50.69 49.61, 51.78 0.167

E 50.62 50.12, 51.11 47.14 46.11, 48.17 < 0.001

O 50.22 49.73, 50.72 48.96 47.87, 50.06 0.040

A 50.10 49.60, 50.60 49.55 48.50, 50.60 0.357

C 50.15 49.66, 50.65 49.28 48.22, 50.35 0.146

Imp 50.06 49.57, 50.56 49.71 48.61, 50.82 0.571

SS 50.34 49.85, 50.84 48.41 47.32, 49.50 0.002

Amphetamine

# 238 1647

N 52.78 51.49, 54.07 49.60 49.12, 50.08 < 0.001

E 49.07 47.63, 50.51 50.13 49.66, 50.61 0.166

O 52.94 51.69, 54.19 49.57 49.09, 50.06 < 0.001

A 46.57 45.21, 47.92 50.50 50.02, 50.97 < 0.001

C 45.06 43.75, 46.37 50.71 50.24, 51.19 < 0.001

Imp 55.57 54.32, 56.83 49.19 48.72, 49.67 < 0.001

SS 55.37 54.23, 56.51 49.22 48.75, 49.70 < 0.001

Amyl nitrite

# 41 1844

N 49.37 46.12, 52.61 50.01 49.56, 50.47 0.691

E 49.83 46.38, 53.28 50.00 49.55, 50.46 0.922

O 50.40 47.06, 53.73 49.99 49.53, 50.45 0.808

A 45.43 41.87, 49.00 50.10 49.65, 50.56 0.012

C 47.31 44.61, 50.01 50.06 49.60, 50.52 0.049
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Table C.3. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

Imp 54.16 50.89, 57.43 49.91 49.45, 50.36 0.013

SS 57.33 54.76, 59.89 49.84 49.38, 50.29 < 0.001

Benzodiazepines

# 299 1586

N 55.26 54.11, 56.41 49.01 48.53, 49.48 < 0.001

E 48.06 46.79, 49.33 50.37 49.89, 50.84 0.001

O 52.68 51.58, 53.77 49.49 49.00, 49.99 < 0.001

A 46.72 45.47, 47.97 50.62 50.14, 51.09 < 0.001

C 46.54 45.40, 47.69 50.65 50.17, 51.14 < 0.001

Imp 54.06 52.96, 55.16 49.23 48.75, 49.72 < 0.001

SS 54.36 53.34, 55.38 49.18 48.69, 49.67 < 0.001

Cannabis

# 788 1097

N 50.72 49.99, 51.45 49.48 48.91, 50.06 0.009

E 50.06 49.31, 50.80 49.96 49.40, 50.52 0.839

O 54.34 53.74, 54.94 46.88 46.30, 47.46 < 0.001

A 48.66 47.93, 49.38 50.97 50.39, 51.54 < 0.001

C 47.26 46.55, 47.97 51.97 51.41, 52.52 < 0.001

Imp 53.14 52.46, 53.82 47.74 47.17, 48.31 < 0.001

SS 54.82 54.25, 55.40 46.53 45.96, 47.11 < 0.001

Chocolate

# 1786 99

N 49.98 49.52, 50.44 50.40 48.19, 52.60 0.714

E 50.03 49.57, 50.49 49.43 47.38, 51.49 0.574

O 50.05 49.58, 50.51 49.13 47.37, 50.90 0.323
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Table C.3. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

A 50.04 49.57, 50.50 49.36 47.19, 51.53 0.548

C 49.95 49.49, 50.41 50.89 48.82, 52.97 0.380

Imp 49.97 49.50, 50.43 50.61 48.75, 52.46 0.508

SS 50.02 49.55, 50.48 49.72 47.63, 51.81 0.783

Cocaine

# 159 1726

N 52.87 51.29, 54.46 49.74 49.27, 50.21 < 0.001

E 51.34 49.50, 53.18 49.88 49.41, 50.34 0.129

O 52.53 51.00, 54.06 49.77 49.30, 50.24 0.001

A 45.75 44.05, 47.46 50.39 49.93, 50.86 < 0.001

C 47.23 45.72, 48.75 50.25 49.78, 50.73 < 0.001

Imp 54.59 53.06, 56.11 49.58 49.11, 50.05 < 0.001

SS 56.48 55.10, 57.86 49.40 48.94, 49.87 < 0.001

Caffeine

# 1764 121

N 50.05 49.59, 50.52 49.21 47.37, 51.05 0.379

E 50.16 49.69, 50.63 47.68 45.94, 49.43 0.008

O 50.12 49.65, 50.58 48.29 46.47, 50.11 0.056

A 49.98 49.51, 50.45 50.27 48.50, 52.04 0.754

C 49.95 49.49, 50.42 50.67 48.77, 52.56 0.473

Imp 50.22 49.75, 50.68 46.85 45.15, 48.55 < 0.001

SS 50.20 49.73, 50.66 47.09 45.29, 48.90 0.001

Crack

# 20 1865

N 57.86 52.26, 63.45 49.92 49.46, 50.37 0.008
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Table C.3. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

E 45.97 41.31, 50.64 50.04 49.59, 50.50 0.085

O 50.89 47.21, 54.57 49.99 49.54, 50.45 0.616

A 42.99 36.35, 49.62 50.08 49.62, 50.53 0.038

C 45.14 40.37, 49.91 50.05 49.60, 50.51 0.045

Imp 55.89 51.51, 60.27 49.94 49.48, 50.39 0.011

SS 57.01 54.05, 59.96 49.92 49.47, 50.38 < 0.001

Ecstasy

# 240 1645

N 49.53 48.18, 50.89 50.07 49.59, 50.55 0.465

E 52.24 50.82, 53.65 49.67 49.20, 50.15 0.001

O 54.41 53.23, 55.59 49.36 48.88, 49.84 < 0.001

A 48.10 46.75, 49.45 50.28 49.80, 50.76 0.003

C 47.27 45.96, 48.59 50.40 49.92, 50.88 < 0.001

Imp 53.43 52.19, 54.68 49.50 49.02, 49.98 < 0.001

SS 55.63 54.62, 56.64 49.18 48.69, 49.66 < 0.001

Heroin

# 53 1832

N 56.69 54.05, 59.34 49.81 49.35, 50.26 < 0.001

E 45.58 42.06, 49.10 50.13 49.67, 50.58 0.013

O 52.48 49.63, 55.34 49.93 49.47, 50.39 0.082

A 42.18 39.00, 45.35 50.23 49.77, 50.68 < 0.001

C 43.36 40.35, 46.37 50.19 49.74, 50.65 < 0.001

Imp 57.08 54.63, 59.53 49.80 49.34, 50.25 < 0.001

SS 57.30 54.94, 59.66 49.79 49.33, 50.25 < 0.001

Ketamine
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Table C.3. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

# 79 1806

N 51.29 49.14, 53.45 49.94 49.48, 50.41 0.227

E 49.62 46.74, 52.49 50.02 49.56, 50.47 0.785

O 54.79 52.59, 56.98 49.79 49.33, 50.25 < 0.001

A 46.90 44.15, 49.66 50.14 49.68, 50.59 0.024

C 45.03 42.50, 47.56 50.22 49.76, 50.67 < 0.001

Imp 53.39 51.39, 55.38 49.85 49.39, 50.31 0.001

SS 54.96 53.13, 56.80 49.78 49.32, 50.25 < 0.001

Legal highs

# 241 1644

N 52.02 50.68, 53.36 49.70 49.23, 50.18 0.002

E 49.10 47.59, 50.61 50.13 49.66, 50.60 0.200

O 54.37 53.22, 55.53 49.36 48.88, 49.84 < 0.001

A 46.83 45.50, 48.16 50.46 49.99, 50.94 < 0.001

C 45.30 44.01, 46.60 50.69 50.21, 51.16 < 0.001

Imp 54.21 53.00, 55.41 49.38 48.90, 49.86 < 0.001

SS 56.05 55.05, 57.04 49.11 48.63, 49.60 < 0.001

LSD

# 166 1719

N 50.55 48.97, 52.12 49.95 49.48, 50.42 0.472

E 51.28 49.53, 53.04 49.88 49.41, 50.34 0.128

O 57.28 56.15, 58.41 49.30 48.83, 49.77 < 0.001

A 48.92 47.35, 50.48 50.10 49.63, 50.58 0.153

C 47.10 45.59, 48.60 50.28 49.81, 50.75 < 0.001

Imp 53.35 51.90, 54.81 49.68 49.20, 50.15 < 0.001
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Factor Users Non-users p-value

MT 95% CI MT 95% CI

SS 56.50 55.32, 57.68 49.37 48.90, 49.84 < 0.001

Methadone

# 171 1714

N 54.53 53.00, 56.06 49.55 49.08, 50.02 < 0.001

E 46.86 45.08, 48.65 50.31 49.85, 50.78 < 0.001

O 52.89 51.37, 54.40 49.71 49.24, 50.18 < 0.001

A 46.18 44.50, 47.87 50.38 49.92, 50.85 < 0.001

C 45.44 43.83, 47.06 50.45 49.99, 50.92 < 0.001

Imp 53.89 52.36, 55.42 49.61 49.14, 50.08 < 0.001

SS 54.71 53.25, 56.17 49.53 49.06, 50.00 < 0.001

Magic mushrooms

# 159 1726

N 49.91 48.41, 51.42 50.01 49.53, 50.48 0.906

E 50.31 48.50, 52.12 49.97 49.51, 50.44 0.720

O 56.92 55.77, 58.07 49.36 48.89, 49.83 < 0.001

A 48.57 46.94, 50.19 50.13 49.66, 50.60 0.070

C 46.85 45.25, 48.45 50.29 49.82, 50.76 < 0.001

Imp 53.61 52.13, 55.09 49.67 49.20, 50.14 < 0.001

SS 56.18 54.94, 57.41 49.43 48.96, 49.90 < 0.001

Nicotine

# 875 1010

N 51.11 50.43, 51.79 49.04 48.44, 49.64 < 0.001

E 49.98 49.29, 50.66 50.02 49.42, 50.62 0.924

O 51.86 51.19, 52.52 48.39 47.79, 48.99 < 0.001

A 49.02 48.34, 49.71 50.85 50.25, 51.44 < 0.001
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Table C.3. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

C 47.69 47.03, 48.34 52.00 51.41, 52.60 < 0.001

Imp 52.48 51.80, 53.15 47.86 47.28, 48.43 < 0.001

SS 52.88 52.24, 53.51 47.51 46.91, 48.10 < 0.001

VSA

# 34 1851

N 51.34 47.49, 55.20 49.98 49.52, 50.43 0.479

E 51.80 48.00, 55.60 49.97 49.51, 50.42 0.338

O 54.65 51.65, 57.65 49.91 49.46, 50.37 0.003

A 45.91 42.12, 49.71 50.08 49.62, 50.53 0.034

C 47.22 43.63, 50.81 50.05 49.60, 50.51 0.121

Imp 55.93 53.25, 58.62 49.89 49.43, 50.35 < 0.001

SS 58.61 56.27, 60.95 49.84 49.39, 50.30 < 0.001

Heroin pleiad

# 309 1576

N 53.20 52.08, 54.32 49.37 48.88, 49.86 < 0.001

E 48.83 47.49, 50.18 50.23 49.76, 50.70 0.054

O 52.60 51.51, 53.69 49.49 49.00, 49.98 < 0.001

A 46.40 45.22, 47.59 50.71 50.22, 51.19 < 0.001

C 46.69 45.54, 47.84 50.65 50.16, 51.13 < 0.001

Imp 54.24 53.12, 55.35 49.17 48.69, 49.65 < 0.001

SS 55.31 54.27, 56.36 48.96 48.47, 49.44 < 0.001

Ecstasy pleiad

# 921 964

N 50.98 50.30, 51.66 49.06 48.47, 49.66 < 0.001

E 49.72 49.02, 50.41 50.27 49.69, 50.85 0.234
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Factor Users Non-users p-value

MT 95% CI MT 95% CI

O 53.86 53.29, 54.43 46.31 45.70, 46.92 < 0.001

A 48.32 47.65, 48.99 51.61 51.01, 52.20 < 0.001

C 47.08 46.42, 47.74 52.79 52.23, 53.35 < 0.001

Imp 53.25 52.61, 53.88 46.90 46.32, 47.48 < 0.001

SS 54.58 54.03, 55.14 45.62 45.03, 46.21 < 0.001

Benzodiazepines pleiad

# 528 1357

N 53.44 52.58, 54.30 48.66 48.15, 49.18 < 0.001

E 48.88 47.92, 49.84 50.44 49.93, 50.94 0.005

O 52.57 51.74, 53.40 49.00 48.47, 49.53 < 0.001

A 47.15 46.26, 48.04 51.11 50.60, 51.62 < 0.001

C 46.46 45.60, 47.32 51.38 50.87, 51.89 < 0.001

Imp 53.90 53.06, 54.75 48.48 47.97, 48.99 < 0.001

SS 54.61 53.84, 55.39 48.20 47.68, 48.73 < 0.001

Illicit drugs

# 996 889

N 51.33 50.67, 51.98 48.56 47.96, 49.15 < 0.001

E 49.43 48.76, 50.10 51.03 50.47, 51.59 0.002

O 53.46 52.90, 54.03 45.82 45.20, 46.45 < 0.001

A 48.36 47.72, 49.00 51.48 50.87, 52.10 < 0.001

C 47.22 46.58, 47.86 53.36 52.79, 53.92 < 0.001

Imp 52.97 52.36, 53.58 46.40 45.80, 46.99 < 0.001

SS 54.17 53.63, 54.71 44.78 44.17, 45.40 < 0.001
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Table C.4. Mean T-scoresample (MT) and 95% CI for it for groups of users and
non-users with week-based definition of users

Factor Users Non-users p-value

MT 95% CI MT 95% CI

Alcohol

# 1264 621

N 49.82 49.28, 50.36 50.37 49.56, 51.19 0.267

E 50.90 50.35, 51.44 48.17 47.38, 48.97 < 0.001

O 50.08 49.54, 50.63 49.83 49.03, 50.62 0.602

A 50.05 49.50, 50.60 49.89 49.09, 50.69 0.745

C 50.19 49.64, 50.74 49.61 48.81, 50.42 0.244

Imp 50.19 49.64, 50.73 49.62 48.81, 50.43 0.253

SS 50.52 49.97, 51.06 48.95 48.15, 49.75 0.001

Amphetamine

# 163 1722

N 52.86 51.27, 54.45 49.73 49.26, 50.20 < 0.001

E 48.50 46.78, 50.21 50.14 49.68, 50.61 0.069

O 52.87 51.27, 54.47 49.73 49.26, 50.20 < 0.001

A 46.77 45.09, 48.45 50.31 49.84, 50.77 < 0.001

C 45.29 43.72, 46.85 50.45 49.98, 50.91 < 0.001

Imp 55.77 54.25, 57.29 49.45 48.99, 49.92 < 0.001

SS 54.47 53.07, 55.88 49.58 49.10, 50.05 < 0.001

Amyl nitrite

# 17 1868

N 49.64 43.99, 55.28 50.00 49.55, 50.46 0.892

E 45.85 39.05, 52.64 50.04 49.59, 50.49 0.211

O 49.02 43.03, 55.02 50.01 49.56, 50.46 0.732

A 44.36 38.95, 49.77 50.05 49.60, 50.50 0.041

C 44.81 39.74, 49.89 50.05 49.59, 50.50 0.045

Continued on the next page

254



PSYCHOLOGICAL PROFILES OF DRUG USERS AND NON-USERS
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Factor Users Non-users p-value

MT 95% CI MT 95% CI

Imp 56.76 50.49, 63.03 49.94 49.49, 50.39 0.035

SS 57.30 53.19, 61.41 49.93 49.48, 50.39 0.002

Benzodiazepines

# 179 1706

N 56.56 55.08, 58.04 49.31 48.85, 49.77 < 0.001

E 46.15 44.61, 47.70 50.40 49.93, 50.87 < 0.001

O 52.18 50.72, 53.63 49.77 49.30, 50.25 0.002

A 46.57 44.94, 48.21 50.36 49.89, 50.83 < 0.001

C 46.20 44.75, 47.65 50.40 49.93, 50.87 < 0.001

Imp 53.89 52.47, 55.31 49.59 49.12, 50.06 < 0.001

SS 53.62 52.28, 54.95 49.62 49.14, 50.10 < 0.001

Cannabis

# 648 1237

N 50.62 49.82, 51.42 49.68 49.13, 50.22 0.055

E 50.17 49.36, 50.97 49.91 49.37, 50.46 0.606

O 54.70 54.05, 55.35 47.54 46.99, 48.09 < 0.001

A 48.78 48.00, 49.56 50.64 50.09, 51.19 < 0.001

C 47.45 46.67, 48.23 51.34 50.80, 51.88 < 0.001

Imp 53.02 52.29, 53.75 48.42 47.87, 48.97 < 0.001

SS 54.87 54.22, 55.51 47.45 46.90, 48.00 < 0.001

Chocolate

# 1490 395

N 49.95 49.44, 50.45 50.20 49.18, 51.23 0.660

E 50.22 49.72, 50.73 49.16 48.14, 50.17 0.065

O 49.89 49.37, 50.40 50.42 49.48, 51.36 0.327
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Factor Users Non-users p-value

MT 95% CI MT 95% CI

A 50.20 49.70, 50.70 49.23 48.19, 50.27 0.099

C 50.13 49.62, 50.63 49.51 48.50, 50.53 0.286

Imp 49.93 49.43, 50.44 50.25 49.26, 51.24 0.580

SS 49.72 49.21, 50.22 51.07 50.06, 52.08 0.019

Cocaine

# 60 1825

N 53.24 50.50, 55.98 49.89 49.44, 50.35 0.019

E 52.03 49.22, 54.84 49.93 49.48, 50.39 0.146

O 51.40 48.83, 53.97 49.95 49.49, 50.41 0.273

A 43.74 40.80, 46.68 50.21 49.75, 50.66 < 0.001

C 46.72 44.32, 49.11 50.11 49.65, 50.57 0.007

Imp 54.87 52.42, 57.32 49.84 49.38, 50.30 < 0.001

SS 57.38 55.14, 59.62 49.76 49.30, 50.21 < 0.001

Caffeine

# 1658 227

N 50.07 49.59, 50.55 49.46 48.11, 50.81 0.400

E 50.20 49.72, 50.68 48.54 47.27, 49.81 0.016

O 50.04 49.56, 50.52 49.71 48.40, 51.03 0.645

A 49.93 49.45, 50.41 50.48 49.15, 51.81 0.446

C 49.95 49.47, 50.43 50.37 49.01, 51.72 0.569

Imp 50.17 49.69, 50.65 48.76 47.48, 50.04 0.043

SS 50.11 49.63, 50.60 49.16 47.89, 50.43 0.169

Crack

# 11 1874

N 55.26 45.53, 64.99 49.97 49.52, 50.42 0.254
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Factor Users Non-users p-value

MT 95% CI MT 95% CI

E 46.46 38.43, 54.50 50.02 49.57, 50.47 0.348

O 48.01 43.74, 52.28 50.01 49.56, 50.47 0.324

A 39.62 30.12, 49.11 50.06 49.61, 50.51 0.034

C 44.28 36.73, 51.83 50.03 49.58, 50.49 0.121

Imp 56.94 50.59, 63.29 49.96 49.51, 50.41 0.034

SS 58.03 54.16, 61.91 49.95 49.50, 50.41 0.001

Ecstasy

# 84 1801

N 50.28 47.99, 52.58 49.99 49.53, 50.45 0.803

E 53.37 50.71, 56.02 49.84 49.39, 50.30 0.011

O 56.15 54.15, 58.15 49.71 49.25, 50.17 < 0.001

A 48.56 46.38, 50.75 50.07 49.61, 50.53 0.184

C 46.98 44.78, 49.18 50.14 49.68, 50.60 0.006

Imp 55.71 53.49, 57.93 49.73 49.28, 50.19 < 0.001

SS 56.57 54.81, 58.34 49.69 49.23, 50.15 < 0.001

Heroin

# 29 1856

N 58.65 55.84, 61.47 49.86 49.41, 50.32 < 0.001

E 44.77 39.81, 49.73 50.08 49.63, 50.53 0.038

O 52.41 48.00, 56.81 49.96 49.51, 50.42 0.268

A 41.48 38.25, 44.70 50.13 49.68, 50.59 < 0.001

C 43.04 38.95, 47.12 50.11 49.66, 50.56 0.001

Imp 56.79 53.59, 59.99 49.89 49.44, 50.35 < 0.001

SS 56.36 52.91, 59.81 49.90 49.45, 50.36 0.001

Ketamine
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Factor Users Non-users p-value

MT 95% CI MT 95% CI

# 37 1848

N 50.47 46.78, 54.16 49.99 49.54, 50.45 0.795

E 47.23 42.01, 52.46 50.06 49.61, 50.50 0.282

O 54.39 50.87, 57.90 49.91 49.46, 50.37 0.015

A 44.50 40.15, 48.85 50.11 49.66, 50.56 0.013

C 44.99 41.13, 48.85 50.10 49.65, 50.55 0.011

Imp 53.74 50.75, 56.74 49.93 49.47, 50.38 0.015

SS 55.44 52.84, 58.04 49.89 49.43, 50.35 < 0.001

Legal highs

# 131 1754

N 53.13 51.32, 54.94 49.77 49.30, 50.23 0.001

E 47.12 45.06, 49.18 50.22 49.76, 50.67 0.004

O 53.16 51.53, 54.79 49.76 49.30, 50.23 < 0.001

A 46.25 44.62, 47.87 50.28 49.81, 50.75 < 0.001

C 44.50 42.89, 46.11 50.41 49.95, 50.88 < 0.001

Imp 54.25 52.56, 55.94 49.68 49.22, 50.15 < 0.001

SS 55.37 53.99, 56.74 49.60 49.13, 50.07 < 0.001

LSD

# 69 1816

N 50.28 47.82, 52.73 49.99 49.53, 50.45 0.820

E 52.70 49.90, 55.51 49.90 49.44, 50.35 0.053

O 57.56 55.78, 59.34 49.71 49.25, 50.17 < 0.001

A 50.03 47.88, 52.17 50.00 49.54, 50.46 0.979

C 46.98 44.90, 49.06 50.11 49.65, 50.58 0.004

Imp 52.51 50.18, 54.84 49.90 49.44, 50.36 0.032
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Factor Users Non-users p-value

MT 95% CI MT 95% CI

SS 56.09 54.22, 57.96 49.77 49.31, 50.23 < 0.001

Methadone

# 121 1764

N 54.99 53.14, 56.84 49.66 49.20, 50.12 < 0.001

E 45.27 43.11, 47.43 50.32 49.87, 50.78 < 0.001

O 51.87 50.02, 53.72 49.87 49.41, 50.34 0.040

A 46.00 43.84, 48.16 50.27 49.82, 50.73 < 0.001

C 45.74 43.89, 47.59 50.29 49.83, 50.76 < 0.001

Imp 53.55 51.76, 55.34 49.76 49.29, 50.22 < 0.001

SS 53.93 52.18, 55.67 49.73 49.27, 50.20 < 0.001

Magic mushrooms

# 44 1841

N 49.79 46.82, 52.75 50.01 49.55, 50.46 0.884

E 53.71 50.31, 57.12 49.91 49.46, 50.37 0.031

O 57.89 55.73, 60.05 49.81 49.36, 50.27 < 0.001

A 50.14 46.71, 53.57 50.00 49.54, 50.45 0.935

C 48.03 45.33, 50.74 50.05 49.59, 50.51 0.146

Imp 55.44 52.56, 58.32 49.87 49.41, 50.33 < 0.001

SS 57.95 55.75, 60.15 49.81 49.35, 50.27 < 0.001

Nicotine

# 767 1118

N 51.32 50.59, 52.04 49.10 48.52, 49.67 < 0.001

E 49.91 49.17, 50.65 50.06 49.49, 50.63 0.748

O 51.57 50.85, 52.28 48.92 48.35, 49.50 < 0.001

A 49.04 48.31, 49.78 50.66 50.09, 51.23 0.001

Continued on the next page
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Table C.4. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

C 47.69 46.99, 48.38 51.59 51.01, 52.16 < 0.001

Imp 52.56 51.84, 53.28 48.24 47.68, 48.80 < 0.001

SS 52.81 52.13, 53.50 48.07 47.50, 48.64 < 0.001

VSA

# 21 1864

N 50.92 46.02, 55.82 49.99 49.54, 50.44 0.697

E 52.59 47.66, 57.53 49.97 49.52, 50.42 0.283

O 56.30 53.63, 58.97 49.93 49.47, 50.38 < 0.001

A 46.36 41.38, 51.34 50.04 49.59, 50.49 0.141

C 49.99 45.49, 54.49 50.00 49.55, 50.45 0.995

Imp 55.21 51.37, 59.04 49.94 49.49, 50.40 0.010

SS 59.05 56.49, 61.61 49.90 49.44, 50.35 < 0.001

Heroin pleiad

# 184 1701

N 54.58 53.07, 56.08 49.50 49.04, 49.97 < 0.001

E 47.18 45.42, 48.95 50.30 49.84, 50.77 0.001

O 52.13 50.69, 53.57 49.77 49.29, 50.24 0.002

A 45.57 43.99, 47.16 50.48 50.01, 50.94 < 0.001

C 45.57 44.13, 47.01 50.48 50.01, 50.95 < 0.001

Imp 54.25 52.81, 55.68 49.54 49.07, 50.01 < 0.001

SS 55.04 53.66, 56.41 49.46 48.98, 49.93 < 0.001

Ecstasy pleiad

# 792 1093

N 50.94 50.22, 51.67 49.32 48.74, 49.89 0.001

E 49.69 48.94, 50.43 50.23 49.66, 50.79 0.255

Continued on the next page
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Table C.4. Continued

Factor Users Non-users p-value

MT 95% CI MT 95% CI

O 54.07 53.46, 54.69 47.05 46.47, 47.63 < 0.001

A 48.34 47.63, 49.06 51.20 50.63, 51.77 < 0.001

C 47.08 46.38, 47.78 52.12 51.56, 52.67 < 0.001

Imp 53.23 52.55, 53.92 47.66 47.10, 48.22 < 0.001

SS 54.64 54.05, 55.24 46.63 46.06, 47.21 < 0.001

Benzodiazepines pleiad

# 363 1522

N 54.57 53.51, 55.63 48.91 48.43, 49.39 < 0.001

E 47.72 46.57, 48.87 50.54 50.06, 51.03 < 0.001

O 52.13 51.09, 53.16 49.49 48.99, 49.99 < 0.001

A 46.76 45.68, 47.84 50.77 50.28, 51.26 < 0.001

C 45.64 44.58, 46.69 51.04 50.55, 51.53 < 0.001

Imp 54.50 53.48, 55.52 48.93 48.44, 49.42 < 0.001

SS 54.24 53.29, 55.20 48.99 48.49, 49.49 < 0.001

Illicit drugs

# 862 1023

N 51.41 50.70, 52.12 48.76 48.19, 49.33 < 0.001

E 49.28 48.56, 50.01 51.13 50.59, 51.67 0.001

O 53.67 53.06, 54.27 46.07 45.47, 46.66 < 0.001

A 48.34 47.65, 49.03 51.19 50.60, 51.78 < 0.001

C 47.09 46.41, 47.77 53.07 52.53, 53.60 < 0.001

Imp 53.08 52.42, 53.73 46.72 46.16, 47.28 < 0.001

SS 54.35 53.76, 54.93 45.22 44.65, 45.79 < 0.001
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CORRELATION BETWEEN CONSUMPTION OF DIFFERENT DRUGS

C.2 Correlation between consumption of different drugs

In this section we show Pearson’s correlation coefficients (PCCs) between drug

consumptions for decade- and year-based user/non-user separation.
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LINEAR DISCRIMINANTS FOR USER/NON-USER SEPARATION

C.3 Linear discriminants for user/non-user separation

Linear discriminants separate users from non-users by linear inequalities:

Θ + ∑ cizi > 0

for users and≤ 0 for non-users, where Θ are the threscholds, zi are the attributes,

and ci are the coefficients. Tables C.7-C.10 contain the coefficients ci of linear dis-

criminants for user/nonuser separation in 10-dimensional space (7 psychological

attributes, age, education, Gndr). The attributes in these tables are quantified

and transformed to z-scores with zero mean and unite variance (positive values

of the Gndr z-score corresponds to female). The last rows of the tables include

the standard deviation of the coefficients in LOOCV. For 7-dimensional space of

psychological attributes taken separately (T-scores), the linear discriminants are

presented in tables C.15-C.18.

Performance of linear discriminants in user/non-user separation is evaluated by

several methods (tables C.11–C.14 for 10-dimensional data space and tables C.19–

C.22 for 7-dimensional space of T-scores of psychological attributes). First of all,

we calculated the linear discriminant using the whole sample (see tables C.7–

C.10) and find all their errors. For each solution of the classification problem we

have several numbers, P (positive), the number of samples recognised as positive,

and N - negative, the number of samples recognised as negative. P+ N is the total

number of samples. P=TP+FP (True Positive plus False Positive) and N=TN+FN

(True Negative plus False Negative). Sensitivity is Sn=TP/(TP+FN)×100% and

Specificity is Sp=TN/(TN+FP)×100%. Accuracy is Acc=(TP+TN)/(P+N)×100%.

We calculate these performance indicators for the total sample and for the LOOCV

procedure. In LOOCV the linear discriminant is calculated for the set of all sam-

ples excluding the example left out for testing. The test was performed for all

samples with the corresponding redefining of Sn, Sp, and Acc. In LOOCV the

linear discriminants are calculated for each testing example. Each of these dis-
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LINEAR DISCRIMINANTS FOR USER/NON-USER SEPARATION

criminants is a separate classification model. Stability of classification can be

measured by the number of examples which change their class at least once. We

took the basis model for the total sample and find how many true positive exam-

ples of this model became FN examples of a LOOCV model at least once. This

number measured in % of TP+FP of the basic model is TP→FN. Analogously, we

defined FP→TN, TN→FP, and FN→TP. The last two numbers are measured in %

of TN+FN of the basic model.
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APPENDIX D

Minimal feature sets

D.1 Minimal feature sets for data set I (drug con-

sumption) for heroin, ecstasy, and cannabis con-

sumption.

In this appendix we show minimal feature sets for heroin, ecstasy, and cannabis

consumption by LR and several classifiers. Symbol ‘X’ means used input feature.

Results are calculated by LOOCV. column ‘#’ contains number of used input fea-

tures.
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MINIMAL FEATURE SETS FOR DATA SET I (DRUG CONSUMPTION) FOR HEROIN,
ECSTASY, AND CANNABIS CONSUMPTION.

Table D.1. Minimal feature sets for heroin consumption based on ES selected by
LR

Age Edu N E O A C Imp SS G
nd

r

# M
od

el

Sn
(%

)

Sp
(%

)

Su
m

(%
)

X X 2 M1 69.81 67.36 137.18
X X X 3 M2 69.81 67.07 136.88

X X X 3 M3 66.98 66.89 133.87
X X X X 4 M4 69.81 66.71 136.52

X X X X 4 M5 67.45 66.71 134.16
X X X X 4 M6 69.81 66.53 136.34

X X X 3 M7 66.51 66.59 133.10
X X X 3 M8 69.81 66.35 136.16

X X X 3 M9 67.93 66.35 134.27
X X X X 4 M10 66.98 66.17 133.15

X X 2 M11 70.28 66.11 136.39
X X X X 4 M12 66.04 66.95 132.98

X X X 3 M13 68.40 65.87 134.27
X X 2 M14 66.51 65.81 132.32

X X X 3 M15 68.40 65.75 134.15
X X X X 4 M16 68.87 65.69 134.56

X X X X 4 M17 67.45 65.63 133.08
X X X 3 M18 66.51 65.63 132.14

X X X 3 M19 66.04 65.57 131.61
X X X 3 M20 65.57 65.87 131.44

X X X 3 M21 67.93 65.51 133.44
X X X X 4 M22 65.57 65.45 131.02

X X X 3 M23 66.51 65.39 131.90
X X X 3 M24 69.81 65.33 135.14

X X 2 M25 68.87 65.33 134.20
X X X 3 M26 67.45 65.33 132.79
X X X 3 M27 66.98 65.33 132.31
X X X 3 M28 67.45 65.27 132.73

X X X X 4 M29 66.98 65.27 132.25
X X X 3 M30 69.81 65.21 135.02

X X X X 4 M31 66.04 65.21 131.25
X X X 3 M32 65.57 65.21 130.78
X X X 3 M33 70.76 65.15 135.91

X X X X X 5 M34 69.34 65.15 134.49
X X 2 M35 67.93 65.15 133.08

X X X 3 M36 67.93 65.15 133.08
X X X X X 5 M37 66.04 65.15 131.19

X X X X 4 M38 65.09 66.65 131.74
X X X 3 M39 65.09 66.53 131.62

X X X 3 M40 65.09 66.23 131.32
X X X 3 M41 65.09 65.93 131.02
X X X 3 M42 65.09 65.63 130.73

X X X 3 M43 65.09 65.51 130.61
X X X X 4 M44 69.34 65.09 134.43
X X X X 4 M45 68.40 65.09 133.49

X X X X 4 M46 68.40 65.03 133.43
X X X X 4 M47 66.98 65.03 132.01
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MINIMAL FEATURE SETS FOR DATA SET I (DRUG CONSUMPTION) FOR HEROIN,
ECSTASY, AND CANNABIS CONSUMPTION.

Table D.2. Minimal feature sets for cannabis consumption based on ES selected
by LR

Age Edu N E O A C Imp SS G
nd

r

# M
od

el

Sn
(%

)

Sp
(%

)

Su
m

(%
)

X 1 M1 73.12 67.90 141.03
X X X 3 M2 68.30 66.77 135.08

X 1 M3 66.32 75.32 141.65
X X X 3 M4 65.85 68.55 134.40

X X X 3 M5 66.40 65.48 131.89
X X X 3 M6 67.35 65.32 132.67

X X X 3 M7 65.61 65.32 130.94
X 1 M8 65.06 67.58 132.64

X X 2 M9 65.69 65.00 130.69

Table D.3. Minimal feature sets for ecstasy consumption based on ES selected
by LR

Age Edu N E O A C Imp SS G
nd

r

Po
w

er

Sy
m

bo
l

Sn
(%

)

Sp
(%

)

Su
m

(%
)

X X 2 M1 74.70 70.64 145.34
X X 2 M2 71.24 69.14 140.37

X X 2 M3 68.98 68.78 137.76
X X 2 M4 68.71 72.31 141.02

X X 2 M5 69.64 68.52 138.16
X X 2 M6 68.98 68.34 137.32

X X 2 M7 68.71 68.17 136.87
X X 2 M8 69.64 68.08 137.72

X X 2 M9 68.04 68.52 136.56
X X 2 M10 70.44 67.90 138.34

X X 2 M11 70.04 67.20 137.24
X X 2 M12 69.51 67.20 136.70
X X 2 M13 67.11 71.78 138.89
X X 2 M14 72.70 67.02 139.72

X X 2 M15 67.78 66.93 134.71
3 M16 67.11 66.40 133.51

X X X X X X 6 M17 66.18 65.61 131.79
X X X 3 M18 65.51 65.52 131.03

X X X 3 M19 68.18 65.34 133.52
X X 2 M20 67.51 65.26 132.77

X X X 3 M21 66.05 65.26 131.30
X X X 3 M22 67.78 65.17 132.94

X X 2 M23 69.11 65.08 134.19

Continued on the next page
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MINIMAL FEATURE SETS FOR DATA SET I (DRUG CONSUMPTION) FOR HEROIN,
ECSTASY, AND CANNABIS CONSUMPTION.

Table D.5. Continued

Age Edu N E O A C Imp SS G
nd

r

# C
la

ss
ifi

er

M
od

el

Sn
(%

)

Sp
(%

)

Su
m

(%
)

Table D.5. Minimal feature sets for ecstasy consumption based on ES selected
by several classifiers

Age Edu N E O A C Imp SS G
nd

r

# C
la

ss
ifi

er

M
od

el

Sn
(%

)

Sp
(%

)

Su
m

(%
)

X X 2 PDFE M1 72.44 72.40 144.84

X X 2 GM M1 72.70 72.05 144.75

X X 2 KNN M1 71.64 71.87 143.51

X X 2 LR M1 74.70 70.64 145.34

X X 2 LDA M1 77.50 68.43 145.93

X X 2 NB M1 65.38 77.69 143.07

X X 2 KNN M2 70.97 70.81 141.78

X X 2 PDFE M2 70.97 70.55 141.52

X X 2 GM M2 69.91 70.72 140.63

X X 2 LR M2 71.24 69.14 140.37

X X 2 LDA M2 66.05 72.31 138.36

X X 2 PDFE M3 70.57 71.78 142.35

X X 2 PDFE M3 70.57 71.78 142.35

X X 2 KNN M3 71.37 70.02 141.39

X X 2 LR M3 68.98 68.78 137.76

X X 2 GM M3 68.04 69.40 137.44

X X 2 KNN M4 70.31 70.55 140.85

X X 2 PDFE M4 70.84 70.19 141.03

X X 2 GM M4 69.11 69.40 138.51

X X 2 LR M4 69.64 68.52 138.16

X X 2 PDFE M5 70.17 70.55 140.72

X X 2 KNN M5 70.17 70.19 140.37

X X 2 GM M5 69.37 68.78 138.16

X X 2 LR M5 70.44 67.90 138.34

X X 2 KNN M6 69.37 69.31 138.69

X X 2 PDFE M6 69.37 69.22 138.60

X X 2 GM M6 69.77 68.08 137.85

Continued on the next page
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MINIMAL FEATURE SETS FOR DATA SET I (DRUG CONSUMPTION) FOR HEROIN,
ECSTASY, AND CANNABIS CONSUMPTION.

Table D.5. Continued

Age Edu N E O A C Imp SS G
nd

r

# C
la

ss
ifi

er

M
od

el

Sn
(%

)

Sp
(%

)

Su
m

(%
)

X X 2 LR M6 69.64 68.08 137.72

X X 2 LDA M6 71.77 66.76 138.53

X X 2 KNN M7 69.37 69.22 138.60

X X 2 PDFE M7 69.37 68.78 138.16

X X 2 LR M7 68.71 68.17 136.87

X X 2 GM M7 68.44 67.99 136.43

X X 2 LDA M7 71.11 67.02 138.13

X X 2 KNN M8 69.37 69.05 138.42

X X 2 PDFE M8 68.98 69.05 138.02

X X 2 GM M8 68.58 68.25 136.83

X X 2 LR M8 68.04 68.52 136.56

X X 2 LDA M8 65.38 71.43 136.81

X X 2 KNN M9 69.64 68.96 138.60

X X 2 PDFE M9 68.84 68.43 137.27

X X 2 LR M9 68.98 68.34 137.32

X X 2 GM M9 68.18 68.17 136.34

X X 2 LR M10 68.71 72.31 141.02

X X 2 LDA M10 68.71 72.31 141.02

X X 2 GM M10 68.71 72.31 141.02

X X 2 KNN M10 68.71 72.31 141.02

X X 2 PDFE M10 68.71 72.31 141.02

X X 2 LR M10 68.71 72.31 141.02

X X 2 PDFE M11 69.64 68.61 138.25

X X 2 KNN M11 71.11 67.90 139.01

X X 2 GM M11 67.78 70.11 137.88

X X 2 LR M11 72.70 67.02 139.72

X X 2 LDA M11 72.70 67.02 139.72

X X 2 PDFE M12 68.84 68.52 137.36

X X 2 KNN M12 68.84 68.17 137.01

X X 2 GM M12 67.78 68.70 136.47

X X 2 LR M12 69.51 67.20 136.70

Continued on the next page
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MINIMAL FEATURE SETS FOR DATA SET I (DRUG CONSUMPTION) FOR HEROIN,
ECSTASY, AND CANNABIS CONSUMPTION.

Table D.5. Continued

Age Edu N E O A C Imp SS G
nd

r

# C
la

ss
ifi

er

M
od

el

Sn
(%

)

Sp
(%

)

Su
m

(%
)

X X 2 PDFE M13 68.04 69.22 137.27

X X 2 LR M13 67.11 71.78 138.89

X X 2 LDA M13 67.11 71.78 138.89

X X 2 GM M13 71.77 65.87 137.64

X X 2 KNN M13 65.78 73.90 139.68

X X 2 PDFE M14 68.04 68.17 136.21

X X 2 KNN M14 67.64 67.55 135.19

X X 2 GM M14 70.31 65.96 136.27

X X 2 KNN M15 67.91 68.08 135.99

X X 2 PDFE M15 67.51 67.37 134.88

X X 2 GM M15 66.84 66.40 133.25

X X 2 LR M15 67.51 65.26 132.77

X X 2 KNN M16 70.31 67.55 137.86

X X 2 PDFE M16 70.31 67.55 137.86

X X 2 LR M16 70.04 67.20 137.24

X X 2 GM M16 70.04 67.20 137.24

X X 2 PDFE M17 67.51 67.64 135.15

X X 2 GM M17 67.38 67.37 134.75

X X 2 KNN M17 67.51 67.28 134.79

X X 2 LR M17 67.78 66.93 134.71

X X 2 GM M18 68.18 67.28 135.46

X X 2 KNN M18 66.98 66.49 133.47

X X 2 PDFE M18 66.31 66.67 132.98

X X 2 GM M19 67.24 67.20 134.44

X X 2 PDFE M19 67.51 67.11 134.62

X X 2 KNN M19 65.91 66.14 132.05

X X 2 LR M19 69.11 65.08 134.19

X X 2 PDFE M20 66.31 65.96 132.27

X X 2 PDFE M21 65.65 65.79 131.43

X X 2 GM M22 66.05 65.61 131.65

X X 2 KNN M22 65.78 65.43 131.21

Continued on the next page
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MINIMAL FEATURE SETS FOR DATA SET I (DRUG CONSUMPTION) FOR HEROIN,
ECSTASY, AND CANNABIS CONSUMPTION.

Table D.5. Continued

Age Edu N E O A C Imp SS G
nd

r

# C
la

ss
ifi

er

M
od

el

Sn
(%

)

Sp
(%

)

Su
m

(%
)

X X 2 PDFE M22 65.11 65.43 130.55

X X 2 PDFE M23 66.05 65.52 131.57

X X 2 PDFE M24 65.51 65.70 131.21

X X 2 KNN M24 65.11 65.26 130.37

X X X 3 LR M25 65.51 65.52 131.03

X X X 3 PDFE M25 65.51 65.08 130.59

X X X 3 PDFE M26 65.65 65.34 130.99

X X X 3 KNN M27 65.51 65.34 130.86

X X X 3 PDFE M27 65.38 65.26 130.64

X X X 3 LR M28 66.05 65.26 131.30

X X X 3 GM M28 65.11 65.08 130.19

X X X 3 KNN M29 65.11 65.08 130.19
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MINIMAL FEATURE SETS FOR DATA SET II (PRESIDENT ELECTIONS OF USA)

Table D.4. Minimal sets for cannabis consumption based on ES selected by
several classifiers

Age Edu N E O A C Imp SS G
nd

r

# cl
as

si
fie

r

M
od

el

Sn
(%

)

Sp
(%

)

Su
m

(%
)

X X 2 PDFE M1 68.93 68.87 137.80
X X 2 KNN M1 68.62 69.68 138.29

X 1 GM M2 73.12 67.90 141.03
X 1 KNN M2 73.12 67.90 141.03
X 1 LDA M2 73.12 67.90 141.03
X 1 LR M2 73.12 67.90 141.03
X 1 PDFE M2 73.12 67.90 141.03

X X 2 KNN M3 67.59 67.58 135.17
X X 2 PDFE M3 67.04 67.26 134.29
X X 2 KNN M4 67.04 67.58 134.62
X X 2 PDFE M4 65.85 66.45 132.30

X X 2 PDFE M5 67.51 66.77 134.28
X X 2 KNN M5 66.17 66.29 132.46
X X 2 GM M5 66.72 65.65 132.37

X X 2 KNN M6 66.40 66.45 132.86
X 1 GM M7 66.32 75.32 141.65
X 1 KNN M7 66.32 75.32 141.65
X 1 LDA M7 66.32 75.32 141.65
X 1 LR M7 66.32 75.32 141.65
X 1 PDFE M7 66.32 75.32 141.65

X X 2 GM M8 65.85 67.26 133.11
X X 2 KNN M8 65.85 67.26 133.11
X X 2 LDA M8 65.85 67.26 133.11
X X 2 PDFE M8 65.85 67.26 133.11

X X 2 PDFE M9 65.85 66.13 131.98
X X 2 PDFE M10 66.96 65.81 132.76
X X 2 KNN M10 65.06 65.16 130.22

X X 2 PDFE M11 66.72 65.65 132.37
X 1 PDFE M12 65.46 66.94 132.39
X 1 GM M12 65.06 67.58 132.64
X 1 KNN M12 65.06 67.58 132.64
X 1 LDA M12 65.06 67.58 132.64
X 1 LR M12 65.06 67.58 132.64

X X 2 PDFE M13 65.30 65.16 130.46
X X 2 KNN M14 65.06 65.81 130.87

D.2 Minimal feature sets for data set II (president elec-

tions of USA)

We illustrate the description for the second data set. We show the whole minimal

feature sets for the second data base II for USA president elections by using one

and several classifiers.
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MINIMAL FEATURE SETS FOR DATA SET II (PRESIDENT ELECTIONS OF USA)

President Elections of USA

The dataset of president elections of USA consists of 31 instances. This dataset

describe elections of the USA president elections from 1860 through 1980.There

are several elections, in each election there are two basic opponents: the aspirant

of the party currently in power (P-party) and the aspirant of the opposition party

(O-party). There are 12 questions, the answers to these questions are ‘yes’, ‘no’ or

‘unknown’ [169].

As we can see this dataset has binary classes (P-party and O-party), and 12 Boolean

features with identification year of president elections. These 12 questions are

about the political, economic, social conditions of the country, and candidates

themselves [4]. They are collected as follows:

1. Has the P-party been in power for more than one term?

2. Did the P-party receive more than 50% of the popular vote in the last elec-

tion?

3. Was there significant activity of a third party during the election year?

4. Was there serious competition in the P-party primaries?

5. Was the P-party candidate the president at the time of the election?

6. Was there a depression or recession in the election year?

7. Was there a growth in the gross national product of more than 2.1% in the

year of the election?

8. Did the P-party president make any substantial political changes during his

term?

9. Did significant social tension exist during the term of the P-party?

10. Was the P-party administration guilty of any serious mistakes or scandals?
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MINIMAL FEATURE SETS FOR DATA SET II (PRESIDENT ELECTIONS OF USA)

Table D.6. P-Party Victories
Election Answer to questions

# year 1 2 3 4 5 6 7 8 9 10 11 12
p-1 1864 n n n n y n n y y n n n
p-2 1868 y y n n n n y y y n y n
p-3 1872 y y n n y n y n n n y n
p-4 1880 y n n y n n y y n n n n
p-5 1888 n n n n y n n n n n n n
p-6 1900 n y n n y n y n n n n y
p-7 1904 y y n n y n n n n n y n
p-8 1908 y y n n n n n y n n n y
p-9 1916 n n n n y n n y n n n n
p-10 1924 n y y n y n y y n y n n
p-11 1928 y y n n n n y n n n n n
p-12 1936 n y n n y y y y n n y n
p-13 1940 y y n n y y y y n n y n
p-14 1944 y y n n y n y y n n y n
p-15 1948 y y y n y n n y n n n n
p-16 1956 n y n n y n n n n n y n
p-17 1964 n n n n y n y n n n n n
p-18 1972 n n n n y n y y y n n n

11. Was the P-party candidate a national hero?

12. Was the O-party candidate a national hero?

Table D.6 shows the answers of all questions corresponding to the victories of

the P-party. Table D.7 shows the answers of all questions corresponding to the

victories of the O-party as follows:
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MINIMAL FEATURE SETS FOR DATA SET II (PRESIDENT ELECTIONS OF USA)

Table D.7. O-Party Victories
Election Answer to questions

# year 1 2 3 4 5 6 7 8 9 10 11 12
o-1 1860 y n y y n n y n y n n n
o-2 1876 y y n y n y n n n y n n
o-3 1884 y n n y n n y n y n y n
o-4 1892 n n y n y n n y y n n y
o-5 1896 n n n y n y n y y n y n
o-6 1912 y y y y y n y n n n n n
o-7 1920 y n n y n n n y y n n n
o-8 1932 y y n n y y n n y n n y
o-9 1952 y n n y n n y n n y n y
o-10 1960 y y n n n y n n n n n y
o-11 1968 y y y y n n y y y n n n
o-12 1976 y y n y y n n n n y n n
o-13 1980 n n y y y y n n n y n y

Table D.8. Minimal sets for president elections of USA based on ES selected by
LR

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Sy
m

bo
l

po
w

er

Sn
%

Sp
%

Su
m

%

X X X X M1 4 92 89 181
X X X X M2 4 92 83 176
X X X X M3 4 85 83 168
X X X X M4 4 92 78 170
X X X X M5 4 85 78 162
X X X M6 3 85 78 162

X X X X X M7 5 85 78 162
X X X X M8 4 77 100 177

X M9 1 77 94 171
X X X X M10 4 77 83 160
X X X X M11 4 77 83 160
X X X X M12 4 77 83 160
X X X X X X M13 6 77 83 160
X X X X M14 4 77 83 160

X X X X M15 4 77 83 160
X X X X X X M16 6 77 78 155
X X X X M17 4 77 78 155
X X X X M18 4 77 78 155

X X X X M19 4 77 78 155
X X X X X M20 5 77 78 155

X X X X M21 4 77 78 155
X X X M22 3 77 78 155

Continued on the next page
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Table D.9. Continued

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 cl
as

si
fie

rs

M
od

el

# Sn
(%

)

Sp
(%

)

Su
m

(%
)

Table D.9. Minimal feature sets for president elections based on ES by several
classifiers

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 cl
as

si
fie

rs

M
od

el

# Sn
(%

)

Sp
(%

)

Su
m

(%
)

X X X X NB M1 4 85 83 168

X X X X KNN M2 4 85 83 168

X X X X KNN M3 4 85 83 168

X X X X KNN M4 4 85 83 168

X X X X KNN M5 4 85 83 168

X X GM M6 2 85 83 168

X X X KNN M7 3 100 78 178

X X X KNN M8 3 100 78 178

X X KNN M9 2 100 78 178

X X LR M10 2 85 78 162

X X NB M11 2 85 78 162

X X LDA M12 2 85 78 162

X X X KNN M13 3 85 78 162

X X X KNN M14 3 85 78 162

X X KNN M15 2 85 78 162

X X X X KNN M16 4 85 78 162

X GM M17 1 77 100 177

X LR M18 1 77 94 171

X NB M19 1 77 94 171

X LDA M20 1 77 94 171

X X X KNN M21 3 77 94 171

X KNN M22 1 77 94 171

X X X X KNN M23 4 77 89 166

X X X X KNN M24 4 77 89 166

X X X X KNN M25 4 77 89 166

X X X X KNN M26 4 77 89 166

Continued on the next page
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Table D.9. Continued

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 cl
as
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X X X X LR M27 4 77 83 160

X X X X LR M28 4 77 83 160

X X X X LR M29 4 77 83 160

X X X X LR M30 4 77 83 160

X X X X NB M31 4 77 83 160

X X X X LDA M32 4 77 83 160

X X X X KNN M33 4 77 83 160

X X X X KNN M34 4 77 83 160

X X X X X KNN M35 5 77 83 160

X X X X KNN M36 4 77 83 160

X X X X KNN M37 4 77 83 160

X X X KNN M38 3 77 83 160

X X X X KNN M39 4 77 83 160

X X X X KNN M40 4 77 83 160

X X X X X KNN M41 5 77 83 160

X X X KNN M42 3 77 83 160

X X X KNN M43 3 77 83 160

X X X KNN M44 3 77 83 160

X X X X KNN M45 4 77 83 160

X X X X KNN M46 4 77 83 160

X X X KNN M47 3 77 83 160

X X X KNN M48 3 77 83 160

X X X KNN M49 3 77 83 160

X X X X GM M50 4 77 83 160

X X X X GM M51 4 77 83 160

X X X LR M52 3 77 78 155

X X X LR M53 3 77 78 155

X X X LR M54 3 77 78 155

X X X NB M55 3 77 78 155

X X X NB M56 3 77 78 155

X X X LDA M57 3 77 78 155

Continued on the next page
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Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 cl
as
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X X X LDA M58 3 77 78 155

X X X X X X KNN M59 6 77 78 155

X X X X X KNN M60 5 77 78 155

X X X X KNN M61 4 77 78 155

X X X X KNN M62 4 77 78 155

X X X KNN M63 3 77 78 155

X X X X KNN M64 4 77 78 155

X X X X KNN M65 4 77 78 155

X X X KNN M66 3 77 78 155

X X X KNN M67 3 77 78 155

X X X KNN M68 3 77 78 155

X X X X KNN M69 4 77 78 155

X X X KNN M70 3 77 78 155

X X X KNN M71 3 77 78 155

X X X KNN M72 3 77 78 155

X X X KNN M73 3 77 78 155

X X X KNN M74 3 77 78 155

X X X KNN M75 3 77 78 155

X X X X KNN M76 4 77 78 155

X X X KNN M77 3 77 78 155

X X X X KNN M78 4 77 78 155

X X X X KNN M79 4 77 78 155

X X X KNN M80 3 77 78 155

X X X X KNN M81 4 77 78 155

X X X KNN M82 3 77 78 155

X X X KNN M83 3 77 78 155

X X X GM M84 3 77 78 155

X X GM M85 2 77 78 155

X X X GM M86 3 77 78 155
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