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Abstract The magnetosheath and near-Earth solar wind emit X-rays due to charge-exchange between
the extended atmosphere and highly ionized particles in the solar wind. These emissions can be used to
remotely sense the dynamic processes in this region. The Solar Wind Magnetosphere Ionosphere Link
Explorer mission will carry out these measurements. In a previous paper, we looked at the effect of photon
counting statistics on determining the location of the magnetopause and bow shock. In this paper we
explore, through simulations, the more challenging question of orbital viewing geometry bias when the
model and the emissions do not match each other exactly. Our simulations conclude that while care must
be taken to avoid false minima in the fitting, there is very little to no orbital bias in extracting the position
and large-scale shape of the magnetopause and bow shocks from 2-D X-ray images from the future Solar
Wind Magnetosphere Ionosphere Link Explorer mission.

1. Introduction
X-ray imaging of the solar wind charge exchange (SWCX) processes in Earth's magnetosheath and nearby
solar wind can provide a wealth of information about the dynamic processes which take place in those
regions. Sibeck et al. (2018) provide a very thorough and extensive review of developments in the field of
X-ray imaging and related fields. SWCX was originally proposed by Cravens (1997) as an explanation for
X-ray emissions from comet Hyakutake reported by Lisse et al. (1996). Since then, astronomical missions
have confirmed SWCX in the magnetosheath (Carter et al., 2010; Snowden et al., 2009). Because these pro-
cesses often operate on minute time scales, it is important to be able to snapshot image on a similar time scale
to minimize smearing of the structures being observed. The Solar Wind Magnetosphere-Ionosphere Link
Explorer (SMILE; Raab et al., 2016) mission will carry out these measurements. SMILE will image the sub-
solar region of the magnetosphere, magnetosheath, and bow shock from an elliptical orbit with an altitude
above the north pole of approximately 19 Earth radii. The 2-D images present the challenge of extracting the
3-D X-ray emissions structures from these images. Extracting the large-scale structures of this region from
the images can be done by fitting a parameterized model to the images. We have previously developed such
a model and used it to determine the necessary count rates required to determine locations of boundaries to
specified accuracies and found that the required count rates correspond well with the expected count rates
from the SMILE mission (Jorgensen et al., 2019).

This paper extends the analysis in the paper by Jorgensen et al. (2019). In that paper we analyzed the effect
of photon noise on the extraction of boundary parameters in 2-D images of optically thin targets, with focus
particularly on X-ray imaging of the Earth's magnetopause, magnetosheath, and bow shock, with the future
Chinese-European SMILE mission.

The introduction to that paper includes a detailed discussion of the background to this topic, and for that
reason, we will limit ourselves here to discussing some key points as well as the results of that paper.
Jorgensen et al. (2019) examined the effect of Poisson noise in reconstructing the magnetopause and bow
shock from different viewing geometries and different background and foreground count levels. In that work
we found that there is no detectable bias due to viewing geometry as a result of finite count rates although
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the uncertainty is affected by viewing geometry. The effect of viewing geometry on uncertainty is a result
of the amount of the boundary which is visible in the image. For example, if a larger section of the magne-
topause is visible in an image, the uncertainty in reconstructing the magnetopause is smaller, for a given
foreground and background count-rate.

For the case of the SMILE mission, we also examined two different solar wind conditions for a representative
apogee viewing geometry, one with high particle flux (nswvsw) and one with low particle flux. The high solar
wind flux case was nsw = 25 cm−3 and vsw = 600 km/s, and the low solar wind flux case was nsw = 5 cm−3 and
vsw = 400 km/s. For the high solar wind flux case, we found that after 1 min of integration, there would be
0.6 foreground counts per pixel and 0.3 background counts per pixel. The simulations then revealed that the
contribution of the photon counting statistics to the uncertainty would amount to an uncertainty of 0.04 RE
on the position of the subsolar point of the magnetopause, rmp

0 , and an uncertainty of 0.03 RE on the position
of the subsolar point on the bow shock, rbs

0 .

For the low solar wind flux case, we found that after 20 min of integration, there would be 0.8 foreground
counts per pixel on average and 5 background counts per pixel. In this scenario the simulations revealed that
the contribution of photon counting statistics to the uncertainty is 0.08 RE on the location of the subsolar
point on the magnetopause, rmp

0 , and 0.1 RE on the location of the subsolar point of the bow shock, rbs
0 .

Part of the SMILE science goal is determining the boundary positions to an accuracy of ∼0.1 RE. Thus, we
concluded in that paper that from the point of view of photon counting statistics, the SMILE Soft X-ray
Imager (SXI) design will meet the SMILE mission science goal on short time scales (1 min) for higher solar
wind fluxes and somewhat longer time scales (e.g., 20 min) for lower solar wind fluxes.

There are other sources of noise and error in the measurement than Poisson noise. In the present paper,
we explore the effect of model noise and also briefly the effect of fitting algorithm noise. Model noise is the
mismatch between the model and the observations that the model is intended to fit. If the model does not
exactly reproduce the observations, then fitting the model to the observations introduces an error or bias or
noise as a result. This is what we refer to as the model noise. Fitting algorithm noise is the name we use for
the effect of the fitting algorithm returning a local minimum instead of the global minimum. This effect is
a function of the algorithm chosen. We are currently using a simple gradient-based algorithm which does
not automatically find the global minimum.

To summarize the findings of the present paper, we find that the model we have chosen is a sufficiently
good fit to the simulated observations from a magnetohydrodynamics (MHD) model and that there is only
minimal bias introduced. We also find that the model is sufficiently complex and the cost-function landscape
is sufficiently complex that a simple hill-climbing algorithm will not find the global optimum except when
the initial guess is very carefully selected. Tests show that our choice of initial conditions does appear to find
the global minimum or at least a minimum which is close enough to the global minimum that we cannot
distinguish it.

2. Methodology
In this paper we intend to answer two questions. The first question is whether the vantage point viewing
geometry affects the values of parameters extracted from model fits to images. We are specifically interested
in the view from the SMILE SXI camera looking at X-ray emissions from the vicinity of the nose of the
magnetopause. However, the answers may well inform broader questions. The second question is whether
and to what extent a simple hill-climbing algorithm is sufficient for finding the global optimal fit. Again,
this is done specifically for the model we are using to represent the X-ray emissions in the vicinity of the
nose of the magnetopause, but it may inform a broader range of problems.

In the first case, to determine how close the parameters are to truth, we must first decide what is truth.
Because the analytical model is not a perfect fit to the simulated observation from the MHD model, we will
obtain different parameters depending on how we carry out the fit, including what cost function we use and
what set or subset of data points we fit to. We must also avoid false minima (non-global minima) in the cost
function, so we must start the fit close to the truth value.

In the second case, to determine how complicated the cost-function landscape is and how determined fits
compare with the global optimal fit, we must have a good idea of what the global optimal fit is.
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For these reasons, we first spend a large part of the paper arriving at the best global fit of the model to the
3-D simulated emissions from the MHD model, without involving fitting to the images. The details of how
we do this will be described in section 3 as we proceed through the steps. Second, using the best global fit
as an initial guess, we fit the model to the 2-D images simulated from the MHD simulations and compare
the fitted parameters as well as the depth of minima to the best global fit of the model to the 3-D simulated
emissions. Third and finally, we examine the cost-function landscape for false minima by redoing the fit of
the model to the 2-D images with randomly distributed initial guesses around the previously determined
best fit to the 2-D images and compare the parameters and the depth of the minima.

In the following, refer to the magnetopause and bow shock boundaries. We use the flux method to locate the
magnetopause position in the MHD result. The flux drops sharply at the boundary, and the magnetopause
can be defined as the radius at which it has dropped to half of the solar wind level. This produces a smooth
boundary specified on a grid.

2.1. Models
The models we fit to the X-ray emissions are the same models which were developed by Jorgensen et al.
(2019), and the reader is asked to refer to that paper for more details. The models consists of a boundary
model used for the magnetopause and the bow shock and a brightness model used for the regions between
the boundaries. The boundary model is a generalization of the model by Shue et al. (1997) and has the
following form

r (𝜃, 𝜙) =
r𝑦(𝜃)rz(𝜃)√[

rz(𝜃) cos𝜙
]2 +

[
r𝑦(𝜃) sin𝜙

]2
, (1)

where in accordance with Shue et al. (1997),

r𝑦(𝜃) = r0

( 2
1 + cos 𝜃

)𝛼𝑦
, (2)

and

rz(𝜃) = r0

( 2
1 + cos 𝜃

)𝛼z
, (3)

and where 𝜃 is the angle to the X axis and 𝜙 is the azimuthal angle in a right-hand sense around the X axis
starting from the Y axis.

It is noted that for a simple magnetopause model given by equation (1), the cusp boundaries are neglected
in the current study. And the X-ray emissions from the cusps, which are expected to be intensive (Sun et al.,
2019), are also removed. Cusp emissions in real data can be blanked out if the magnetopause and cusps do
not overlap. Therefore, the present approach can be usable on real data. Nevertheless, the cusps are very
important regions. We are now working on developing a method to derive the cusp boundary positions from
the X-ray images.

The emissions model consists of three regions separated by two boundaries. The two boundaries are the
magnetopause and the bow shock, both represented by equation (1) with different parameters r0, 𝛼y, and
𝛼z for each. The three regions are the solar wind, located sunward (+X) of the bow shock boundary; the
magnetosheath, located between the bow shock and the magnetopause boundaries; and the magnetosphere,
located inside the magnetopause boundary. The mathematical form of the model is as follows:

F
(

r⃗
)
=

⎧⎪⎪⎨⎪⎪⎩

0 inside MP(
A1 + B sin8𝜃

) ( r
rref

)−(𝛼+𝛽sin2𝜃)
between MP and BS

A2

(
r

rref

)−3
outside BS

. (4)

2.2. Fitting Approach
Images are computed in the same way that Jorgensen et al. (2019) did it. The value in each image pixel
is the line integral through a model volume, using the approach described by Kronrod (1965). Simulated
images were computed based on the MHD model X-ray emissions, whereas the images used in the fit were
computed from the analytical model based on equation (4) for the emissions and equation (1) for each of
the magnetopause and bow shock.
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Figure 1. Fit of the boundary model, equation (1), to the magnetopause
(a) and bow shock (b). The horizontal axis is GSM X . The solid curves are
r0 (black), 𝛼y (red), and 𝛼z (blue) best fit to the boundary sunward of X . The
dashed curves are 𝛼y (red) and 𝛼z (blue) fit to points within 0.25 RE of X
while keeping r0 = 7.9 RE for the magnetopause and r0 = 10.18 RE for the
bow shock.

The cost function is the mean-absolute deviation

e = 1
N

N∑
i=1

|𝑓i,model − 𝑓i,data|, (5)

because it typically produces better results (in the sense that it looks like
a better fit to the eye) than the least-squares fit when the model and data
are not exact matches.

For finding the cost-function minimum, we use the simplex approach by
Nelder and Mead (1965). Because it is not a global minimization algo-
rithm, we carefully pick the starting point for the minimizer to be the
fit to the 3-D distribution. It is too early to optimize the cost-function
minimizer at this point (e.g., Wolpert & Macready, 1997).

3. Results
Here are the results of the simulations. We begin in section 3.1 with
summarizing the work, which is then described in the following sections.

3.1. Summary of the Approach
We begin with the same data set used by Jorgensen et al. (2019) in which
the grid of radial distance to the magnetopause and bow shock boundaries
is computed as a function of 𝜃 and 𝜙, and the 3-D X-ray emission rate is
computed from the 3-D MHD plasma density, velocity, and temperature.

The next step is to obtain the best fit boundary model to the 3-D distribu-
tion of X-ray emission for later comparison with the fits of the model to
the 2-D images. The first step is to fit the boundary model directly to the
grid of boundary points to get an initial good guess. We start that fit at the
nominal boundary parameter values obtained by Jorgensen et al. (2019).
Then we repeat that fit as a function of orbital position while including
just the points in the grid which fall within the field-of-view (FOV) of the

SXI camera, using the previous fit as initial guess. This will give us an idea of how the boundary fit changes
with viewing geometry. Next, for each position in the orbit, we fit for the emission while holding the bound-
aries fixed at the value found in the previous fit and fitting to the 3-D emission points within the FOV of
SXI. As initial guess, we use the emissions parameters obtained by Jorgensen et al. (2019). The final step in
fitting the 3-D distribution is as follows. Using the best fit boundary parameters and emissions parameters
at each orbital position as initial guess, we fit again to the 3-D emissions points within the FOV of SXI but,
this time, fitting both the boundary parameters and the emission parameters, 11 parameters in total. These
will be considered the best fit parameters to the 3-D emission distribution as a function of orbital position.
The final step is to fit the model, including the boundaries parameters and the emissions parameters, to the
2-D images obtained at each point in the orbit. We use the best fit parameters from the 3-D distribution as
the initial guess in order to minimize the likelihood of false minima. The fitted parameters from the 2-D
images are compared with the best fit parameters from the 3-D emissions distribution fits, which will allow
us to determine the errors and/or biases associated with fitting to the 2-D images.

In the following sections, we go into details of each step of the procedure just outlined in this subsection.

3.2. Fitting the Boundaries
The first step in the fitting is to estimate the best fit of the boundary model to the gridded boundary points.
It is clear that the boundary models, equations (1) to (3), are not an exact fit to the magnetopause and bow
shock models. This can be seen in Figure 4 (especially panels c and d) of Jorgensen et al. (2019) in which
the model is overplotted on the measured boundary positions. Because the boundary model does not exactly
match the gridded boundary points from the MHD model, the fitted parameters will depend on which points
are included in the fit. It also depends on the cost function to be minimized, but we have already argued
for using the mean-absolute difference as the cost function in section 2.2. Initially, for different values of
geocentric solar magnetospheric (GSM) X , we fit the model to boundary points which are located sunward
of X . The result is the solid curves in Figure 1. Figure 1a shows fits to the magnetopause, whereas Figure 1b
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Figure 2. Location of the Solar Wind Magnetosphere Ionosphere Link Explorer spacecraft in two representative orbits
taken from a Solar Wind Magnetosphere Ionosphere Link Explorer mission-planning simulation. We selected the June
2022 orbit to maximize the movement in the X direction, and we selected the April 2022 orbit to minimize the
movement in the X direction.

shows fits to the bow shock. In each panel, the black curve is the value of r0 referenced to the right-side
axis, and the red curve 𝛼y and the blue curve 𝛼z both referenced to the left-side axis. The first thing to note
is that the variation of the values of r0 for the magnetopause and bow shock as a function of X is small, in
fact smaller than the grid spacing in the MHD simulation (about 0.1 RE). The next thing we note is that for
both the magnetopause and the bow shock, the value of 𝛼y is nearly independent of X . This happens when
the model is a good fit to the data in the XY -plane. This is in fact what we observe in Figure 4 in Jorgensen
et al. (2019). The values of 𝛼y and 𝛼z spike at X-values close to the magnetopause, but we can ignore that
behavior for two reasons: When 𝜃 is small, the position of the boundary is only weakly dependent on the
value of 𝛼; the algorithm which is used to determine the position of the magnetopause creates a small dent
at the subsolar point due to the stagnation of magnetosheath flow at that point, and this artifact may be what
the algorithm fits in that very small region.

To investigate the shape of the boundaries further, we fit for 𝛼y and 𝛼z for points located close to X (within
a 0.25 RE band centered at X). With this arrangement, having only a ring of points, we cannot constrain
r0, so we choose a nominal value which corresponds to the value obtained when fitting points near the
subsolar point only, rmp

0 = 7.90 RE and rbs
0 = 10.18 RE. The result is the dashed curves in Figure 1, where

the colors have the same meaning as before, 𝛼y in red and 𝛼z in blue. The fact that the red dashed and solid
curves are nearly identical is further confirmation that the model fits the boundaries well in the XY plane.
That the red and blue dashed curves are nearly identical at about X = −5 RE shows that the cross section
of the magnetopause and bow shock is nearly circular at that point. To further improve the model of the
boundaries, we can introduce parameterized functions for the dashed curves, particularly the curve for 𝛼z
for the magnetopause. We will not do this kind of parameterization in this paper but simply note that it
may be useful in the future, especially if the variation can be expressed in a systematic way across different
solar wind conditions. It is difficult to say how much of an improvement can be expected from a model
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Figure 3. Fit of the boundary parameters to sections of the boundaries
which fall within the field-of-view of the Solar Wind Magnetosphere
Ionosphere Link Explorer SXI camera, as a function of position in the orbit.
The times refer to the times in Figure 2. (a) and (b) are for the June 2022
orbit; (c) and (d) are for the April 2022 orbit. In each plot, (a) and (c) are for
the magnetopause, and (b) and (d) are for the bow shock. In each panel, the
black curve is the value of r0, referenced to the axis on the left; the red
curve is 𝛼y and blue 𝛼z, both referenced to the axis on the right.

except to say that the Poisson statistics of Jorgensen et al. (2019) is the
limit. Another option is to use more sophisticated models. The sophisti-
cated model by Lin et al. (2010) is an example of such. However, there
are a number of practical problems of fitting such a complicated model.
It is not obvious that it will improve the overall results. Even if the mag-
netopause model is good, it would need to be combined with a good
magnetosheath model as well. In any case, more simulations can help in
understanding how sophisticated models are required to be and that is in
fact in our future plans in preparation for the SMILE mission launch.

3.3. Satellite Orbits
The remaining steps in the paper involve simulations and fits for differ-
ent viewing geometries corresponding to different positions in an orbit.
For this, we selected two representative simulated orbits for the SMILE
mission from a orbit simulation produced as part of the SMILE mission
planning. The two orbits are shown in GSM coordinates in Figure 2 as
we expect that among the common space physics coordinate systems,
this one will organize the data the best. We use the dates of the two
simulations (June 2022 in Figure 2a and April 2022 in Figure 2b) from
the original simulation as reference, but these should not be taken liter-
ally as an expectation that the spacecraft will actually be in those orbits
on those dates. The June 2022 orbit was selected because it had a large
range of X-coordinates, whereas the April 2022 orbit was selected for hav-
ing X-coordinates which are close to zero. We selected these two orbits
because we believe that they represent two extremes of viewing geome-
try, one which is more symmetric and less likely to see orbital bias (April
2022) and one which is less symmetric and more likely to exhibit orbital
bias (June 2022).

3.4. Fitting the Boundaries as a Function of Orbital Viewing
Geometries
The next step in the analysis is to fit boundary models to just the portion
of the gridded boundary distances which are in the FOV of the SXI cam-
era at different points in its orbit. This will allow us to compare the orbital
viewing geometry effect of fitting the boundary directly with any orbital
viewing geometry effect from fitting the 2-D images. As the initial guess
for the parameters of the fit, we use some representative average values
from the fit in Figure 1, rmp

0 = 8, 𝛼mp
𝑦 = 0.5, and 𝛼

mp
z = 0.5 for the mag-

netopause and rbs
0 = 10, 𝛼bs

𝑦
= 0.8, and 𝛼bs

z = 0.8 for the bow shock. The
viewing geometry is chosen to make the camera look at the GSM coordinate (X,Y,Z) = (9.5, 0, 0) RE at all
times through a yaw rotation followed by a pitch rotation from a camera initially pointed in the GSM pos-
itive X direction with no roll (we are adopting standard flying terminology for the rotation angle with the
camera pointing level along the axis of an aircraft body).

The results of the fits are shown in Figure 3. Figures 3a and 3b are for the June 2022 orbit, while Figures 3c
and 3d are for the April 2022 orbit. Figures 3a and 3c are for the magnetopause, while Figures 3b and 3d
are for the bow shock. In each panel, the black curve is r0 referenced to the left-side axis, while the red and
blue curves are 𝛼y and 𝛼z, respectively, referenced to the right-side axis. For the most part, the location of
the subsolar point on the boundary remains almost independent of orbital position. There is a deviation of
about 0.05 RE for the magnetopause at the start of both orbits (Figure 3a, 12.6 to 12.8, and Figure 3c, 11.6
to 12.0) which are smaller than the grid size in the MHD simulation and also well within the science goal
for the SMILE missions. The deviations in r0 appear to be mirrored by deviations in 𝛼z. This effect can be
explained by the less good fit of the model in the XZ plane. Thus, different portions of the boundary may be
best fit by different sets of parameters. Near the ends of the orbits, there is also large deviation of the fitted
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Figure 4. Fit of the emissions function parameters A1, B, 𝛼, 𝛽, and A2 as a function of position in the orbit for the two
orbits while using for the boundaries the parameters previously fit in Figure 3. (a) is for the June 2022 orbit, and (b) is
for the April 2022 orbit. In each panel, the parameters in equation (4) are plotted. The solid black curve is A1, the solid
red curve is −B, and the solid blue curve is A2, all referenced to the left-side axis; the dashed red curve is 𝛼, and the
dashed blue curve is −𝛽, both referenced to the right-side axis.

parameters. This is also not surprising as the FOV of SXI will contain only relatively small portion of the
boundary at the ends of the orbits.

3.5. Fitting the 3-D Emissions Function as a Function of Orbital Viewing Geometry
The next step is to fit for the emissions parameters as a function of orbital viewing geometry. We do this
fit first by holding fixed the boundaries obtained in section 3.4 with parameters in Figure 3. Using those
to separate the regions of the emission model, equation (4), we fit for the five parameters of that model,
A1, B, 𝛼, 𝛽, and A2. We use as initial guess the parameters which were obtained by Jorgensen et al. (2019),
A1 = 3.2285 × 10−5, B = −1.79847 × 10−5, 𝛼 = 2.4908, 𝛽 = −1.64578, and A2 = 1.35885 × 10−5.

Figure 4 shows those parameters as a function of time, which is referenced to orbital position via Figure 2.
Figure 4a is for the June 2022 orbit, and Figure 4b is for the April 2022 orbit. In each panel, the solid black
curve is A1, the solid red curve is B, and the solid blue curve is A2, all referenced to the axis on the left; the
dashed red curves is 𝛼, and the dashed blue curve is 𝛽, both referenced to the axis on the right. For both
orbits, we see that in the central time interval, about 12.75 to 14.2 days for the June 2022 orbit and about
11.7 to 13.15 days for the April 2022 orbit, the parameters show much less variation than they do near the
ends of the intervals.

In the June 2022 orbit, 12.75 days corresponds to Z = 14 RE and the other coordinates small; 14.2 days
corresponds to Z = 8 RE and X = 9 RE. In the April 2022 orbit, 11.7 days corresponds to Z = 13 RE and the
other two coordinates small, and 13.15 days corresponds to Z = 11 RE and the other two coordinates smaller
though not much smaller. Recollect that at this point, we are fitting to the 3-D emissions distribution. A
satellite which is further away will cover a large region of those emissions. It appears that when the volume
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Figure 5. Fits of all 11 parameters to the 3-D emissions distribution model as a function of orbital viewing geometry of
Solar Wind Magnetosphere Ionosphere Link Explorer SXI in the June 2022 orbit. The initial guess for the fits are the
parameters for the boundary models which were previously fit in Figure 3 and the parameters for the emissions model
which were previously fit in Figure 4. (a) plots the boundary model parameters for the magnetopause. The black curve
is r0, referenced to the left-side axis; the red curve 𝛼y and the blue curve 𝛼z, both referenced to the right-side axis.
(b) plots the same parameters for the bow shock with the same color scheme as in (a). (c) plots the emissions model
parameters in equation (4). A1 (solid black), −B (solid red), and A2 (solid blue) are referenced to the left-side axis. 𝛼
(dashed red) and 𝛽 (dashed blue) are referenced to the right-side axis.

included in the fit is large, the fit is well-constrained, whereas when it is small or covers only a portion of
the dayside magnetosheath and boundaries, the fit is not well-constrained.

3.6. Fitting the Complete Model as a Function of Orbital Viewing Geometry
This is the final step in obtaining what we consider to be best-fit or near-best-fit parame-
ters of the combined model of emissions and two boundaries to the 3-D emissions distribu-
tion according to the mean-absolute-deviation cost function. Here we fit for all 11 parameters,
rmp

0 , 𝛼
mp
𝑦 , 𝛼

mp
z , rbs

0 , 𝛼bs
𝑦
, 𝛼bs

z , A1, B, 𝛼, 𝛽, and A2, of the full 3-D model. The initial guesses for the parameters
will be those fit in Figure 3 for the boundary model parameters, rmp

0 , 𝛼
mp
𝑦 , 𝛼

mp
z , rbs

0 , 𝛼bs
𝑦

, and 𝛼bs
z , and those fit

in Figure 4 for the emissions model parameters, A1, B, 𝛼, 𝛽, and A2. The results of this fitting are shown in
Figure 5 for the June 2022 orbit and in Figure 6 for the April 2022 orbit.

What we immediately notice about Figures 5 and 6 is that the curves of fitted parameters are not as smooth
as those of previous figures, for example, Figures 3 and 4, but exhibit what we might described as noise. We
believe this noise is related to the downhill simplex fitting algorithm finding false minima which are near
the optimum fits for the boundary model parameters and brightness model parameters separately.

As with the previous fits, there are times/orbital positions where the fitted parameters show excursions, and
those are nearly the same times as in the previous fits, 12.6 to 12.9 for the June 2022 orbit and 11.6 to 12.0
for the April 2022 orbit. For both orbits, there is also a time interval at the end of the descending portion
of the orbit where the fit shows excursions, that is, after 14.2 for the June 2022 orbit and after 13.1 for the
April 2022 orbit. In the interval of 12.9 to 14.2 for the June 2022 orbit as well as 12.0 to 13.1 for the April
2022 orbit, the fitted parameters are approximately constant. They are also similar to those previously fit
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Figure 6. Fits of all 11 parameters to the 3-D emission distribution as a function of orbital viewing geometry of Solar
Wind Magnetosphere Ionosphere Link Explorer SXI in the April 2022 orbit. The figure layout is identical to that of
Figure 5.

separately for the boundaries and the emissions although there are some differences. Table 1 summarizes
average values obtained by visual inspection of the plots. Most parameters agree well between the separate
fit and the combined fit, as well as between the June 2022 orbit and the April 2022 orbit. However, two
parameters, rmp

0 and rbs
0 , are smaller by about 0.1 RE in the combined fit compared to the separate fit. This

difference is within the accuracy requirement of the SMILE mission. The likely source of the difference is the
difference in the way the boundaries are defined in each case. When fitting the boundary points directly, we
use boundary points which are determined from plasma flow analysis. When fitting the combined model,
the boundary is defined by X-ray emissions. It is not inconceivable that the two definitions could result in
boundaries located at slightly different locations and still comparable to the grid size in the MHD simulation.

We have examined the time periods with bad fits, before 12.9 and after 14.1 for the June 2022 orbit and before
12.0 and after 13.1 for the April 2022 orbit. The fits which do not produce good parameters are ones in which
the SMILE SXI FOV does not cover a significant portion of the dayside magnetopause/magnetosheath/bow
shock. When only a small region is in the FOV, the fitted parameters can be far away from the nominal
parameters. During the times when the SMILE SXI views a larger region, the parameters are much closer
to the nominal parameters and are nearly independent of viewing geometry.

3.7. Fitting the Images as a Function of Orbital Viewing Geometry
In the above sections, we followed a careful process which, we believe, resulted in the best fit of the combined
11-parameter model to the 3-D MHD data which is contained in the FOV of the SMILE SXI camera. We
found that for the portions of the orbit where the camera has a wide view of the dayside magnetopause,
magnetosheath, and bow shock, the parameters fit to the 3-D MHD data are not very sensitive to the orbital
viewing geometry. We also found that the fitted parameters of the combined 11-parameter model are similar
to the parameters of the boundary models fit to the magnetopause grid points and the bow shock grid points,
with some notable offsets; in the combined fit, the location of the subsolar point on the magnetopause is
approximately 0.1 RE closer to the Earth than when fitting to the boundary points.
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Table 1
Summary of Average Values of Fitted Parameters Obtained by Visual Inspection of
the Plots

June 2022 April 2022
Parameter Separate Combined Separate Combined
rmp

0 7.9 7.78 7.9 7.78

𝛼
mp
𝑦 0.7 0.75 0.7 0.7

𝛼
mp
z 0.05 0.1 0.0 0.0

rbs
0 10.15 10.08 10.17 10.08

𝛼bs
𝑦 0.8 0.85 0.9 0.9

𝛼bs
z 0.6 0.6 0.6 0.55

A1 3.2 × 10−5 3.2 × 10−5 3.2 × 10−5 3.2 × 10−5

B −1.5 × 10−5 −1.2 × 10−5 −1.2 × 10−5 −1.1 × 10−5

𝛼 2.5 2.5 2.5 2.4
𝛽 1.6 1.5 1.5 1.4
A2 1.3 × 10−5 1.3 × 10−5 1.3 × 10−5 1.3 × 10−5

Note. The first column contains the parameter name, the second the value
obtained for the June 2022 orbit by separate fitting of boundary and emissions,
the third the value obtained by combined fitting. The fourth and fifth columns
correspond to the second and third but for the April 2022 orbit.

Now that we have, after some effort, obtained the best-fit, or near-best-fit, parameters for the full model to
the 3-D emissions, it is time to fit the images and determine how well the parameters from the 2-D image
fits compare with the results of the best-fit model. At each point in the orbit, we simulate images from the
X-ray emissions derived from the 3-D MHD model. The procedure for doing this is thoroughly described
by Jorgensen et al. (2019) in their section 2.3. We then fit for the parameters of the analytical model by
minimizing the difference between the image generated from the 3-D emissions from the MHD model and
the image generated from the analytical model, equation (4), using equation (1) for each of the two bound-
aries. It is similar to the combined model fit in the previous section except that we compare the images
instead of the 3-D emissions distribution. The cost function is still the mean-absolute difference, this time the
mean-absolute difference of pixel values. For this fit, we find that the initial guess is particularly important
for the minimum point reached. By using best-fit parameters from Figures 5 and 6, we have some confidence
that the minimum arrived at is the global minimum, but we will test that in one example later.

Figures 7 and 8 show the results for the June 2022 and April 2022 orbits, respectively. The most interesting
parameters are those for the boundaries so in the interest of brevity we show only those. Figures 7a and 8a
are for the magnetopause, and Figures 7b and 8b are for the bow shock. In each panel, the dashed curves
represent the initial guesses for the fit, taken from Figures 5 and 6. The black curves are for r0, referenced to
the left-hand axis; the red curves are for 𝛼y and the blue curves for 𝛼z, both referenced to the right-hand axis.

To a certain extent, the solid curves (the fit to the 2-D images) agree with the dashed curves (the care-
fully arrived at best-fit to the 3-D emissions distribution). We note that differences between the two sets of
curves appear larger at the beginning of the intervals, before about 12.85 days in the June 2022 orbit and
before about 11.85 days in the April 2022 orbit. These intervals have particularly poor image coverage of the
emissions distribution, so we do not expect a good fit.

First, we examine the magnetopause parameters for the June 2022 orbit, in Figure 7a. 𝛼y obtained from
the images (red solid) is in very close agreement with the value obtained from the 3-D emissions distri-
bution, except at the ends of the orbit. 𝛼z is also in good agreement between image and 3-D emissions
distribution although the value derived from the images is biased a little higher, perhaps 0.05 to 0.1. For the
magnetopause position, r0, the trend is very similar although there is an offset between the values with the
image-derived value larger, perhaps by 0.15 RE. Notice that this puts the image-derived value for r0 in bet-
ter agreement with the value derived from fitting directly to the boundary points. We believe this change
is again a function of the changing definition of the boundary between the boundary detection, the X-ray
emissions in the 3-D distribution, and the boundary in the images.
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Figure 7. Fit of all 11 parameters to 2-D images, using the previous fits, from Figure 5 as initial guess, for the June
2022 orbit.

Next let us look at the magnetopause for the April 2022 orbit, in Figure 8a. We see a very similar result to the
June 2022 event with some notable differences. 𝛼y is in good agreement between the fit to the 3-D emissions
and the fit to the 2-D images. 𝛼z shows only a small bias and for the April 2022 orbit toward smaller values.
𝛼z also shows several negative outliers, for example, near 11.8, 11.9, 12.0, and 12.4, and each of those are
accompanied by a positive outlier in r0. Aside from these outliers, r0 behaves in a very similar way to the
June 2022 event in terms of the positive offset of about 0.15 which puts it in better agreement with the value
derived directly from fitting the boundary points.

For the bow shock, r0 is in good agreement for both the April 2022 and the June 2022 orbits (black curves
in Figures 7b and 8b) although there are several positive outliers in r0 for the April 2022 orbit. For the case
of 𝛼y for June 2022, the value obtained from the fits to the 2-D images is mostly in good agreement with the
values from the fits to the 3-D emissions, even as the values from the fits to the 3-D emissions show some
variation with time. For the April 2022 orbit, the situation is different; there appears to be an offset of size
0.1 for the majority of the orbit, with the value for the image fit being smaller than the value for the 3-D
distribution fit. For 𝛼z, there are also differences between the two orbits. For the April 2022 orbit, the values
from the image fits are mostly close to the values from the fits to the 3-D distribution, except for several
negative outliers which correspond with the positive outliers in r0. They also correspond with the outliers
in the magnetopause parameters.

4. Discussion
Reviewing the results from section 3.7, we find that for the most part, the agreement is good between param-
eters obtained from the 2-D images fits and parameters obtained from the 3-D emissions fits. The differences
between the two are comparable to the size of the grid in the 3-D MHD model. There are systematic dif-
ferences in the location of the magnetopause between fits to the 3-D emissions and fits to the 2-D images
which are similar to the size of the 3-D MHD model grid. We can speculate that the differences can be related
to differences in how the boundaries are defined. The boundary is defined in terms of flux for the gridded
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Figure 8. Fit of all 11 parameters to 2-D images, using the previous fits, from Figure 6 as initial guess, for the April
2022 orbit.

boundary points, and the emissions are set to zero inside of the magnetopause boundary. However, we also
know that this boundary does not exactly match the boundary seen in the emissions and that there can be
a difference of one or two grid cells between where the emissions drop and where the boundary is detected
by the flux method. This can be seen in some of the figures presented by Jorgensen et al. (2019). The result
can be a shift of the boundary by a small amount, of the order of the grid spacing.

Despite the few outliers, we find that for the most part, the parameters which are the best fit to the 3-D
distribution appears to also be the best fit to the 2-D image and not vary much with orbital viewing geometry.
This is exactly what we hoped for.

In consideration of the few outliers, it is worth exploring the cost-function landscape for false minima in the
vicinity of the best-fit parameters from Figures 5 and 6. It is not straightforward to map out the cost-function
landscape to any level of detail, even for a single image or satellite position. If we want simply 10 evaluations
along each dimension of the cost-function landscape, we must evaluate the cost function some 1011 times. By
comparison, a simplex downhill climb fit typically requires a few thousand evaluations of the cost function
for this problem before it finds a minimum.

Instead of mapping out the search space, we attempt to get an overview of it by carrying out many fits from
different initial guesses for a single image, corresponding to day 12.14 in the April 2022 orbit. We chose 100
guesses by selecting an independent Gaussian randomly distributed value for each of the 11 parameters.
They are as follows: the mean value plus or minus the standard deviation, A1 = 3.2 × 10−5 ± 0.5 × 10−5, B =
−1.8 × 10−5 ± 0.5 × 10−5, 𝛼 = 2.5 ± 1, 𝛽 = −1.6 ± 0.5, A2 = 1.35 × 10−5 ± 0.5 × 10−5, rmp

0 = 8 ± 1, 𝛼mp
𝑦 =

0.7 ± 0.3, 𝛼mp
z = 0.1 ± 0.3, rbs

0 = 10 ± 1, 𝛼bs
𝑦

= 0.8 ± 0.3, and 𝛼bs
z = 0.6 ± 0.3.

We present the results in two different ways. To visualize the 11-dimensional space of parameters, we show
several projections onto two-dimensional planes in Figure 9. In each panel, the two axes are two of the
parameters. The panels contain straight lines between the final fitted value (the end of the line with a dot)
and the initial guess (the end of the line without a dot). The color of the line and dot is a function of the
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Figure 9. Each panel is a projection onto a plane as follows: onto the (a) rBS
0 versus rMP

0 plane, (b) 𝛼MP
z versus 𝛼MP

𝑦

plane, (c) 𝛼BS
z versus 𝛼BS

𝑦 plane, (d) 𝛽 vs 𝛼 plane, (e) B versus A1 plane, (f) A2 vs A1 plane. This suggests that there are
many false minima.

depth of the minimum. The red dots are the 10% deepest minima, the green the next 10% deepest minima,
blue the next 10% deepest, and black the remaining, the 70% shallowest minima.

In Figure 9a, we see a narrow distribution of the 10% deepest minima in rmp
0 and a somewhat less narrow

distribution of those points in rbs
0 . In Figure 9f, we can see that most points fall close to the best-fit value

for A2 and the points with the deepest minima are also close to the best-fit value for A1. It is perhaps not
surprising that A2 is easier to fit as the emission sunward exactly follows the functional form of equation (4)
with parameter A2 and does not mix with other parameters in that region. The only possibility for getting
the wrong value for A2 is if the bow shock is in the wrong location forcing a fit to values which do not follow
the function.

In Figure 10, we plot the normalized depth of the minimum as a function of the normalized distance from the
best-fit minimum. The normalized depth of minimum is the minimum cost-function value divided by the
best-fit minimum. The normalized distance from the best-fit minimum is found by taking the normalized
distance along each axis and adding those in quadrature, taking the square root, and dividing by

√
11. The
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Figure 10. Plot of normalized depth of minimum versus normalized distance from presumed optimal fit. This plot
suggests that the procedure we used to find initial guesses works well and that there is a well-defined global minimum.

normalized distance along one axis is the distance from the best-fit value along that axis divided by the
standard deviation along that axis. With this distance measure, we expect the average and median distance
of points to be approximately one. If the best-fit minimum is indeed the best-fit, we expect all normalized
minima to be greater than one. We also find that to be true. We also find an increasing minimum value with
increasing distance from the best-fit minimum. We conclude that we have in all likelihood found the best
fit through our procedure.

Because the cost-function landscape is complicated, it is worth looking for simplifications. One to consider
is based on the soft degeneracy between 𝛼z and r0. 𝛼z and 𝛼y determine the curvature of the boundaries, but
because SMILE SXI views only a small section of each boundary near the subsolar point and as such choosing
nominal values for each, based on measured solar wind conditions, may simplify the fitting problem. This
and the design of the fitting algorithm are things which should be considered as these results move toward
operational tools to be used for data analysis during the SMILE mission.

5. Conclusion
We have worked through a careful analysis to determine the best-fit parameters for the model previously
presented by Jorgensen et al. (2019) to 3-D X-ray emissions distribution derived from a MHD model. We
fit the model to the 3-D emissions point which fall within the FOV of the SMILE SXI camera for different
orbital viewing geometries. We found that the fitted model parameters do not vary much with the viewing
geometry except when the FOV misses essential elements such as the subsolar point of the magnetopause
and bow shock.

We then used these fits as the initial guess in fitting the same model to 2-D images of the X-ray emissions.
We found that for the most part, the fits to the 2-D images are able to determine the model parameters and
that those agree well with previous fitted parameters and do not show orbital bias.

We also carried out an experiment with one orbital viewing geometry to look at the prevalence of false
minima and whether it is possible to find deeper minima than the ones we determine by the process we
developed. We found that there are many local minima but that none were as deep as that determined by
the process.

We believe the likelihood of fitting a false minimum can be reduced by using a better fitting algorithm than
the simplex method we used or by reducing the dimensionality of the problem, for example, by fixing 𝛼z
and 𝛼y.
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