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Abstract

This paper proposes a simple anti-windup mechanism for a model reference adaptive
control scheme subject to saturation constraints. The anti-windup compensator has, in
essence, the same structure as positiveµ modification for the same class of systems. It
is shown how this structure can, under certain circumstances, display characteristics sim-
ilar to anti-windup schemes proposed for linear control systems. In particular, it is shown
that if the (unknown) ideal control signal eventually lies within the control constraints, then
the response of the adaptive control system will converge tothat of the reference system
- provided certain conditions are satisfied. The paper illustrates the challenge of designing
anti-windup compensators for model-reference adaptive control systems.
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1 Introduction

Model reference adaptive controllers (MRAC) are well knownin the adaptive con-
trol community [10,2] and are an appealing way to design adaptive control systems.
The central idea is to use the error between the state-vectorof the model system and
that of the real system to govern adaptation of the controller gains. The field has
become reinvigorated recently thanks to reports of the efficacy of MRAC-type con-
trollers on real systems - see for example [31,4,1,21,24] and references therein.
Unfortunately, as with most control systems, MRAC systems are vulnerable to the
effects on input saturation and, in fact, adaptive systems appear to be especially
sensitive to saturation because the nonlinearity not only causes traditional wind-up
effects, described in the books [9,7,32,25], but also corrupts the manner in which
the controller parameters are updated [2] - delivering a “double whammy” to the
adaptive controller.

Researchers have long been aware of the sensitivity of adaptive controllers to in-
put saturation and many papers have appeared on the topic see[33,22,15,14,29,27]
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and references therein for more detail. Most of these paperspropose approaches to
reducing saturation problems in adaptive systems which do not follow a traditional
anti-windup structure which has long been used in linear control systems. The ad-
vantage to the traditional anti-windup approach is the well-defined, two-part struc-
ture: the main (baseline) controller is solely responsiblefor stabilisation and perfor-
mance when saturation does not occur; in the event of saturation an additional ele-
ment (the anti-windup compensator) then becomes active to deliver improved per-
formance and enhanced stability properties. The anti-windup compensator remains
inactive unless saturation occurs and, once saturation is over, allows a “graceful
recovery” of the un-saturated behaviour [18,26,30]. The design of the anti-windup
compensator iscompletely separatefrom that of the baseline controller.

The anti-windup approach has not been pursued as much in the world of adaptive
control because, as this paper illustrates, it can be difficult to demonstratebonafide
anti-windup-like properties for adaptive control systems. There are exceptions of
course and we refer the reader to the work by [13] which reports an adaptive con-
trol scheme for indirect adaptive controllers, the so-called pseudo-hedging tech-
nique described in [12] and elsewhere, and the technique given in [17]. In addition,
a recent paper reports the development of a so-called model-reference anti-windup
(MRAW) scheme for MRAC controllers but the architecture of this scheme is com-
plicated and the properties this scheme bestows upon the closed-loop is difficult to
discern. In fact, for linear systems the development of a MRAW scheme requires
one to have a reasonably good ([28]) model of the plant; in MRAC this model
is assumed to be unknown so the generalisation of this to MRACschemes is not
straightforward.

This paper proposes an anti-windup scheme for MRAC schemes and, unlike many
adaptive schemes addressing input saturation, attempts tokeep the architecture of
the scheme as simple as possible. The only extra dynamics introduced to the sys-
tem is an additional controller gain to be adapted when inputsaturation occurs.
In fact, one can see that the architecture of the anti-windupscheme is, in essence,
the same as the “positiveµ modification” proposed recently [19] and generalising
earlier work [15]. However, using ideas from anti-windup compensation (in partic-
ular those introduced in [26] - see also [32,5]) it can be proved that the scheme,
under certain circumstances, allows statements about the recovery of un-saturated
behaviour to be made. Note in [19] it was proved that the errorbetween the ideal
model state and the plant state wasboundedprovided the reference and initial state
satisfied certain bounds. Here, it will be proved that, undercertain assumptions, the
error between the ideal model state and the plant state willconvergeprovided that,
roughly speaking, the ideal control signal is within the control bounds in steady
state. This property is much more aligned with the spirit of traditional anti-windup
compensation.
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1.1 Notation

Notation is standard throughout. A positive (negative) definite matrixM is denoted
M > 0 (< 0). The scalar saturation functionsatū(.) : R 7→ [−ū, ū] is defined as

satū(u) = sign(u)min{|u|, ū} ū > 0 (1)

The scalar deadzone functionDzū(.) : R 7→ R is defined as

Dzū(u) = sign(u)max{0, |u| − ū} ū > 0 (2)

The saturation and deadzone functions satisfy the identity

satū(u) + Dzū(u) = u (3)

Note that both functions are globally Lipschitz with a Lipschitz constant of unity,
meaning that

‖φ(x1 + x2)− φ(x1)‖ ≤ ‖x2‖ ∀x1, x2 ∈ R (4)

whereφ(.) is either the saturation or the deadzone function.

A signalx(t) is said to belong the Lebesgue spaceL2 if its L2 norm is finite, i.e.

‖x‖2 :=
(∫ ∞

0

‖x(t)‖2dt
) 1

2

< ∞ (5)

Similarly a signal is said to belong to the Lebesgue spaceL∞ if its L∞ norm is
finite, i.e.

‖x‖∞ := sup
t≥0

max
i

|xi(t)| < ∞

2 Preliminary results

Several results will be used in the proof of the main results.Most of these are
standard results in nonlinear control [16], but there are two particular results which
are introduced below.

Lemma 1 Consider the deadzone nonlinearity (2) and letk(t) be some continuous
scalar function such thatk(t) ∈ [0, k̄] for all t ≥ 0 and somēk > 0. Then we have

‖Dzū[k(t)u]‖ ≤ ‖Dzū[k̄u]‖ ∀u ∈ R (6)

Proof: The proof proceeds on a case by case basis:

3



(i) |k(t)u| < ū. In this case
‖Dzū[k(t)u]‖ = 0

so if either|k̄u| < ū or |k̄u| ≥ ū, the inequality in the theorem follows.
(ii) |k(t)u| ≥ ū. In this case

‖Dzū[k(t)u]‖ = ‖k(t)u‖ − ū (7)
≤ ‖k̄u‖ − ū (8)
= ‖Dzū[k̄u]‖ (9)

which is exactly the inequality in the lemma. �

The results in this paper will be developed for plants of the form below

ẋ = Ax+Bλsat(u) (10)

whereA ∈ R
n×n, B ∈ R

n andλ is a positive scalar. The following straightforward
lemma will be used to derive the main results.

Lemma 2 Consider the plant dynamics (10). IfA is Hurwitz, then the statex(t) is
bounded for allu(t) ∈ R.

Proof: The proof is similar to the first part of the proof of Theorem 1 in [19]. Let
PA solve the Lyapunov equation

A′PA + PAA = −QA < 0

Let V (x) = x′PAx and differentiate it along the trajectories of (10). This yields

V̇ (x) = −x′QAx+ 2x′
aPAλBsat(u) (11)

≤ −λmin(QA)‖x‖
2 + 2λ‖x‖‖PAB‖ū (12)

≤ −‖x‖(λmin(QA)‖x‖ − 2λ‖PAB‖ū) (13)

It can then be proved thatx(t) will converge to a ball surrounding the origin by
application of Lemma 5.1 of [16]: the state is ultimately bounded. �

In the next section, the concept of well-posedness is important. A feedback system
is said to be well-posed if unique solutions exist to the feedback equations. Well-
posedness issues often arise when the output equation of onefeedback element
has the implicit formy = f(y, x). If there exists a uniquey solving this implicit
equation, well-posedness can often be inferred.

Remark 1: Even in the case thatA, B andλ are perfectly known, the analysis
of the system (10) is not trivial. There is much discussion inthe literature on the
conditions under which, for a givenu = Fx, the system (10) is stable - see [20] for
a good overview. �
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3 Main results

Consider again the plant in equation (10). The following assumption is made through-
out the paper. This assumption is restrictive but compatible with that made in [19].

Assumption 3 A is Hurwitz but unknown;B is perfectly known; andλ is unknown
but positive.

The reference model is given by the dynamics

ẋr = Amxr +Bmr (14)

In order for the reference model to be compatible with the plant the following
assumption is made

Assumption 4 There exist a matrixK∗
x ∈ R

1×m and a scalarK∗
r such that

Am = A+BλK∗
x Bm = BλK∗

R (15)

Note that only the existence ofK∗
x andK∗

r is required; they are typically not known
a priori. Assumption 4 is restrictive and is well known to limit the applicability of
MRAC to plants with a very particular structure. Again, it iscompatible with that
made in [19]. In the absence of saturation, that is ifsat(u(t)) ≡ u(t) in equation
(10), it is well known (see for example [10,19]) that the adaptive control law







u = K̂ ′
xx+ K̂ ′

rr

˙̂
Kx = −Γxx(e

′PB) Γx > 0

˙̂
Kr = −Γrr(e

′PB) Γr > 0

(16)

ensures convergence of the errore(t) := x(t)−xr(t) and boundedness of the gains
K̂x(t) andK̂r(t) whereP > 0 is the solution to the Lyapunov equation

A′
mP + PAm = −Q < 0 (17)

Unfortunately in the presence of input saturation, when thecontrol law (16) is ap-
plied the plant (10), error convergence is not guaranteed. Instead, the following
control law, which has a natural anti-windup structure, is proposed:







u = K̂ ′
xx+ K̂ ′

rr − µ(x, xm)Dz(u)

˙̂
Kx = −Γxx(e

′PB) Γx > 0

˙̂
Kr = −Γrr(e

′PB) Γr > 0

˙̂
Ku = −Γu(1 + µ(x, xm))Dz(u)(e′PB) Γu > 0

(18)
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where the error now is formed between the plant state and a modified reference
model:e(t) = x(t)− xm(t) where

ẋm = Amxm +Bmr − B(1 + µ(x, xm))K̂
′
uDz(u) (19)

This control structure, initially, appears to be differentto the scheme proposed in
[19], but it is essentially the same with “anti-windup” notation. The attractive fea-
ture of the control system (18)-(19) when written in the above form is that a classic
anti-windup structure may be observed: in the absence of saturation i.e.Dz(u) ≡ 0,
the original unsaturated control law (16) is recovered; also the “anti-windup” terms
in the control law and the reference model are only activatedonce saturation occurs
i.e.Dz(u) 6= 0. The aim of the remainder of the section is to prove that the inter-
connection of the plant (10) with the controller (18)-(19) ensures the plant state,
approaches the ideal model state (14) provided some additional conditions are sat-
isfied. The functionµ(., .) : Rn × R

n 7→ R is a static anti-windup term, similar to
that found in static linear anti-windup schemes. In [19], this term was chosen as a
constant scalarµ(x, xm) = µ and, as demonstrated in [19], it can be tuned to bestow
good performance upon the system. The extra adaptive termK̂ ′

u(t) in the reference
model state equation is present to alter the evolution of thereference model during
saturation; it gives information about saturation to the reference model and is cru-
cial for proving convergence in the results given later. Figure 1 shows a schematic
of the the proposed scheme.

LAW
ADAPTIVE PLANT

u+

+ +
−

+ −

−+
MODEL x

xm

r

µ(., .)

µ(., .)

sat(.)

K̂ ′
x

K̂ ′
r

Fig. 1. Schematic of modified adaptive anti-windup scheme described by equation (18).
The model is described by equation (19).

The first result is a stepping stone to the main result.

Proposition 5 Consider the interconnection of the plant (10), the controller (18)
and the dynamics (19) and let Assumptions 3 and 4 be satisfied.Assume further
thatµ(x, xm) is such that the interconnection is well-posed,r ∈ L∞ and that there
exists aK∗

u = λ. Then the signalse = x − xm, K̂x, K̂r and K̂u are all bounded
and furthermorelimt→∞ e(t) = 0.
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Proof: For simplicity in notation, the arguments ofµ(x, xm) are suppressed.

ė = Ax+Bλsat(u)− Amxm − Bmr +BK̂ ′
u(1 + µ)Dz(u) (20)

= Ax+Bλsat(u)− Amxm − Bmr +BK∗
u(1 + µ)Dz(u) +B(1 + µ)(K̂ ′

u −K∗
u)Dz(u)

(21)

Defining∆K ′
u := K̂ ′

u −K∗
u, then gives

ė = Ax+Bλsat(u)− Amxm − Bmr +BK∗
u(1 + µ)Dz(u) +B∆K ′

u(1 + µ)Dz(u)
(22)

= Ax+Bλu− BλDz(u)− Amxm − Bmr +BK∗
u(1 + µ)Dz(u) +B∆K ′

u(1 + µ)Dz(u)
(23)

= Ax+Bλu− Amxm − Bmr +BλµDz(u) +B∆K ′
u(1 + µ)Dz(u) (24)

where the identity (3) has been used, along with the assumption that there exists a
K∗

u = λ. From the expression foru in (18) it follows that

ė =Ax+BλK̂ ′
xx+BλK̂ ′

rr − Amxm − Bmr +B∆K ′
u(1 + µ)Dz(u) (25)

Adding and subtractingBλ(K∗
xx+K∗

r r), then gives

ė = (A +BλK∗
x)x+BλK∗

r r +Bλ∆K ′
xx+Bλ∆K ′

rr − Amxm −Bmr +B∆K ′
u(1 + µ)Dz(u)

(26)

= Ame +Bλ∆K ′
xx+Bλ∆K ′

rr +B∆K ′
u(1 + µ)Dz(u) (27)

where∆K ′
x := K̂ ′

x − K∗
x, ∆K ′

r := K̂ ′
r − K∗

r and Assumption 4 has been used.
Next, choose the Lyapunov function

V = e′Pe+ λ∆K ′
xΓ

−1

x ∆Kx + λ∆K ′
rΓr∆Kr +∆K ′

uΓu∆Ku (28)

After using the adaptive updates from equation (18) and equation (27), the time
derivative of the Lyapunov function (28) is given by

V̇ = e′(PAm + A′
mP )e = −e′Qe (29)

From this it follows thate, ∆Kx,∆Kr and∆Ku are bounded and then thatK̂x, K̂r

andK̂u are also bounded. To prove convergence ofe(t) Barbalat’s Lemma needs
to be applied and to do thiṡV needs to be proven uniformly continuous. First note
that the control signal is given by

u = K̂ ′
xx+ K̂ ′

rr − µDz(u) (30)

Writing Dz(u) = σ(u)u whereσ(.) : R 7→ [0, 1) then allows us to re-write this as

u = κ(u)[K̂ ′
xx+ K̂ ′

rr] (31)
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whereκ(u) = (1+σ(u)µ)−1. Because the system is assumed to be well-posed,κ(u)
exists and is unique for allu ∈ R. Therefore,u will be bounded ifx bounded, aŝKx

andK̂r are bounded as proved above andr is bounded by assumption. However,
by Assumption 3,A is Hurwitz, so from Lemma 2,x is bounded.

Therefore, referring to the equation (27), it follows thatė ∈ L∞ since all terms on
the right hand side are bounded. Next note that

V̈ = −e′Qė

which impliesV̇ is uniformly continuous and thus thatV (t) converges to zero by
Barbalat’s lemma. This then implies thate(t) converges asymptotically sinceQ is
positive definite. �

Remark 2: Convergence of the error depends on the system being well-posed and
henceµ(x, xm) being chosen such thatκ(u) exists and is unique. This will be the
case if, for exampleµ is simply a scalar such thatµ > −1. �

Proposition 5 does not imply convergence toidealbehaviour: it simply says that the
error between the plant statex(t) will converge to the state of the model (19). Note
that the model (19) isnot the ideal model; it has been modified by the anti-windup
termBK̂ ′

u(1 + µ(x))Dz(u). In fact we would like to prove that

lim
t→∞

em(t) = 0 whereem = xm − xr (32)

If equation (32) holds,em converges to zero, which impliesxm converges toxr,
which is the state of the ideal model (14). Proposition 5 has already proved that
thatx converges toxm, so equation (32) then implies thatx will converge toxr.
The following result establishes conditions under which this convergence can occur.
This is a natural generalisation of the “graceful return to linear behaviour” sought
in anti-windup compensation for linear control systems [18].

Proposition 6 Consider the interconnection of the plant (10) and the controller
(18)-(19) and let Assumptions 3 and 4 be satisfied. Assume that µ(x, xm) is such
that the interconnection is well-posed and also thatµ(x, xm) ∈ [0, µ̄] for all x, xm ∈
R

n and somēµ > 0. Also assumer ∈ L∞ and that there exists aK∗
u = λ. Then

limt→∞ em(t) = 0 if the following conditions are also satisfied:

(1) Dz(u∗) ∈ L2

(2) ∆u ∈ L2

whereu∗ := K∗
xx(t)+K∗

r r(t) and∆u := ∆Kx(t)
′x(t)+∆Kr(t)

′r(t), and∆K ′
x(t)

and∆Kr(t) are as defined earlier.

Proof: Fromem = xm − xr we have that

ėm = Ame− B(1 + µ)K̂ ′
uDz(u) (33)

Now, from equation (31) we have
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u = κ(u)




K∗

xx+K∗
r r

︸ ︷︷ ︸

=u∗

+∆K ′
xx+∆K ′

rr
︸ ︷︷ ︸

=∆u




 (34)

By the well-posedness assumption such au exists and is unique. Furthermore, be-
causeµ(x, xm) ≥ 0, then‖κ(u)‖ ≤ 1. Using this expression foru in (33), gives

ėm = Ame− B(1 + µ)K̂uDz[κ(u)(u∗ +∆u)] (35)

= Ame− B(1 + µ)K̂u(Dz[κ(u)(u∗ +∆u)]−Dz[κ(u)u∗])

− B(1 + µ)K̂uDz[κ(u)u∗] (36)

Next, forming a Lyapunov functionVe(em) = e′mPem, we obtain

V̇e(em) = e′mQem − 2e′mPBK̂u(1 + µ)(Dz[κ(u)(u∗ +∆u)]− Dz[κ(u)u∗])

− 2e′mPBK̂u(1 + µ)Dz[κ(u)u∗] (37)

≤ −e′mQem + 2‖em‖‖PB‖‖K̂u‖(1 + µ̄)‖∆u‖+ 2‖em‖‖PB‖‖K̂u‖(1 + µ̄)‖Dz[κ(u)u∗]‖
(38)

where in the inequality we have used the Lipschitz property of the deadzone men-
tioned in Section 1.1. Proposition 5 implies that thatK̂u is bounded, viz‖K̂u(t)‖ ≤
cu for all t ≥ 0 and somecu > 0. Therefore we have

V̇e(em) ≤ −e′mQem + 2‖em‖‖PB‖cu(1 + µ̄)‖∆u‖+ 2‖em‖‖PB‖cu(1 + µ̄)‖Dz(κ(u)u∗)‖
(39)

Next, because that‖κ(u)‖ ≤ 1, Lemma 1 then can be applied to obtain

V̇e(em) ≤− e′mQem + 2‖em‖‖PB‖cu(1 + µ̄)‖∆u‖+ 2‖em‖‖PB‖cu(1 + µ̄)‖Dz(u∗)‖
(40)

The Comparison Principle (section 5.4 in [16]) can now be applied to inequality
(40) to prove convergence ofem if (i) ∆u ∈ L2, and (ii) Dz(u∗) ∈ L2: exactly
those conditions given in the proposition. ��

Remark 3: Proposition 6, roughly speaking, requires,u∗ (the “ideal control sig-
nal”) to eventually fall below the saturation limits i.e.limt→0 |u

∗(t)| < ū, which is
a similar condition to that assumed in the case of linear anti-windup schemes: the
nominal linear control law should eventually lie within thesaturation constraints.
The additional assumption requires∆u also should decay to zero - this will be the
case if∆Kx and∆Kr converge to zero. Note that the Lyapunov analysis of Propo-
sition 5 only guarantees these gains are bounded, they do notnecessarily converge;
hence the extra assumptions in Proposition 6 �

The conditions in the above proposition are quite strong: they require the adaptive
gains to converge to the ideal gainsK∗

x, K∗
r , which is not only not guaranteed, but
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probably unlikely to be the case. Instead assume that the adaptive gains have steady
state values

lim
t→∞

K̂x(t) :=Kx,ss (41)

lim
t→∞

K̂r(t) :=Kr,ss (42)

which then means that∆Kx and∆Kr will converge to steady state values (probably
different from zero) which are defined as

lim
t→∞

∆Kx(t) :=∆Kx,ss (43)

lim
t→∞

∆Kr(t) :=∆Kr,ss (44)

These can be used to then define

∆uss(t) := ∆K̂x,ssx(t) + ∆K̂r,ssr(t) (45)

and from there, the control law can be re-written as

u = κ(u)[u∗ +∆uss +∆u−∆uss]

Then via a similar argument to that of the proof in Proposition 6, we can state the
following result:

Proposition 7 Consider the interconnection of the plant (10) and the controller
(18)-(19) and let Assumptions 3 and 4 be satisfied. Assume that µ(x, xm) is such
that the interconnection is well-posed and also thatµ(x, xm) ∈ [0, µ̄] for all x, xm ∈
R

n and somēµ > 0. Also assumer ∈ L∞ and that there exists aK∗
u = λ. Then

limt→∞ em(t) = 0 if the following conditions are also satisfied:

(1) Dz(u∗ +∆uss) ∈ L2

(2) ∆u−∆uss ∈ L2

whereu∗ and∆u are defined in Proposition 6 and∆uss(t) is defined in equation
(45).

Proposition 7 is similar to Proposition 6 but the conditionsare more practical. Con-
dition (i) on the ideal control law now no longer requireslimt→∞ |u∗(t)| < ū, but
instead requires the ideal control lawplus some perturbationto fall below the sat-
uration limits i.e.

lim
t→∞

|u∗(t) + ∆uss(t)| < ū (46)

This may be seen as a stronger requirement than in Proposition 6, but it leads to a
weaker second condition: now only∆u−∆uss is required to converge inL2 which
is, essentially, equivalent to requiring thatK̂x andK̂r converge tosteady state val-
ues, K̂x,ss andK̂r,ss respectively,not their idealvaluesK∗

x andK∗
r .

Remark 4: The results in this paper have been proved under Assumption 3which
requiredA to be Hurwitz, but assumes that it is otherwiseunknown. For linear
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systems, it is well known (see [11,8] for example) that ifA is not Hurwitz there
is considerably more complexity in the design of an anti-windup compensator and
estimating a subset of the domain of attraction becomes imperative. Note however,
that estimating a region of attraction in the case thatA is unknown is effectively
impossible. Therefore, ifA is known to not be Hurwitz, but is otherwise unknown,
anti-windup design witha priori guarantees becomes extremely difficult. In this
case, it would seem more sensible to use an estimate of a modeland to design a
robust anti-windup compensator to cope with the mismatch [28,6]. Note that some
local conditions (size of initial state) have been given in [19] but they are extremely
conservative and dependent on the (unknown) adaptive gainsK∗

x andK∗
r - this is

not a criticism of these results but a consequence of the difficulties of anti-windup
whenA is unknown and has unstable eigenvalues. ��

4 Simulation results
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Fig. 2. Response of adaptive control system without input saturation: left, plant/model state
evolution; right, control signal
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Fig. 3. Response of adaptive control system with input saturation: left, plant/model state
evolution; right, control signal

We re-use the hydraulic actuator example from [23], but use an adaptive control law
to control the system. The nominal adaptive control law was constructed according
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Fig. 4. Response of adaptive control system with input saturation and anti-windup: left,
plant/model state evolution; right, control signal
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Fig. 5. Response of adaptive control system with input saturation and nonlinear an-
ti-windup: left, plant/model state evolution; right, control signal

to equation (16) withΓx = 2I3, Γr = 2 andQ = I3 in equation (28). The nominal
model was described by the dynamics in (14) whereAm = A−BK, Bm = B and
K was used to place the poles of the reference model ats = −3,−4,−5; this form
of the reference model automatically satisfies Assumption 4. λ was set to 2 i.e. the
control effectiveness is twice that which the controller expects. The nominal step
response of the model is shown in Figure 2, wherer(t) is step with an amplitude of
20 cm. Note that the adaptive controller causes the system tobehave well and after
about a second all states have converged to the reference model states. However,
note that the control signal is somewhat oscillatory and of high magnitude.

Figure 3 shows the behaviour of the system with input constraints of magnitude
ū = 10.5 volts ([23]) are introduced. In this case, the adaptive controller takes a
long time to converge to steady state behaviour and it does soin a highly oscil-
latory manner; clearly the saturation limits cause the performance of the adaptive
controller to degrade.

Figure 4 shows the behaviour of the adaptive control scheme using the anti-windup
modifications described by equations (18) and (19). HereΓu = 2 andµ(x, xm) is
simply chosen as a scalarµ = 2 which satisfies the assumptions of Proposition 6.
Note that in this case, convergence to steady state trackingis much improved with
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this occurring faster and without the oscillations observed when anti-windup is ab-
sent; clearly the adaptive controller with anti-windup performs better than without.

Consider again the adaptive control scheme with anti-windup modifications de-
scribed by equations (18) and (19), withΓu = 2 as before, but withµ(x, xm) chosen
as a nonlinear function of the statesx andxm:

µ(x, xm) = 2min
{

1 + ‖x− xm‖
2, 10

}

= 2min
{

1 + ‖e‖2, 10
}

(47)

which satisfies the assumptions of Proposition 6, withµ(.) ≤ µ̄ = 20. In this
case we see from Figure 5, that there is more transient agreement between the ac-
tual and reference model states, although the corresponding control signal is much
more active. It appears that nonlinear choices ofµ(x, xm) can lead to improved
performance, in some sense, but care must be exercised in this choice.

As with any anti-windup-like approach to handling saturation, the design of the
baseline controller is of paramount importance: the choiceof adaptive parameters,
Q, Γx andΓr, are central in determining the performance of the system. If Γx and
Γr are chosen too small, and hence, adaptation is too slow, one may not anticipate
good nominal performance and, therefore, performance under constraints cannot be
expected to improve. Conversely, if adaptation is too fast,leading to good uncon-
strained performance, one might expect large control actions, leading to more sat-
uration and therefore worse performance when control constraints are introduced.
This will then lead to more saturation effects for the anti-windup compensator to at-
tenuate, again implying poor performance. Indeed, for the example discussed here,
too fast adaptation (i.e.Γx andΓr chosen large) leads to extensive periods of satu-
ration and, consequently a slower return to desired behaviour.

5 Conclusion

This paper has shown how a simple anti-windup scheme can be developed for
MRAC schemes. The anti-windup scheme has the structure of the positive-µ scheme
introduced in [19]. For stable plants, it has been shown thatin order for the scheme
to exhibit bonafide anti-windup behaviour, the “ideal” (butunknown) control sig-
nal - plus a perturbation - must eventually lie within the saturation limits. This is a
similar condition to that originally introduced in [26]. The results have been proved
under the assumption that the plantA-matrix is unknown but Hurwitz; when this
assumption is dropped, it is generally quite difficult to prove useful results about the
performance of this anti-windup scheme due to the difficultyin estimating an ac-
companying region of attraction. The results have been developed for single-input
systems, but the multi-input counterpart is a relatively straightforward extension.

The results in this paper have been proved, as in [19], under what might be de-
scribed asideal conditions. The effects of disturbances, measurement noise and
unmodelled dynamics have not been accounted for; neither have the effects of so-
calledσ-modification or projection, which are typically used in practical adaptive
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systems [21]. Clearly, there is a need to understand the implications of these phe-
nomena on the anti-windup scheme under consideration here.Moreover, it may
be that anti-windup/positiveµ modification is better understood in the context of
other adaptive control techniques: the so-called Simple Adaptive Control approach
(see for example [3]) appears particularly promising and similar anti-windup results
may be anticipated for this scheme.

6 Acknowledgements

This work was funded, in part, by the UK Engineering and Physical Sciences Re-
search Council, Grant number EP/N00924X/1.

References

[1] A.M. Annaswamy, E. Lavretsky, Z.T. Dydek, T.E. Gibson, and M. Matsutani. Recent
results in robust adaptive flight control systems.International Journal of Adaptive
Control and Signal Processing, 27(1-2):4–21, 2013.

[2] K.J. Astrom and B. Wittenmark.Adaptive Control. Dover, 2nd edition, 2008.

[3] I. Barkana. Simple adaptive control–a stable direct model reference adaptive control
methodology–brief survey.International Journal of Adaptive Control and Signal
Processing, 28(7-8):567–603, 2014.

[4] Z. T. Dydek, A. M. Annaswamy, and E. Lavretsky. Adaptive control of quadrotor
UAVs: A design trade study with flight evaluations.Control Systems Technology, IEEE
Transactions on, 21(4):1400–1406, 2013.

[5] S. Galeani, S. Tarbouriech, M.C. Turner, and L. Zaccarian. A tutorial on modern anti-
windup design.Eur J Control, 15(3-4):418–440, 2009.

[6] S. Galeani and A.R. Teel. On a performance-robustness trade-off intrinsic to the
natural anti-windup problem.Automatica, 42(7):1849–1861, 2006.

[7] A.H. Glattfelder and W. Schaufelberger.Control systems with input and output
constraints. Springer, London, 2003.

[8] J. M. Gomes da Silva Jr. and S. Tarbouriech. Anti-windup design with guaranteed
regions of stability: an LMI based approach.IEEE T Automat Contr, 50(1):106–111,
2005.

[9] P. Hippe.Windup in control. Its effects and their prevention. AIC, Springer, Germany,
2006.

[10] P. A. Ioannou and Jing S.Robust adaptive control. Courier Corporation, 2012.

[11] J.M. Gomes da Silva Jr., S. Tarbouriech, and G. Garcia. Local stabilization of
linear systems under amplitude and rate saturating actuators. IEEE Transactions on
Automatic Control, 48(5):842–847, 2003.

14



[12] E.N. Johnson. Limited Authority Adaptive Flight Control. PhD thesis, Georgia
Institute of Technology, Georgia, November 2000.

[13] N. Kahveci, P.A. Ioannou, and M.M. Mirmirani. AdaptiveLQ control with
anti-windup augmentation to optimize UAV performance in autonomous soaring
applications. IEEE Transactions on Control Systems Technology, 16(4):691–707,
2008.

[14] M. Kanamori and M. Tomizuka. Model reference adaptive control of linear systems
with input saturation.IEEE Conference on Control Applications, 2004.

[15] S.P. Karason and A.M. Annaswamy. Adaptive control in the presence of input
constraints.IEEE Transactions on Automatic Control, 39:2325–2330, 1994.

[16] H. K. Khalil. Nonlinear Systems. MacMillan, 1992.

[17] S.G. Khan, G. Herrmann, T. Pipe, C. Melhuish, and A. Spiers. Safe adaptive
compliance control of a humanoid robotic arm with anti-windup compensation and
posture control.International Journal of Social Robotics, 2(3):305–319, 2010.

[18] M.V. Kothare, P.J. Campo, M. Morari, and C.N. Nett. A unified framework for the
study of anti-windup designs.Automatica, 30(12):1869–1883, 1994.

[19] E. Lavretsky and N. Hovakimyan. Stable adaptation in the presence of input
constraints.Systems and Control Letters, 56:722–729, 2007.

[20] G. A. Leonov and N. V. Kuznetsov. Hidden attractors in dynamical systems.
from hidden oscillations in Hilbert–Kolmogorov, Aizerman, and Kalman problems
to hidden chaotic attractor in Chua circuits.International Journal of Bifurcation and
Chaos, 23(01):1330002, 2013.

[21] A.-R. Luzi, D. Peaucelle, J.-M. Biannic, C. Pittet, andJ. Mignot. Structured adaptive
attitude control of a satellite.International Journal of Adaptive Control and Signal
Processing, 28(7-8):664–685, 2014.

[22] D.E. Miller and E.J. Davison. An adaptive tracking problem with a control input
constraint.Automatica, 29(4):877–887, 1993.

[23] A. Ortseifen and J. Adamy. A new design method for mismatch-based anti-windup
compensators: Achieving local performance and global stability in the SISO case. In
American Control Conference, San Francisco, CA., 2011.

[24] A. Serrani and M. A. Bolender. Nonlinear adaptive reconfigurable controller for a
generic 6-DOF hypersonic vehicle model. InAmerican Control Conference (ACC),
2014, pages 1384–1389, 2014.

[25] S. Tarbouriech, G. Garcia, J. M. Gomes da Silva Jr., and I. Queinnec.Stability and
Stabilization of Linear Systems with Saturating Actuators. Springer, 2011.

[26] A. R. Teel and N. Kapoor. TheL2 anti-windup problem: Its definition and solution.
In European Control Conference, Brussels, Belgium, July 1997.

15
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