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Abstract

This research project was carried out under the INTREPID Forensics programme,

a doctoral program involving 10 Ph.D. students in various fields applied to Forensic

Science, and funded by the European Commission. The purpose of this project was

to produce innovative methods of pattern recognition for fingerprint ridge lines

in order to improve the reliability and the amenability of automatic fingerprint

identification to the court. This research provides a preliminary but systematic and

necessary approach to achieve this.

First of all, the premise, software, and methodology for a data collection were

developed for the purpose of a ground-truth database suitable for research and

the training of identification algorithms. Two novel mathematical formulations

of the fingerprint identification problem were made: source determination and

source assessment. The latter provides a basis for the computation of source

probabilities, namely the probability for two finger impressions to come from

the same source, which is not considered sound. Despite current consensus, this

thesis has established a new approach that proves that this can in fact be done in a

mathematically justified manner.

Finally, this research culminated with the development of feature detection

algorithms that proceed by fitting a section of a fingerprint image by a function

which locally models the ridge line accurately, and which demonstrated promising

results. The fitting methods used rely on optimisation algorithms known as

Estimation of Distribution Algorithms (EDAs), which have been generalised to the

context of mixed-discrete optimisation, and implemented and applied to fingerprint

feature detection.
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Chapter 1

Fingerprints: purpose, definition and

significance

The purpose of this Ph.D. is to develop a systematic approach for developing a

fully quantifiable and accountable fingerprint identification system in forensic

science. It relies on Machine Learning, a field of Computer Science devoted to the

design of algorithms which learn from data. This is motivated by the fact that

despite the morphogenesis of fingerprints having been studied theoretically in the

field of Biology, the resulting appearance of fingerprints is the subject of many

confounding factors, and there is a significant empirical component to their study.

Machine Learning applied to fingerprint identification systems can address a

significant limitation of current systems, which is their incapability to successfully

identify crime-scene originated fingermarks [202]. This Ph.D. also sets out to

provide introductory results that can address another existing issue in current

fingerprint identification systems, which is the fact that they are not designed to

determine whether two impressions have been produced by the same finger [202].

Finally, this Ph.D. will offer an unconventional approach to Machine Learning in

an attempt to address this issue, and in the hope of addressing the fact that the

probative value of AFIS systems and the reasons why they may give erroneous

results is hard to assess [202].

These objectives are ambitious and this Ph.D. presents introductory work
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towards that direction. Solving these objectives entirely requires that work in areas

beyond the field of Mathematics be undertaken, which is why a holistic approach

to solving the identification problem was undertaken as part of this Ph.D. As such,

this manuscript follows the following plan:

˝ fingerprint storage into a database,

˝ the analysis of fingerprints using image processing methods,

˝ the clustering of fingerprints,

˝ machine learning algorithms applied to clusters.

1.1 Fingerprints as Evidence

While fingerprints have been used as early as 18th century BC for identification

in Babylon and 3rd century BC for legal documents in China, it was not until the

1860s that Sir William Herschel used them officially as a method of identifying

criminals in India. It was then that Dr. Henry Faulds wrote the first scientific articles

regarding fingerprints in 1880, and suggested their use in forensics to Scotland Yard

in 1886. This suggestion was rejected at the time, most likely for lack of a solid

scientific evidence of their uniqueness. Finally, Sir Francis Galton managed to

classify fingerprints and estimate the probability of two humans having the same

fingerprints. His findings were published in a series of papers and books dating

from 1888 to 1895, and led to his recognition as founder of modern fingerprinting

[12–14].

Sir Galton’s classification of fingerprints relies on a number of parameters, the

first of which is the overall shape of the fingerprints, which is commonly referred to

as level 1 details. The different patterns he identified are: plain arches, tented

arches, radial loops, ulnar loops, plain whorls, double loops, central pocket loops,

and accidental patterns (see Figure 1.1). These are generally simplified into three

categories: loops, whorls, and arches, which respectively account for 67.5%, 26%,

and 6.5% of all fingerprints (estimation made on tenprints of 500 individuals) [12].

The formation of these ridge line patterns is a consequence of a buckling process
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acting on the basal layer of the epidermis, which occurs between the 10th and 16th

weeks of the pregnancy [15–19]. More precisely speaking, this phenomenon takes

place on volar pads, which are "temporary eminences of the volar skin that form at

about the 7th week at the fingertips" [18]. Furthermore, the degree of asymmetry of

the volar pad determines that of the ridge pattern: asymmetrical pads lead to loop

patterns, while symmetric ones yield whorls. Finally, arches have been found to be

a consequence of a late timing of the ridge pattern formation with respect to the

volar pad regression process, both in symmetric and asymmetric volar pads [19].

(a) Plain arch. (b) Tented arch. (c) Radial loop. (d) Ulnar loop.

(e) Plain whorl. (f) Double loop. (g) Central pocket

loop.

(h) Accidental pat-

tern.

Figure 1.1: Examples of fingerprints which are characteristic of each of the level 1

details [203].

Fingerprints are made of ridge lines which are not always continuous. They

have imperfections, also called minutiae, which constitute the level 2 details of a

fingerprint. The list of minutiae commonly include: ridge endings (end of a ridge),

ridge bifurcations (a ridge splitting into two), short or independent ridges (ridge

of "small" length), islands ("very small" ridges), ridge enclosures or lakes (ridge

splitting into two, then merging back into one), spurs or hooks (short protrusion

from a bifurcation), crossovers or bridges (short connection between two parallel

ridges), deltas (triangular pattern in the ridges), and cores (center of the 1st-level

detail). Refer to Figure 1.2 for examples of minutiae.
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Figure 1.2: A fingerprint and some of its level 2 details [144].

Level 3 details refer to the specific shapes of the pores that form the ridges, and

the outline of the ridges, see Figure 1.3. These are seen at a high magnification, but

are less commonly accessible in crime scene fingerprints due to their susceptibility

to distortion.

Figure 1.3: Level 3 details of two different fingerprints [20].

Nowadays, fingerprint evidence is commonly used worldwide to identify and

convict criminals but its acceptance and usage vary across countries. Overall, it

lies within the realm of forensic evidence, which is admissible in court via expert

witness testimonies (see Table 1.1). Expert witness testimony is admissible in court
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because fingerprint examination, along with many disciplines encompassed within

forensic science, is considered an empirical science whose conclusions can help

prove or disprove facts related to a legal procedure [20]. These facts rely on the

assumptions that:

˝ fingerprints are unique to one given individual (uniqueness),

˝ an individual’s fingerprints persist and remain identical throughout his/her

life (persistence).

Topic USA1 Canada UK

Admissibility of
evidence

According to the Daubert standard [116–120], evidence
must meet the following criteria:

˝ relevance;
˝ necessity in assisting the trier of fact;
˝ should not be subject to any exclusionary rule;
˝ must be given by a properly qualified expert.

Admissibility of
fingerprint
evidence

Treated as forensic evi-
dence ([121], in particular
rule 4).

Constitutes as evidence
([122], section 667).

Vaguely described, is used
to identify individuals
[123].

Admissibility of
fingerprint

examination

Treated as expert witness
testimony ([121], FR702-
706).

Treated as expert opinion,
the jury should decide
what value to give this
opinion [124].

Fingerprint
obtention by police

forces
Identification records
(which include
fingerprints) may be
acquired, collected,
preserved and exchanged
[125].

Can be taken without con-
sent if in lawful custody
or charged or convicted of
an indictable offense [126].

Can be taken with written
consent for an investiga-
tion of a criminal offense,
without consent if arrested
or charged for a record-
able offense [123].

Fingerprint
retention by police

forces

Can request to have one’s
fingerprints erased
[127–130].

Indefinite for a convicted
adult [131].

Data rights

Wrt. police use, can be
requested and challenged
[132]. Wrt. commercial
use, companies have the
obligation to notify clients
[133].

Can be requested [134].

1 At the federal level.

Table 1.1: Simplified overview of the legislation regarding fingerprints across

several countries.

American [116–118, 135] and Canadian case law [119] clarified the requirements
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for expert testimony to be admissible in law: the witness has to be an expert

in the field, whose results are peer-reviewed and published. As a result, well-

established forensic science organisations such as the Scientific Working Group on

Friction Ridge Analysis, Study and Technology (SWGFAST) and the International

Association for Identification (IAI) define standards for fingerprint examinations. In

SWGFAST’s official documents [136, 137], the words fingerprint identification and

individualisation are preferred to fingerprint match. They are defined as follows:

“[A] decision by an examiner that there are sufficient discrimination

friction ridge features in agreement to conclude that two areas of friction

ridge impressions originated from the same source. Individualization

of an impression to one source is the decision that the likelihood the

impression was made by another (different) source is so remote that it is

considered as a practical impossibility.”

Such decisions are commonly made by first using an automated recognition

software (also called Automated Fingerprint Identification System (AFIS), in

reference to the FBI system), which returns a set of n likely matches within a given

database (which can be local, national, or international) [138]. An expert will then

perform a series of quantitative and qualitative assessments and comparisons

according to the Analysis, Comparison, Evaluation, and Verification (ACE-V)

methodology in order to reach a conclusion [137]. The extent to which the protocol

is followed, however, may differ depending on the working environment, leading

to numerous psychological biases that can affect the decisions. Even the use

of algorithms can be manipulated to facilitate confirmation bias. For example,

algorithms that use the annotation of the fingerprint - as opposed to the actual

fingerprint image - can lead some examiners to input several different annotations

in order for the algorithm to yield fingerprints that the examiner believes are more

likely to come from the same source. The current system of decision making is

therefore prone to bias and error [202].

Given that a fingerprint identification alone can be sufficient for conviction

[139], the consequences of a wrong identification are dire. Since this system mostly

relies on human-based decision making and that the very definition of a match is

15



subjective, it is conceivable that errors and abuses can happen, which experience

has shown [140–143, 21]. As a result, there is growing concern about the possibilities

of identification [22, 204, 23] and scepticism about the uniqueness of fingerprints

[24, 25]. Galton’s mathematical proof of uniqueness is rudimentary, and subsequent

research has not lead to a definitive proof [26]. Instead, statistical research in this

field is now aimed at estimating the probability distributions of fingerprint features

[27] and quantifying the weight of fingerprint evidence in court [28].

In order to address these concerns, research is being done to analyse [29] and

improve human fingerprint identification. In addition to this, the identification

process could benefit from improved, or even completely autonomous, identification

systems. Fingerprint identification is a difficult problem to solve due to the large

amount of intra-class variability in the fingerprint patterns [30], which is exacerbated

by the large amount of distortion and degradation present in crime scene originated

fingermarks. See Table 1.2 for a list of the different artifacts that can be present in

such fingermarks.

Category Traits Possible causes Example

Deposition

Partial fingerprint

Incomplete contact with the substrate due

to destruction, small subtrate, way the

item is seized, obstruction

Slippage (smudges) Movement during deposition

Double taps Overlapping prints

Pressure distortion Differences in pressure

Variying clarity Varying levels of matrix

Pooling
Excess of liquid matrix on a horizontal

surface

Feathering
Little amount of liquid matrix and smudg-

ing
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Category Traits Possible causes Example

Dripping
Excess of liquid matrix on an inclined

surface

Other patterns (e.g.

splattering, misting)

Confounding factors due to events that

occur during bloodletting incidents

Substrate

Ridge disruption
Textured surface (e.g. plastic wrapper,

duct tape)

Complex

background

Unclean surface, coloured surface, glass,

plastic, thermal paper, paper money

Development

method

Air bubble

& tape folds
Lifting tape

Glare Photograph on glass, plastic or metal

Curvature Photograph on curved item

Negative

impression
Gun blueing, vacuum metal deposition

Fluorescence

Ninhydrin w. ALS, indanedione w. Zn/Cl

and ALS, cyanoacrylate w. fluorescent

dye, D.F.O. w. ALS

Speckles
Granular powders, indanedione w. Zn/Cl

and ALS

Perspective

distortion

Photograph not taken parallel to the

fingerprint

Table 1.2: Traits commonly found in fingerprints developed in practical scenarios

[13, 31].
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Chapter 2

Fingerprint Databases for Research

The purpose of this chapter is to provide a plan for the implementation and

population of a database of fingerprints which is suitable for the purpose of this

project, namely the training of Machine Learning algorithms for latent fingerprint

identification; and to describe the efforts that have been undertaken in this direction

as part of this doctoral work.

This chapter is broken down into sections which discuss the different aspects

which need to be addressed for a database with the parameters mentioned above

to be established. As such, Section 2.1 describes the fingerprint databases for law

enforcement and for research and states the requirements of the one pursued by

this project; Section 2.2 explores the possibility to populate the database with

artificially-generated fingerprints ; Section 2.3 reviews the ethical ramifications

of this project; Section 2.4 delves into the technical aspects of implementing the

database; and Section 2.5 describes a scenario-based collection of simulated crime

scene fingermarks for the initial population of the database .

2.1 Background and Requirements

Numerous private governmental fingerprint databases exist worldwide in

order to enable the use of automated fingerprint identification systems for law

enforcement purposes, see Table 2.1 for a list. Additionally, several datasets and
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databases have been established worldwide for the purpose of enabling research in

biometrics and forensics science, see Table 2.2 for a non-exhaustive list of such

efforts. The difference in size between operational and research-oriented databases

is in part due to the fact that developing fingerprint images suitable for forensic

research is very time-consuming and labour-intensive, and that this collection is

governed by the strict legislation and ethical standards regarding biometric data.

See Table 1.1 for a succint comparison of the different legal aspects of fingerprints

across several countries.

Name Description Size Additional per-
sonal data stored

NGI1 (formely
IAFIS2)[145, 146]

FBI database for investiga-
tion

75.3 million criminals,
60.5 million civilians, 2
million individuals of
special concern

Criminal histories,
mugshots, scars and
tattoo photographs, physi-
cal characteristics (height,
weight, eye, hair colour)

IDENT1 [147] UK national database for
investigation 6.5 million tenprints

FAED3 [148] French national database
for investigation 4.6 million individuals Gender, ID if known

EURODAC [149, 205]

EU database for the identi-
fication of asylum seekers
and irregular border-
crossers

2.7 million sets of finger-
prints

Australian AFIS [150]
Australian national
database for investiga-
tion

2.6 million tenprints

INTERPOL Fingerprint
database [206]

Database for international
collaboration in criminal
investigations, restricted
access

ą 1501000 sets of finger-
prints, ą 91000 crime
scene marks

1 Next Generation Identification
2 Integrated Automated Fingerprint Identification System.
3 Fichier Automatisé des Empreintes Digitales.

Table 2.1: Non-exhaustive list of notable fingerprint databases for law inforcement

worldwide. Empty red cells signify that the information is not publicly available to

the researcher’s knowledge.

Efficient, detailed, large-scale databases are critical for developing advanced,

robust systems for all applications [36], including the development of AFIS systems.

In the field of Forensic Science, a growing number of practitioners believe in
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the necessity to develop a reference research-oriented fingerprint database [34],

including the UK Forensic Regulator [207], which could help meet the requirement

for forensic laboratories in the UK to comply with the ISO 17025 standard by

October 2018 in terms of their fingerprint comparison practices [208].

Tremendous potential in terms of resources and efforts are wasted in individual

data collections devoted to the purpose of a single research project. This is caused

by the traditional ethical submission and approval process which every research

project must undergo at its host institution, and which customarily requires all data

collected to be destroyed after the duration of the project has expired. At the time

of writing, no storage efforts have been undertaken that are sufficient to meet

the collaborative and accessible nature of the database outlined in this project,

and no current standards exist. This Ph.D. therefore aims to set the standard for

institutions involved in forensic science research.

The greatest impediments to the successful undertaking of one such collaborative

database are the risks associated to it, and the ethical issues that therefore need

to be addressed, as demonstrated by the feedback which has been given to this

project (see Section 2.3). These challenges are caused by: the sensitive nature

of the data; the context in the matter of personal data being stored and shared

online at the time of writing, which is punctuated by personal data breaches and

scandals of personal freedoms being impeded online, such as the Cambridge

Analytica scandal [37]; and finally, the absence of a precedent which could provide

a complete ready-made solution. For these reasons, there is value in discussing the

premise and possibilities of one such database, in order to converge towards a

satisfactory premise and design for such a project. This will also serve to educate

Ethics Committees and other decision makers regarding the efforts undertaken to

address the risks and ethical implications, as well as the missed potential that

negative decisions represent.

As such, this research argues in favour of a worldwide, collaborative fingerprint

database for research in forensic science. Such a project could: facilitate collaboration

in the field by providing access to data sets used for research and publications [38];

improve transparency by facilitating the reproduction of research results [39]; offer
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new possibilities for future research; and allow for long-term access to the data

collected. Transparency in particular is especially needed for court purposes, and

yet at the time of writing, commercial AFIS systems are not sufficiently transparent

due to the fact that their methods remain proprietary [202].

In order for this database to truly be collaborative and to act as a suitable

training set for Machine Learning identification algorithms, it must meet the

following technical requirements:

(R1) allow for facilitated, software-assisted input and output by means of a website

and an API, which has been previously explored by [33, 39];

(R2) be relevant to the forensic fingerprint identication problem, which means

that it should encompass both fingerprints of good quality that can act as

reference fingerprints, and fingermarks which are representative of those

found in crime scene conditions (the difference between both is exemplified

in Figure 2.1);

(R3) be ground-truth, meaning that all measures should be undertaken in order to

increase the fidelity of the data contained, provided that the associated ethical

risks are manageable. This is especially crucial regarding the source of each

finger impression.

At the time of writing, neither law enforcement nor research databases meet all of

these requirements simultaneously.
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Figure 2.1: Livescan fingerprint to the left, and photograph of a developed latent

fingerprint on a polyethylene bag which has clearly been degraded [40].
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Name Description Size File format Additional per-
sonal data stored

NIST1 Fingerprint
databases [151]

NIST’s public
databases for the
evaluation of finger-
print classification
systems

„ 601000 prints
JPG, 8-bit
grayscale, loss-
less compression

None

CASIA-
FingerprintV5

[152]

CASIA2 database for
research and educa-
tion, accessible upon
signup

201000 fingerprints
from 500 individu-
als

BMP, 8-bit grey-
level None

FVC20063

[153, 32]

Databases used for
the FVC2006, acces-
sible on request

71200 fingerprints
BMP, 256 gray-
levels, uncom-
pressed

None

WVU4

multimodal
database [33]

Research dataset for
Biometrics 7’136 fingerprints Face, iris, hand, palmprint,

and voice recording

ELFT public
challenge #2 [34]

NIST data set for the
evaluation of finger-
print identification
algorithm

1’100 fingerprints WSQ

IIITD5 Multi-
surface [35]

Research data set of
fingerprints devel-
oped from different
surfaces, accessible
on request

551 fingerprints, 51
individuals None

1 National Institute of Standards and Technology.
2 Chinese Academy of Sciences’ Institute of Automation.
3 Fingerprint Verification Competition.
4 West Virginia University.
5 Indraprastha Institute of Information Technology Delhi.

Table 2.2: Non-exhaustive list of notable fingerprint databases and data sets for

research worldwide [34]. Empty red cells signify that the information is not

publicly available to the researcher’s knowledge.
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2.2 Artificially Generated Fingerprints

Before even attempting to populate a database, the method of generating

fingerprint data must first be considered. Two different approaches of generating

fingerprint data exist - using artifically-generated fingerprints which is the most

time-efficient approach, or undertaking a data collection of real fingerprints. This

section explores the process of generating artifically-generated fingerprints and

explains why they are not appropriate for a forensic research database.

The generation of artifical fingerprints has been accomplished by Kücken

and al. in their computational study of fingerprint formation [18, 44, 45]. Their

work relies on previous research in Biology that demonstrated that friction ridge

pattern formation is a consequence of a buckling process in the epidermal layers

of the skin during prenatal growth [15–17], as mentioned in Chapter 1. Kücken

and Newell modeled this formation process computationally by determining

the stress field given the boundary and normal forces imposed on that geometry,

and then computing the resulting buckling pattern from the stress field obtained

previously. The latter has been accomplished either by minimising the elastic

energy of the system [44], or by solving the Föppl-von Karman equations [18,

45], which are derived from the former. See Figure 2.2 for some examples of the

resulting generated fingerprints.

Figure 2.2: Fingerprint images representing the three main patterns: loop, whorl

and arch (from left to right). These images were generated numerically by modeling

the fingerprint formation process with different boundary and normal forces

applied on the geometry [18, 44, 45].
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Although this approach is scientifically accurate as it involves the modeling of

the underlying physical phenomena, their mathematical formulations (either the

elastic energy or the set of PDEs) requires the knowledge of the boundary and

normal forces to which the volar pads are subjected. While these parameters were

deduced based on the knowledge of the fingerprint formation process, they were

not calibrated based on actual measurements. This is sufficient to study the theory

of fingerprint formation, but not to generate artificial fingerprints that will be used

for the purpose of automatic identification. Additionally, the results obtained

are not realistic enough because this method does not take into account all the

processes that occur after the formation of the fingerprints, such as events that can

alter a fingerprint’s appearance during the individual’s life, or any circumstance

surrounding the deposition and the development of the fingermark itself.

Research has more specifically been devoted to the generation of fingerprints

for a large dataset, with the aim of producing fingermarks that are as realistic as

possible [46–48]. This research culminated with the development of the software

program SFinGe [154] (see Figure 2.3). They take a different approach by generating

the fingerprint’s geometry based on visual parameters such as the shape of the ridge

lines, as opposed to modeling the physical phenomenon governing fingerprint

formation. By focusing on visual parameters, the software manages to generate

such convincing images that it has been used to generate one of the databases in the

Fingerprint Verification Competition [154].

Figure 2.3: Fingerprint image generated with the SFinGe program [46–48].

While this avenue of generating artificial fingerprint images produces visually
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more convincing results, substituting real data with generate data for the purpose

of training humans and algorithms creates a risk that they become proficient

with dealing with the latter, and not the former. While there is undeniable merit

to the study of synthetic fingerprint generation from a scientific perspective,

these methods should undergo strict validation in terms of: a) the fidelity of the

images to real ones, based on the visual assessments of fingerprint examiners

and quantitative assessments to be defined; b) their ability to precisely reproduce

the parameters of the distribution of fingerprint images observed in the human

population, including but not limited to the inter-class and intra-class variations,

and the correlations between the presence and position of distinguishing features in

the same fingerprint. The fact that the quantification of these parameters has not

yet been established by current research [202], and that such an endeavour would

require the collection of an extensive and appropriate data set, further justifies the

purpose of the collaborative database described here.

Additionally, for the specific purpose of training Machine Algorithms, generating

synthetic fingerprint images would not produce ground-truth information regarding

their origin or the circumstance in which they have been found and developed. For

these reasons , artificially generated fingerprints are not an appropriate means of

generating fingerprint data that will act as a training set for fingerprint identification

algorithms . Instead, real fingerprints emanating from a data collection will be used.

Information pertaining to the donors, and the conditions in which each fingerprint

has been collected will be documented so as to satisfy the requirement outlined

in Requirement (R3). The specific scope and protocol the of data collection are

described in Section 2.5.

2.3 Ethical implications

Forensic science aims at providing expertise and exactitude to the court in order

to ensure that the legal system reaches accurate conclusions, and so that justice is

served. As such, forensic science bears a crucial societal role. Therefore, ethical

issues should not be tolerated any more than miscarriages of justice, and unethical
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science is no more acceptable than inexact or sloppy science. Innovative science

cannot be pursued at all costs, and it is capital for the ethical aspects of this project

to be studied in order for it to have a positive societal impact.

This section sums up the main ethical aspects of the project which were discussed

during the Ethics submission process at the University of Leicester, which took

place from February 2016 to January 2017. They pertain to: the nature of the data

stored, the individuals who have access to the database, and the lifespan of the

database. Incidentally, these points are also the main aspects of most data protection

legislation, including the UK Data Protection Act 1998 [134].

The nature of the data stored in the database is the most determining factor in

terms of the level of risk that this project represents. The database aims at storing

fingerprints, along with information pertaining (but not limited) to them such as

their minutiae, and the quality according to the Bandey scale. There is also great

research potential in storing data pertaining to the donors, such as, in order of

increasing ethical concern:

a) their age and biological sex, their diet on a set period of time, or other factors

that have already been scientifically identified as having an influence on the

appearance of the fingerprints;

b) other factors that have not yet been linked to fingerprints, but that may or

may not be worth investigating due to their potential value as evidence,

intelligence, or for research;

c) their e-mail address, which can be stored in order to automatically ensure that

there is no redundancy in the database (i.e. a situation where an individual

gives his fingerprints on multiple occasions, but their fingerprints are not

attributed to the same source).

While Data a) is acceptable provided that the donor agrees to provide each specific

information, Data b) should be subject to a case-by-case review as donors may not

understand the relevance of the information requested if a causality link with

fingerprints has not been established by previous research. This review should

therefore be done based on whether that information would be too intrusive, and
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also if it can be used in addition with other information used to uniquely identify a

donor. Regarding Data c), its purpose is to only be used internally by the database

and to not be made public. However, that data may still be accessed by individuals

maintaining the database, and those who breach its security. The inclusion of

that data, as opposed to identifying each donor by a private ID of which they

are in charge, therefore poses an additional risk as the database may be used for:

cross-referencing with other databases and uncovering more information about an

individual; framing a donor, provided that a physical fingermark can be deposited

from an image file; and finally, intelligence and conviction purposes should the

police access the data.

The second ethical aspect of this project concerns the range of individuals who

have access to the database, which includes both the users of the data, and the

contributors to the database. Providing access to the database to a wider audience

increases the risk of the database being misused. Advertising the database also

indirectly increases the probability of its security being breached. The less an

individual is educated or involved in a project, the more likely they are to misuse it,

and to be ignorant to its moral implications. Some of the suggestions which were

brought up during the ethics process to mitigate these risks include:

(S1) requiring users to create an account and authenticate when accessing the

database;

(S2) ensuring that all users of the database are properly informed of their rights

and duties, and of the ethical implications of the database they access;

(S3) restricting the database for use within the University, or within a set list of

countries;

(S4) or restricting the range of uses of the data (e.g. restricting the usage of the

database to research applications and only allowing users associated to a

verified academic institution).

The last topic of discussion during the ethics approval process pertained to the

duration for which the data is to be stored. The purpose of this database is to serve

as a reference database which future researchers may use and upon which they
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can expand. Therefore it was suggested that the data be stored for an indefinite

duration, which complies with the UK Data Protection Act as the data is meant for

research use. This raises the issue of how the database will be managed over that

duration. The solution offered was that this be made a commercialised research

project managed by the researcher and his supervisors. Consequently, the support

of the Research and Enterprise Division was sought.

In addition to the above, it was suggested that the ethical risks be mitigated

by asking the donors what kind of data they are willing to provide, and to what

kind of usage they consent. It is also more respectful when asking for consent in

a physical or an online form to assume that they do not consent to anything by

default. Ideally, the database should be periodically reviewed or audited by a third

party in order for an up-to-date assessment of its risks to be made. All of these

guidelines were compiled into terms and conditions as well as an FAQ that were to

be used on the database’s website. Unfortunately, these documents were never fully

developed due to the lack of structure in the discussions with the Ethics Committee,

as well as the lack of involvement of the Research and Enterprise Division, despite

having secured the University of Leicester Prospects Fund (which amounts to

£10, 000).

On the 24th of November 2016, after almost 10 months of discussion about the

ethical implications and the premise of the project and its research implications, the

Ethics Committee suggested that this project be subject to a two-stage approval.

According to these terms, the database would first be implemented and restricted

for use within the University only. It would then have to be evaluated again by the

Committee in order for it to be extended for use to other Universities or companies.

However, the Committee did not specify what their requirements were, or if they

agreed to any of the above premises of the database in terms of the type of data

allowed, the range of users accepted for the second stage, or the duration for which

the storage was allowed. They also did not specify according to what criteria or

when that second evaluation would take place. In order to clarify how to move

forward with the application, a meeting with the Chair of the Ethics Committee

was organised. Unfortunately, the Chair came uninformed of the developments of

the application over the last months, ultimately suggested that a new application be
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made under a different name, and did not provide any additional insight into how

the new application should be presented.

Following this, because of the lack of meaningful feedback received and the

pressing need for data (as the active research part of the Ph.D. was due to end in

October 2017), it became obvious that concessions needed to be made. Consequently,

a very standard ethics application was filed on the 29th of November 2016 in order

to provide a minimal data set that would act as a proof of concept for the scientific

approach to fingerprint identification presented in this thesis. This new ethics

application was made to be very similar to other applications related to fingerprint

data collections. This meant that all the original and innovative aspects of the

project such as its collaborative aspect, the storage of the data in a database, and an

indefinite storage duration were removed in order to expedite the process of ethics

approval. Despite the lack of innovative features, this new application was received

as a very positive development by the reviewers:

“This appears to be a much more focused version of an ethics application

that the committee was asked to review about 6 months ago, and which

the majority of committee members had fundamental ethical concerns

about. This time, it is evident that the researcher has taken on board

that constructive criticism, which is really good to see and this is a much

better organised application from an ethical standpoint.”

This application only required minor modifications, and was approved on the 31st

of January 2017.

The reason why this process took so long and was ultimately unsuccessful are

manifold. Firstly, the standard online application form, which is used across the

entire University, was not well-suited for this application. It is suitable for some

applications, such as small scale data collections, but is unfit to deal with complex

or large-scale collaborative projects such as this one. This is due to the fact that

there is no clear or appropriate part in which to discuss technical complexities or

concerns. For example, in the "Project" part of the application, the questions focus

on funding and participant recruitment, as well as a very general overview of the
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project. The questions are not focused on, nor do they allow the explanation of

technical details. Another example of this is in the "Permissions" section, where

there is only a vague text box that asks about "legal, cultural, religious, or other"

implications. The "Consent" and "Procedures" sections are almost exclusively

formatted with yes-no questions, and the only text boxes in which the researcher

has any chance of explaining anything are aimed at justifying these questions,

rather than allowing the researcher to express complex technicalities. As a result,

completing the online application took 2 months prior to its submission in February

2016, despite prior training in Ethics and a supervisor’s assistance. Finally, the

result was that the application itself was insufficient in addressing the ethical

concerns surrounding this project in the absence of additional documents.

Secondly, there is no record of the level of risk that is deemed acceptable by

the Ethics Committee, no history or record of real case research that has been

accepted or refused, and no available example of failed and successful applications.

Upon discussions with colleagues, it was discovered that the level of rigor and risk

accepted by the same Committee can greatly vary, perhaps based on the specific

reviewer involved.

Thirdly, there was no structure in the discussions that occurred. The discussions

took place via notes that were sequentially added to the applications by the

reviewers and the applicant. The researcher addressed the reviewers’ concerns by

regularly updating a Word document that was attached to the application. This

lead to confusion, resulting in misinforming the reviewers about what solutions

were suggested to address their concerns.

Finally, the Committee was not well-suited for this ethics review. The Committee

is assigned to the University’s College of Science, and none of the reviewers assigned

are researchers in Computer Science, Mathematics, or Forensic Science. As a result,

elementary Computer Science concepts and their implications were not understood,

and even the premise of the database was unclear to them. This further made them

feel like their concerns were not addressed.

Future advice for the ethics application process includes having very clear

guidelines, which are currently lacking according to the researcher’s experience.
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These should be available before starting any application. The Ethics Committee

should assess its ability to evaluate a given proposal, and either recuse themselves

or appoint others with the appropriate background to assist them if needed. At the

time of writing, this is the responsibility of the researcher as per the University of

Leicester’s Research Code of Conduct [213], section 3.2.5:

“Researchers are responsible for ensuring that the correct sub-committee

reviews the research.”

Although it is important to include non-specialists during the assessment of an

Ethical Application, it is equally important to include specialists that are so that a

balanced consideration can be made. In addition, the Ethics Committee should be

in charge of helping innovative research processes, which means providing clear

advice and guidance as to how their concerns can be addressed. Conversely, if they

do not believe a project should go through, this response must be clearly stated and

given in a timely manner. In the case of complex applications, face-to-face meetings

should be scheduled as soon as possible in order to collaboratively establish a

document that lists the ethical concerns of the project. Acceptable solutions to these

concerns should also be clearly established at this time. If a project aims to be a

University or worldwide collaboration, or if it has commercial implications for

the University, there should be a clearly defined procedure to start a discussion

whereby all the different actors in the project can discuss what needs to be done in

order for the project to move forward.

The suggestions mentioned above are meant to serve as an analysis of how

the process could and should be improved in order to expedite Ethical approval

processes without lowering ethical standards. The University itself acknowledged

that there are severe delays in Ethical approval processes (see Appendix D), proving

that there is a strong need for change to occur. If other researchers are not to be

prevented from being successful in similar endeavours, the obstacles mentioned

here must be duly addressed.
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2.4 Implementation of the database, website, and API.

The purpose of this section is to provide details about the implementation of the

database, as well as the website and Application Program Interface (API) which are

interfaces to interact with the former in order to make the data more accessible to

researchers..

A proof of concept was created for the front-end and back-end source code

necessary for the definition of a website and API. The purpose was to provide a

proof-of-concept which could convince the Ethics Committee of the feasibility of

the project. This represents over 12,000 lines of code in Javascript, HTML, and CSS.

The following sections describe some of the aspects that have been considered

during the implementation of this proof of concept. Those are technological

decisions that have been made in order to develop the features required for this

database, and the potential requirements of the Ethics Committee.

2.4.1 Web framework

The web framework refers to the program run on the server in order for it

to host a website as well as make it accessible. These programs can also access

locally hosted databases in order to make their content available via the website.

This choice determines the ease of several things such as: establishing definitions;

establishing access with other technology (like state-of-the-art cryptographic

algorithms); maintaining the website in the future; and the performance of the

website, among many other things. Given the number of web platforms and

frameworks available (see [155] for an up-to-date listing and ranking) and the pace

at which the environment of web development evolves, making a good long-term

choice in this matter without prior practical experience is arduous. Choosing

a solution which is fast, scalable, and popular enough to ensure that it will be

well-maintained and updated in the foreseeable future is paramount. Given those

concerns, the Javascript platform Node.js was chosen for this proof of concept [156].

Although Node.js is far from being the most popular solution at the time of
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writing, its use is growing rapidly (see Figure 2.4). This is due to its accessibility,

its scalability, its clear documentation, and very active community [157, 158]. It

relies on V8, the engine developed by Google in 2008 that compiles Javascript

into machine code, which addresses the performance drawback of interpreting

Javascript in real time [159]. It also features a non-blocking I/O, event-driven

paradigm, which allows it to be scalable and deal with many concurrent requests

despite the fact that it is a single-threaded application, as opposed to most other

platforms [160–162]. Last but not least, it comes with npm, a package manager that

gives access to countless tools developed by the community [163].

It remains that Node.js is an excellent solution for reaching proofs of concept

quickly [166], and the researcher believes that it has great potential for dissemination

and development in research.

2.4.2 DBMS

The Database Management System (DBMS) is the program which manages the

database. It defines how the data is stored on disk and how it is accessed, and

therefore has severe implications on the performance of the database. Additionally,

choosing one which is well-implemented, well-documented, and well-maintained

is important for the same reasons as the web framework.

Relational DBMS (RDBMS) have been around for decades and are still tradition-

ally used. NoSQL, for Not Only SQL, DBMS have been increasingly used in the

web community during the last decade, mainly because of the added flexibility and

scalability of this new technology [167]. Despite that, there is no clear consensus in

online communities concerning whether SQL or NoSQL is more effective, and SQL

databases remain more popular overall [168]. This disagreement is most likely a

consequence of the fact that the added flexibility of NoSQL solutions is achieved at

the expense of ACID properties, which are properties that ensure that the database

processes transactions reliably, and which are not complied by NoSQL DBMS.

Additionally, there are many different categories of NoSQL: key/value-based,

column-based, document-based (or file-based), graph-based, each being more
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(a) Graph in absolute scale.

(b) Graph in relative scale.

Figure 2.4: Graphs of the trends of various web frameworks in online job offers.

Node.js, django, ASP.NET, j2ee, symfony, zend, ruby on rails and ASP.NET MVC

were compared, and Node.js is represented in blue. The first graph is in absolute

scale, while the second one is in relative scale, see [164, 165] for an up-to-date

version. These graphs have been computed by Indeed.com.
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efficient for different uses [49–51]. These terms refer to the general data structure

used to organise the database and is very influential in determining how data

is stored and accessed. Therefore, choosing a type of NoSQL database which is

inappropriate for the required use may result in some data accesses being either

very computationally expensive or even impossible in the worst case.

Based on the above arguments, relational databases are still useful in cases

where the relationship between the different data entities is unlikely to change

drastically over time. Their implementations also have the advantage of having

been finetuned for decades, being very accessible to other programming languages,

and being written in syntactically-similar languages.

Given the flexibility and versatility of NoSQL databases, they are very well-

suited to allow a complex and / or quickly-evolving data structure. From a practical

perspective, this means that it is possible to give researchers a set degree of freedom

in annotating the data they collect in that they may add their own custom fields to

the fingerprints. As a result, they are able to better describe and annotate data. SQL

DBMS do not offer that flexibility. This makes NoSQL very valuable for research

purposes, as mentioned in [39]. Both MySQL and the document-based NoSQL

DBMS MongoDB [169] have been experimented with and compared in the early

stages of the development of the database. On the basis that development with

MongoDB was more straightforward; that the Mongoose package [170] to run

MongoDB requests within Node.js is much better maintained and secure than those

for MySQL; and that the structure of the database will evolve depending on the

ethical and legal requirements of the partner countries, MongoDB was chosen for

this project.

A final alternative to SQL and NoSQL is NewSQL. As the name suggests, it

refers to a class of DBMS which offer NoSQL’s flexibility and keep the relational

mindset and desirable ACID properties of SQL [52]. As the landscape of such

database implementations is fast-moving and heterogenous, those solutions have

not been explored in the course of this Ph.D.
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2.4.3 Donor anonymity

As mentioned in Section 2.3, donor anonymity can be implemented by very

different means: storing the identity details of each donor but keeping that

information private; storing a proxy such as the donors’ email addresses and

keeping them private; or not keeping any identifying detail and instead assigning a

unique identifier to each donor.

The risks of storing any direct or indirect identifying information is that this

information can be misused in the event that the database’s security is compromised.

This risk can be mitigated by storing identity details or a proxy in a different

database which will be only accessed internally to perform redundancy checks; or

even by hosting that database on a different server. This point was highly insisted

upon by the Ethics Committee, although it may or may not result in increased

security.

The second alternative, which consists in using unique identifiers to refer to

each donor, can be achieved by having the database generate these identifiers

upon the addition of a new donor. This is accomplished by default in MongoDB as

any entity has an _id field, a 12-byte unique identifier, which is generated based

on timestamp, machine ID, process ID, and a process-local incremental counter

[171]. As a result, the uniqueness of each identifier is ensured throughout the

entire database. However, this solution entails that each donor be in charge of their

identifier, meaning that redundancy errors could occur as a result of them not

remembering whether they participated, or not remember their identifier. Similarly,

a donor who forgets their identifier may not have their fingerprints removed from

the database.

Whichever alternative is used, it is important that the privacy and respect of

the participants are kept. In addition to the security measures outlined here, no

personally identiable information will be shared throughout the entire process of

data collection and data storage, and any data that is shared such as fingerprint

and participant-related information will be used for research, police training, and

development purposes exclusively. Participants have the possibility to withdraw
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their consent at any time, and have their fingerprints and data removed from

the database. Additionally, users will be provided flexible means of accessing

the database via a website and an API. As mentioned earlier, the latter allows

secure programmational access to the database, in a way similar to social networks

[172–175]. Finally, users will be engaged in the verification and the improvement of

the database [53].

2.4.4 Authentication, access, and geolocation

In order to implement Suggestion (S1), it is possible to require users willing to

access the database to create an account and authenticate systematically. Rate limits

can also be implemented in order to control access to the website in terms of the

number of requests made over a given period of time.

It is also possible to restrict access to the website and database to users within a

given white list of countries, as per Suggestion (S3) made by the Ethics Committee.

This can be accomplished by locating clients attemping to access the website either

by HTML5 or IP geolocation, or a combination of both. HTML5 geolocation is

achieved by requesting that the client provides their location via their browser. It is

easy to implement and is precise, but it is also easy to spoof as a client may provide

an incorrect location on purpose.

On the other hand, IP geolocation has been tested using different free services

[176, 177]. The results cannot be falsified as easily as HTML5 geolocation, but they

are also less precise: the city may be wrong but the country should be correct.

However, it is still possible for clients to circumvent that issue by resorting to a

proxy, in which case it is possible to couple the IP geolocation with a proxy check,

which can be achieved by resorting to a specific service provider [178, 179].

2.4.5 Other security measures

Many other security measures have been researched and implemented for the

proof of concept depite the fact that they have not been discussed with the Ethics
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Committee.

It is possible to host the website and API onto a secure server, and enforcing

secure communications with the client. This means that clients will be forced to

navigate using the https prefix. Secure servers enable the bidirectional encryption

of communications between the server and the clients, which aims at preventing

man-in-the-middle attacks [180].

It is also possible to use secure software in order to host and manage the website,

and access the database. This means using up-to-date LTS versions of the software

programs used on the server including: the OS, node.js, and also any package used

within node, including but not limited to cryptographic algorithms and mongoose

[170], the package used to access MongoDB within node. These versions are more

stable and better protected against known security faults.

In order to increase the security of personally identifiable information, hashed

passwords of the researchers and participants’ accounts can be stored. Account

passwords will be hashed, using salts, prior to storage [181]. Hashing, unlike

encryption, is designed to be a non-invertible operation. It is quick to compute a

hashed value for any input, but it is extremely hard to retrieve the initial value from

the hashed value, unless one compares the hashed value to all possible inputs.

As a result, the initial value is basically lost, and yet the website can still make

comparisons. This is perfectly well-suited to store passwords, whose true value

does not need to be known, but which need to be compared to the input given by a

user upon logging in [182]. This is a standard precaution meant to prevent someone

who has had access to the database to also have access to the users’ passwords.

The matter of determining which cryptographic hashing algorithm is best used is

subject to debate [183–186]. However, the bcrypt algorithm is generally the most

recommended due to the fact that: it is very slow in comparison with other choices

which makes it harder to attempt to invert; it can be made slower by changing its

work factor parameter, in order to account for Moore’s law [187]. Additionally,

there exists a well-implemented node.js package for that algorithm [188].

While the names of the participants are stored, they are not disclosed to users

and are referred to by their unique identifier. Participants are given the option -
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prior or during the donation - to provide an e-mail address. This allows them, at

any time, to have access to their participant account, to see what information is

stored about them, and to request their information to be erased completely from

the database. Not providing any contact information implies that the participant

forsakes these rights, which is mentioned in the Participant Information Sheet in

Appendix A.

In order to ensure that participant, user, and contributor accounts remain in

control of their rightful owners, the website and API will provide state-of-the-art

features such as device and location recording (which can be achieved by HTML5

or IP geolocation) and security settings change recording. However, if someone

donates their fingerprints and then moves to a country that is blacklisted, their

request to have their data wiped may be denied. In order to increase additional

security, a 2-step verification process can be considered [189]. This and phone-

based recovered methods can be implemented using text-messaging APIs [190].

Additionally, Google offers defense systems against bots [191], which they also

use for data labeling purposes. Ideally, generalising this to the labeling and the

verification of the fingerprint database would accomplish the same goal and

provide a data verification mechanism.

Finally, it is important to keep track of account logins, database accesses, and

suspicious activity in order to make sure research and participant accounts alike

stay in the possession of their rightful owners. This can be done automatically

by the website by 1) ensuring the consistency of the locations from which the

database is accessed; and 2) asking for validation by email, or even by SMS, in case

of inconsistency.

2.4.6 Image formats

The choice of a file format - or a list of acceptable file formats - that will be used

to store the images is capital in terms of storage space and performance. There are

two main categories of 2D image file formats: raster and vector images. The former

stores the values of the colour pixel for each or some pixels, while the latter only
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stores vector data in a formatted way. See [214] for a complete taxonomy of image

file formats.

From the perspective of law enforcement databases, the WSQ format, which is

named after Wavelet Scalar Quantization, has been used historically as a standard

for the exchange and storage of greyscale fingerprint images [54]. This standard has

shifted to that of the JPEG2000 format in many institutions worldwide [215–218],

especially for 1000 ppi fingermarks [219]. From a research perspective, these

conventions are not adopted by research databases, as shown in Table 2.2.

An alternative to the above conventions are vector images. Formats in this

category tend to be much smaller due to the fact that they only store a fraction

of the information while maintaining all important details. In fact, images are

sharper and less heavy due to the fact that they are vectorized rather than rasterized.

Furthermore, their size and clarity do not depend on their resolution. File size is

not so much a concern for storage than for bandwidth purposes, low file sizes

ensuring faster transfers. For these reasons, vector formats such as SVG have

become extremely popular on the web [192].

Converting files from a raster to a vector format, however, is no easy task.

There are online paid software programs that accomplish this [193, 194]. Refer to

Figure 2.5 for a sample JPG fingerprint file and the resulting SVG compression done

by Vector magic.

At first glance, the result is stunning: the ridge lines of the fingerprint are

smooth and well-defined and the picture looks much clearer altogether. In terms of

storage space, the input was 28.8Kb, the output 72.9Kb, and only 28.2Kb after a

simple compression with tar -zcvf. This suggests that the SVG compression is also

effective in terms of information stored, and the initial difference in size is an artifact

due to the comparison of a compressed and an uncompressed format. However,

a close inspection reveals that some areas of the initial fingerprint are simply

absent from the output, and the 3rd-level details are approximately represented.

Additionally, the resulting SVG paths cannot be uniquely associated to a ridge line -

see Figure 2.5c where different paths are coloured differently. In summary, the

conversion is lossy and the vector paths have little signification.
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(a) Input JPG file. (b) Resulting SVG file. (c) Coloured SVG file.

Figure 2.5: Example of SVG compression of a fingerprint file using Vector Magic at

a high quality setting [193]. Figure 2.5c has been coloured manually by assigning

different colours to each SVG path. The computation is assumed to have been done

by the server and the overall computation time seen by the client is around 10

seconds.

Aside from this, research has also been done to apply SVG conversion to comic

pictures for compression purposes [55, 56], where the methods suggested are

tailored to the nature of the pictures. This suggests that optimal results are due to

tailoring the method to one purpose. As far as fingerprints are concerned, a suitable

result would be a file that is smaller in size, such that every ridge line is represented

as a single path, and where imperfections are represented as SVG masks, which has

not yet been accomplished to the researcher’s knowledge. For these reasons, there

is merit to the study of vector file formats, or even the creation of a new specific

vector file format for the representation of a fingerprint after the detection of its

features. However, their usage applied to the storage of the raw fingerprint data is

more debatable as the compression process is lossy.

Given the above considerations , vector file conversion is not suitable for

fingerprint files. Instead, the lossless PNG format was chosen for this project; PNG

files are handled by the back-end of the website using the ImageMagick software

[195].
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2.4.7 Storage of the image files

The first and foremost decision in terms of database organisation is the storage

of images: is it better to store them in the database itself, or in a filesystem while

keeping the filepath in the database? The former is colloquially called "to BLOB",

which stands for Binary Large Object and refers to the name of the MySQL type

which allows their storage.

Intuitively speaking, large fields of unknown length are detrimental to a

database’s performance and, conversely, filesystems are very well-suited for that

task. As a result, it would make sense to store files in a filesystem if they are above

a given size threshold [53]. Comparison tests have been performed between SQL

server and the NTFS filesystem, and they confirmed that the former is significantly

more efficient than the latter for files below 256Kb, and vice versa for those above

1Mb [57]. That efficiency has been measured in terms of read and write throughputs

and resulting file fragmentation over usage time. Note that there is a general

consensus on the fact that the downsides of the latter are significantly attenuated in

modern Solid-State Drives (SSDs) [196, 58, 220].

Despite this, filesystem storage has the disadvantage of being prone to incon-

sistencies: the filesystem and the database go out of sync after long usage and

garbage collection has to be dealt with. Additionally, this setup makes many tasks

harder such as an OS change or a migration of the database [197]. Knowing that a

single researcher is involved in the development of the database, the performance

advantages of not BLOBing are not worth the effort.
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2.5 Data Collection of Simulated Crime-Scene Finger-

marks

2.5.1 Scope

In order to provide the database with initial content, promote the addition

of quality data, and to meet Requirement (R2) regarding the relevance of the

data collected to the fingerprint identification problem, it is necessary to design a

protocol for acquiring such data. From a mathematical perspective, the images

collected must be representative of the entire set of fingerprint images which can

be encountered in a forensic context. As such, the focus of this data collection

is the acquisition of finger impressions with varying appearances, which are

representative of crime scene conditions as well as those in which reference

fingerprints are collected.

The reasoning followed in order to establish this protocol aims consists in first

investigating the different processes and factors involved in the acquisition of

fingerprint images , and understand how they impact the appearance of the result.

Those factors are:

˝ The finger: its ridge lines, minutiæ, and 3rd-level details.

˝ The matrix: the substance which is deposited (e.g. eccrine, sebum, blood).

˝ The substrate: the substance onto which the fingerprint is deposited.

˝ The deposition: the conditions in which the fingerprint is deposited.

˝ Degradation: the events that occur between the deposition and the devel-

opment of the fingerprint which may interfere with the fingerprint (e.g.

fingerprint deposited outdoors and subject to environmental factors; substrate

has been burnt after deposition).

˝ The development method(s): the method(s) used in order to make the

fingerprint visible. There is a wide variety of methods, and while the use of

one over another mostly depends on the substrate, this choice is admittedly
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based on experience and/or personal preference. See [59] for an in-depth

overview, or Appendices E and F - based on [203] - for a more concise one.

˝ The acquisition method: method for acquiring an image file from a visible

fingerprint (e.g. lifting tape and/or photography).

In crime scene conditions, different combinations of those factors result in very

specific traits in fingerprints, see Table 1.2 for a non-exhaustive list. In order to

reproduce these traits systematically in the scope of a data collection, let us classify

deposition conditions according to the following categories:

˝ realistic conditions, where objects are handled without instructions or

preparation.

˝ simulated conditions, where objects are prepared and handled with specific

directions (e.g. items are cleaned, participants are given instructions on how

to manipulate the items).

˝ ideal conditions, where the goal is to achieve the highest-quality fingerprints.

It is possible to limit the collection time and the number of variable parameters

such as the deposition conditions, substrates, development and acquisition methods

which need to be explored in the context of the data collection while still reproducing

most of the artefacts observed in crime scene prints. This can be accomplished by

following a scenario-based approach, where a scenario refers to a situation which

participants will be requested to enact, and which require specific substrates and

development methods. As such, this protocol can be seen as a generalisation of

a previously established multi-surface fingerprint collection protocol [35]. See

Table 2.3 for the list of scenarios which will be covered in the scope of this data

collection. Finally, degradation conditions are a peripheral parameter and will

not be dealt with since it would require a classification of such conditions, and a

significantly larger number of samples.
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2.5.2 Protocol

Given the volume of samples and the need for several development methods, it

is not practical to have the fingerprints developed immediately. Therefore sufficient

and appropriate storage space is required to preserve the fingerprints on the

item before they are developed. It is also necessary to find a suitable means of

transportation from the collection to the development and acquisition location

(even if those are both on University campus).

In order to generate eccrine prints, the participants will wear latex gloves

and be asked to undergo physical exertion (e.g. going up and down stairs for 2

minutes) prior to the deposition. For sebaceous prints, the participants will rub

their forehead, scalp, and back of the ear or neck for 5 seconds each. This will only

be done for ideal and simulated conditions. Prior to generating either eccrine or

sebaceous prints, the participants will be instructed to wash their hands with soap

for 30 seconds and then thoroughly dry their hands. This will ensure that no other

substances will be transferred.

The experiments will be ordered in the following fashion: realistic conditions for

every scenario first, followed by the generation of the matrix for simulated and

ideal for every scenario. Additionally, any item involved in ideal or simulated

conditions will be manipulated separately and with gloves. The items used for

realistic and simulated will be the same, whereas for ideal conditions a flat substrate

of a material that is similar to the items used in the realistic and simulated will be

used instead. This is so that depletion prints may be taken under ideal conditions.

The forensic relevance of the scenarios can be justified by quoting statistics of

the circumstances in which fingerprint evidence is found in crime scenes. However,

such statistics are not publicly available, and would require cooperation with

the Police National Computer (PNC) to acquire that data in the UK.Address

Champod’s remarks here: even if it only concerns a minority of cases, it is important

to represent some cases provided that they produce image that are encountered in

this environment, plain and simple.

Takeaway prints are not covered by this data collection, but as it is a type of
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negative print, no new traits are expected to arise. Finally, if this experiment is

conclusive with sebaceous and eccrine prints, another round of data collection will

take place using blood. In that case, sheep blood can be used as a proxy for human

blood.

The list of scenarios considered for this experiment is as follows, and is

summarised in Table 2.3.

Scenario
Realistic

condi-
tions

Simulated
condi-
tions

Ideal con-
ditions

Substrate
Devel-
opment
method

Livescan Livescan

Writing on paper Paper

Grabbing a receptacle
Plastic / glass
/ metal /
ceramic

Handling a garbage
bag Plastic

Collecting a receipt Thermal
paper

Swinging a tool Wood

Using tape Tape

Handling a knife Metal Gun blueing

Shoot with a gun and
loading a gun Metal Gun blueing

Strangulating a victim Human skin

Table 2.3: Conditions covered for each scenario considered. The green cells indicate

the most relevant scenarios for this research project.

Livescan

Substrate type(s), development method(s) and matrix(ces). Livescan device.

Ideal conditions. 10 flat and 10 rolled fingerprints.
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Comments. Realistic and simulation conditions are not applicable.

Writing on paper

Substrate type(s), development method(s) and matrix(ces). A4 blank printing paper.

Indanedione ZnCl (over D.F.O. and Ninhydrin). Eccrine (because it reacts with

amino-acids).

Realistic conditions. Collect a a sample of their writing on a support no larger

than an A4 sheet of paper (sticky notes and such are allowed).

Simulated conditions. Place their non-dominant on the paper, write the name of a

celebrity without moving the non-dominant hand. Once this is done, ask them to

leave their hand where it is, number the fingers and take a picture.

Ideal conditions. 5 depletion series on paper with all fingers using tapped

fingerprints.

Grabbing a receptacle

Substrate type(s), development method(s) and matrix(ces). 2 ceramic mugs, 2 metallic

cans, 2 plastic bottles, and 2 drinking glasses per participant. One set is used for

realistic, and one for simulated conditions. Ceramic, metallic, plastic and glass

surfaces for ideal conditions. They will be labelled and gridded in order for the

depositions to have sufficient space and to be clearly identifiable. Powder will be

used to develop fingerprints on ceramic and glass surfaces, and cyanoacrylate

fuming for the plastic and metallic ones.

Realistic conditions. Each participant will grasp and simulate drinking from each

receptacle with the hand(s) of their choice. If the receptacle needs opening, they

will have to do it.

Simulated conditions. Each participant will be handed each receptacle that they

need to grasp and simulate drinking on. The hand which they use will be written

on a piece of tape and attached on the bottom of the receptacle. Pictures will be

taken in order to identify each fingerprint.
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Ideal conditions. 5 depletion series on each surface with all fingers using tapped

fingerprints.

Handling a garbage bag

Substrate type(s), development method(s) and matrix(ces). Different rolls of bags for

realistic and simulated ideal. Cyanoacrylate fuming for the realistic prints (because

the location of the prints is not completely known), silver granulate powder for

the simulated and ideal conditions for varying contrast. Eccrine prints (although

sebaceous would also work because they both contain amino-acids).

Realistic conditions. Ask them to unfold, and grab a bag in order to put objects in

it.

Simulated conditions. Garbage bags will be in foot-long squares and each will

have right or left hand outlines. Each participant will be instructed to grab both

squares, one after another, while keeping their fingers within the outlines.

Ideal conditions. Strips of garbage bags stretched over a hard surface. 5 depletion

series with each finger using tapped fingerprints.

Handling a receipt

Substrate type(s), development method(s) and matrix(ces). Rolls of blank thermal

paper, which will be manipulated with gloves, and from which the first outer layer

has been removed. HCl / muriatic acid. Eccrine prints.

Realistic conditions. Ask each participant to hand in one of their own receipts

from the past week.

Simulated conditions. Print a receipt and hand it to them. They are instructed to

take it with one hand. Take a photograph then label the fingers.

Ideal conditions. Either print a blank strip or one with annotation for each finger.

Have those strips / long receipts stretched over a hard surface. 5 depletion series

using tapped fingerprints.
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Comments. Buy rolls of thermal paper and test if fingerprints can be developed

on it right away, or if printing is required.

Swinging a tool (e.g. hammer, shovel, baseball bat)

Substrate type(s), development method(s) and matrix(ces). Two hammers, to be

used to hit stuffed pillowcases or cushions. A wooden board will be used for ideal

conditions. Magnetic powder. Either sebaceous or eccrine.

Realistic conditions. Hand them the hammer without gloves and ask them to hit

the pillows/cushions repeatedly at full strength for as long as they want.

Simulated conditions. Hand them the hammer with gloves, ask them to grasp the

hammer with one hand and hit the pillows/cushions three times at full strength.

The hand used will be written down and the process will be filmed in order to

record a possible change in the position of the hand.

Ideal conditions. A wooden board delimited with duct tape and annotated with

permanent marker will be used. 5 depletion series for each finger, using tapped

fingerprints.

Handling a knife (as an offender, and/or a victim)

Comments. The ideal conditions are already covered by a previous experiment

(grabbing a metal receptacle), both simulated and realistic versions of this scenario

would be complicated to implement for both security and ethical reasons while not

adding many of the traits that are reproduced by other experiments. For these

reasons, this scenario will not be implemented.

Using tape on a victim

Substrate type(s), development method(s) and matrix(ces). Rolls of duct tape, use

different rolls for realistic and simulated conditions. Sticky side powder will be

used to develop the fingerprints on the adhesive side of the tape.
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Realistic conditions. Manipulate the roll without gloves. Ask them to tear and

apply one or several pieces of tape onto an object, within reason.

Simulated conditions. Hand them a piece of tape with gloves. Ask them to tear it

in half without touching other parts of the tape. Photograph the position of their

fingers and label the hands and fingers used on the sticky side of the tape.

Ideal conditions. Have strips of tape spread onto a rigid surface sticky face up. 5

depletion series with all fingers, flat fingerprints.

Shoot with a gun and / or loading a gun.

Comments. This scenario is forensically relevant but is unlikely to produce finger-

prints that are significantly different from that produced by previous experiments

(namely the one on metallic cans and with hammers). Additionally, this experiment

could be made possible with a partnership with a nearby shooting range but would

be impractical because of the limited range of development methods (they have to

be non-destructive).

Strangulating a victim

Comments. Interesting for the sake of completion, but will not be performed

since the most effective development method on skin is iodine fuming, which is

illegal and not practiced in the UK for health reasons.

2.5.3 Data Collection

A student project was organised for a 4th year B.Sc. student in Mathematics. The

purpose of her project was to perform a data collection, annotate the resulting

fingerprints for the presence of traits mentioned in Table 1.2, then perform a

statistical analysis in order to prove or disprove that the above protocol does

produce different fingermarks with regards to the traits they show.

The student was given a short training in Forensic Science and fingerprint

evidence, and was also trained in how to generate, develop, and collect fingerprints,
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which was organised and provided by Jessica Lam, Ph.D. student at the University

of Leicester under the Intrepid Forensics Programme at the time of writing.

The student booked 4 afternoons in the Criminology department meeting room

to host the data collections on her own. She was supplied with all of the necessary

equipment for the data collection. After she completed the data collection and

analyses, she was asked to provide the results to me so that I could incorporate the

data into this project. Unfortunately, she failed to make the data accessible and

ultimately stopped responding to any e-mails after her module was completed. As

such, it is unknown how many participants took part, how many fingerprints were

collected, and what the results of her data collection were.
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Chapter 3

A Formalisation of Fingerprint

Identification using Source

Probabilities

Historically, fingerprint conclusions provided by fingerprint examiners to

the court were statements of absolute certitude. This certitude relied on the

experience of the examiners, and on the assumptions that the finger impressions

analysed presented unique patterns, and that this uniqueness made the impression

distinguishable from any other impression. These assumptions have also been

applied to other discplines in forensic science, such as firearm examination, footware

examination, and handwriting examination to name a few, and are referred to as

the theory of discernible uniqueness [60, 61].

The scientific community has shown, however, that there is insufficient basis for

these claims [221], because: it cannot be empirically demonstrated that fingerprints

are unique without conducting a comparison of every existing fingerprint; and the

fact that the uniqueness of a pattern in a fingerprint does not entail the ability to

distinguish between all of the impressions it creates, due to the large amount of

confounding factors involved [61].

In order to address these shortcomings, the scientific community has encouraged

the use of likelihood ratios, which represent how much more likely it is to observe a
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set evidence E given a hypothesis C than it is to observe the same evidence given

the negation of this hypothesis
PpE|Cq

PpE|C̄q
, (3.1)

and which play a pivotal in the computation of posterior odds in the Bayesian

framework [62].

As such, research has been devoted to establish probabilistic evaluations of

the evidentiary value of fingerprint comparisons [63]. In addition to this, the

Association of Forensic Science Providers (AFSP) has proposed a verbal scale which

matches different ranges of likelihood values, such as r1, 10s or r101000 ´ 110001000s,

to verbal expressions which can be understood by laypeople, such as "weak or

limited" and "very strong" respectively [64]. This laid the foundation which makes

it possible for forensic scientists to substitude previous statements such as

“It is moderately probable, highly probable, or practically certain that

two items have a common source.”

by more appropriate statements, such as

“It is far more probable that this degree of similarity would occur

when comparing the latent print with the defendant’s fingers than with

someone else’s fingers.”

which reflects the evidentiary value of the expert’s analysis more accurately [61].

It is worth noting, however, that the usage of the expression "someone else"

in the suggested statement, which remains vague. Let us consider a population

P from which all fingerprints are known, and are being compared. For any

given pair of impressions from that population, it requires more detail or features

in common, or more similarity between these impressions, in order to be able

to uniquely identify them. Determining the amount of similitude required in

order to make a comparison is referred to as the sufficiency problem, which is

actively researched [65]. As such it become obvious that the evidentiary value

of a fingerprint comparison depends on - and may therefore be tuned to - the

population to which the unknown mark is implicitly compared.
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The purpose of this chapter is not to implement upon the existing framework,

but instead to lay the mathematical foundation required to discuss fingerprint

identification algorithms in Chapter 4. However, in the process of doing so, it

provides a mathematical basis for the consideration of the probability of two

fingerprint impressions coming from the same source, as opposed to merely

comparing likeness between impressions. These probabilities, which are referred to

as source probabilities [61], have been criticised because current analyses do not

support a conclusion that allow a source probability to be computed, and it was

thus concluded by the forensic community that their use is fallacious. This thesis,

however, demonstrates that calculating source probabilities can in fact be done with

sound mathematical reasoning under appropriate circumstances.

By doing so, this section proposes a rigorous approach to fingerprint identifi-

cation, formulates conditions which ensure that identifications are performed

accurately, and also makes suggestions as to how hypothetical populations can

be used in the context of the computation of source probabilities in order to

provide more specific conclusions to the court. As such, Section 3.1 will introduce

mathematical definitions of the concepts at hand; then, a mathematical formulation

of the identification problem is suggested in Section 3.2, under the assumption

that the database contains a fingermark that comes from the same source as the

unknown fingermark; finally, the identification problem is formulated without that

assumption in Section 3.3.

3.1 Defining fingermarks, sources, and depositions

The purpose of this section is to define mathematically the notions of fingermark,

source, and deposition in order to understand the formal relations between them

and ultimately provide a mathematical formulation of the identification problem.

Throughout this chapter, a distinction will be made between: a fingerprint, which

refers to the part of the finger which is formed of ridges and furrows; and a

fingermark, which refers to the deposition left when a fingerprint is put in contact

with a surface. Additionally, the term “source”, which is the abstract term used in a
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legal context in order to refer to the fact that a fingermark has been left by a given

individual under certain circumstances, will be used to refer to all the existing

information pertaining to a given fingerprint.

A fingermark deposited on a surface is the result of a source having been in

contact with that surface. This source leaves a trace that is deformed depending on

a variety of factors, including properties of the surface, the fingerprints themselves,

and the conditions in which contact was made. A deposition can be defined as a

function which maps a source to a fingermark. As such, if the set of sources is

denoted by S, and the set of fingermarks by F , the set of depositions ∆ is a subset

of the set of functions from S to F ,

∆ Ď FpS, F q, (3.2)

with constraints that will be introduced as part of this section. For technical reasons,

the sets S and F will respectively be endowed with σ-algebras B and C, so that

pS,Bq and pF, Cq are both measurable spaces. Additionally, the set of depositions ∆

considered is a subset of the set of measurable functions from S to F .

Definition 3.1:

It is said that a fingermark f P F can be assessed as coming from a source s P S,

which will be denoted f  s, if there exists a deposition which maps s to f

Dδ P ∆ | δpsq “ f. (3.3)

Definition 3.2:

Similarly, it will be said that two fingermarks f, f 1 P F can be assessed as coming

from the same source, which will be denoted f « f 1, if both fingermarks have been

deposited by the same source

f  s and f 1  s, (3.4)

or equivalently,

Ds P S, Dpδ, δ1
q P ∆2

| δpsq “ f and δ1
psq “ f 1. (3.5)

Assumption 3.1:

Given that all fingermarks originate from a source, it is legitimate to assume that
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each fingermark can be assessed from coming from at least one source. This means

that the sets F , S and ∆ are such that

@f P F, Dps, δq P S ˆ ∆ | δpsq “ f. (3.6)

However, as mentioned in the introduction, there may be such distortion during

the deposition of a fingermark in a practical scenario that it is indistinguishable

from another one, which comes from a different source. There, the assumption

that each fingermark can only be assessed as coming from a single source is not

made. This emphasizes that there is a strict difference between the fact that two

fingermarks are said to come from the same source as a result of an assessment,

which has been defined above by the relation «, or from available ground-truth

knowledge, which will be denoted by f „ f 1.

By definition, the relation « is: binary (it takes two arguments); reflexive

(each fingermark can be assessed as coming from the same source as itself); and

symmetric (if f can be assessed as coming from the same source as f ’, then f 1 can

be assessed as coming from the same source as f ). If this relation is also transitive,

then this relation is an equivalence relation. For a given equivalence relation „ on

E, it is possible to consider its equivalence classes, which are defined as

rys “ tx P E |x „ yu . (3.7)

Additionally, it has been demonstrated that the set of all such equivalence classes

for „ defines a partition on E, which means that any element of E belongs to a

unique equivalence class. As such, it is possible to gain a greater understanding of

a set by identifying an equivalence relation and studying its equivalence classes.

Unfortunately, the relation « is not transitive on F as a given fingermark can be

assessed as coming from two different sources.

Definition 3.3:

Let us now consider the subset Fu of F , the set of fingermarks that originate from a

unique source, which is defined as such:

Fu :“ tf P F | D!s P S, Dδ P ∆ such that δpsq “ fu . (3.8)
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The purpose of studying fingermarks from unique sources is not to make a

statement or enquiry as to whether fingerprints are unique or not, but rather to

study the implications of that definition on the relation «. Furthermore, let us note

that the nature of Fu depends on that of the set of sources S and of depositions

∆ considered, in that Fu can be interpreted as the set of fingermarks that can be

distinguished from any other fingermarks given the set of sources and depositions

considered.

Property 3.1:

The relation « is transitive on Fu.

Proof. Given three fingermarks of unique source pf, f 1, f 2q P F 3
u , we have

$

’

&

’

%

f « f 1

f 1 « f2

ô D!ps1, s2q P S2, Dpδ1, δ
1
1, δ2, δ

1
2q P ∆4

|

$

’

’

’

’

’
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’

’

’

’

’

%

f “ δ1ps1q

f 1 “ δ1
1ps1q “ δ2ps2q

f2 “ δ1
2ps2q

ñ D!s P S, Dpδ1, δ
1
2q P ∆2

|

$

’

&

’

%

f “ δ1psq

f2 “ δ1
2psq

ñ f « f2.

(3.9)

Despite the fact that this result shows that the relation « is an equivalence

relation on Fu, it does not give much insight into identification in a practical context.

That is the case because there is no a priori knowledge as to whether a fingermark

can be assessed as coming from a unique source, which amounts to stating that it is

distinguishable from any other fingermark. That is why it is necessary to introduce

the concept of a reference fingerprint, which refers to a fingerprint which has been

collected in the best possible conditions, and which can be used as a reference for

the identification of a lower-quality crime-scene print. In order to do so, let us first

define the set of ideal depositions.

Definition 3.4:

A deposition function δ P ∆ is said to be ideal if it meets the following conditions:
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˝ δ is injective, which means that depositing from different sources via δ

produces different fingermarks;

˝ any fingermark which can be assessed as coming from a source via δ actually

comes from that source

@s P S, δpsq „ s. (3.10)

Assumption 3.2:

As a mean of formulating the fact that information regarding the source, such as

features, may only be lost in the deposition process, the assumption is made that

the set of deformations ∆ is such that non-ideal depositions cannot produce the

same fingermarks as those deposited by ideal depositions,

@pd, d1
q P ∆˚

ˆ p∆z∆˚
q, Impδq X Impδ1

q “ ∅. (3.11)

Property 3.2:

Any fingermark which has been deposited through an ideal deposition can be

assessed as coming from a unique source

@δ P ∆˚, Impδq Ă Fu. (3.12)

Proof. Let δ P ∆˚ be an ideal deposition, and f P Impδq a fingermark which has

been deposited through δ. δ is injective, and is therefore invertible as a function

from F to Impδq. Consequently,

D!s P S, δpsq “ f. (3.13)

Given Equation (3.10), for any other ideal deposition δ1 P ∆˚ such that f P Impδ1q,

we have d1´1pfq „ f and f „ s. Due to the uniqueness of the ground-truth source

of any fingermark, we have d1´1pfq “ s. This means that any fingermark which has

been deposited through an ideal deposition can only be assessed to a unique

source through any ideal deposition. Finally, given Equation (3.11), there is no

non-ideal deposition d1 which is such that d1psq “ f . Consequently, f P Fu.

Definition 3.5:

The set of reference fingerprint Fr is the subset of fingermarks which has been

deposited through ideal depositions

Fr :“ Y
δP∆˚

Impδq. (3.14)
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Property 3.3:

Any reference fingermark can only be assessed to a unique source

Fr Ă Fu. (3.15)

As a result, Fr defines a set of fingermark on which tangible assumptions have

been made, such that all fingermarks it contains also come from a unique source.

As a result, the relation „ is an equivalence relation on this set.

Definition 3.6:

For any source s P S, the set of fingermarks which can be assessed as coming from

source s is denoted by rss, and defined as the following:

rss :“ tf P F | f  su. (3.16)

Theorem 3.1

Let fu be a fingermark which can be assessed as coming from a unique source s.

The equivalence class of fu by the relation « is given by rss,

rss “ rfus. (3.17)

Proof. For any fingermark f in rfus, there exists a source s1 such that both f and fu

can be assessed as coming from that source. Given that fu comes from the unique

source s, then s1 “ s, which means that f can be assessed as coming from source s.

Therefore @f P F, f P rfus ô f P rss.

Theorem 3.1 means that studying the fingermarks that come from a given source

s can be achieved by studying the equivalence class of any fingermark of unique

source s. Given Property 3.3, this result also holds for any reference fingermark.

As a result, it has been demonstrated that: a) any reference fingermark can be

used to uniquely identify other fingermarks to the same source; b) non-reference

fingermarks may or may not be sufficient to perform a unique identification; and c)

fingermarks that come from a non-unique source are insufficient to perform an

identification.

In conclusion, a mathematical framework has been established in order to cover

a variety of situations in terms of the choice of sets F , S, and ∆ considered. It is now
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possible to study varied mathematical formulations of the identification problem,

and the properties of identification algorithms that learn from data. Regarding the

Forensic Science field, the premise of this framework is to allow us to analyse

different working environments, and eventually deduce which statements can and

cannot be made with respect to fingerprint identification. It clearly outlines the

hypotheses that are made on the fingermarks in order for some conclusions to be

reached. These assumptions should be under consideration at all times in order for

scientific statements to stay accurate for court purposes.

3.2 Source determination

Let us now consider the practical issue of identifying an unknown fingermark,

denoted fc (named after crime scene), with respect to an existing database of

fingermarks FDB Ĺ F . This section tackles this problem under the following

assumption.

Assumption 3.3:

There exists a reference fingermark fm (named after match) in FDB which comes from

the same source as fc,

Dfm P FDB X Fr | fc P rfms. (3.18)

As a result, the problem of identifying the unknown fingermark fc corresponds

to determining which reference fingermark fr in the database is such that fc P rfrs.

Practically speaking, there is limited knowledge about the set of sources S. The

objective is to assess whether an unknown and a reference fingermark come from

the same source solely based on the relation between both fingermarks, and the

ground truth knowledge that the reference fingermark comes from a given source.

Because of this, it is necessary to be able to map a reference fingermark to another

fingermark, which is the purpose of the following definition.

Definition 3.7:

The set of modification functions M Ă FpFr, F q is defined as

M :“
 

m P FpFr, F q
ˇ

ˇ Dpδ, δ1
q P ∆˚

ˆ ∆ such that m “ δ1
˝ δ´1

(

. (3.19)

61



Assumption 3.4:

The sets of depositions ∆ and of modifications M are such that

@pm, δq P M ˆ ∆˚, m ˝ δ P ∆, (3.20)

Theorem 3.2:

For any reference fingermark in the database fr P FDB X Fr, fr can be assessed

as coming from the same source as the unknown print fc only if there exists a

modification m P M which maps fc to fr

fc P rfrs ô Dm P M | fc “ mpfrq. (3.21)

Proof. Sufficiency.

fc P rfrs ô Dps, δ, δ1
q P S ˆ ∆˚

ˆ ∆ | δpsq “ fr and δ1
psq “ fc

ñ Dpδ, δ1
q P ∆˚

ˆ ∆ | fc “
`

δ1
˝ δ´1

˘

pfrq

ñ Dm P M | fc “ mpfrq.

(3.22)

Necessity.

Dm P M | fc “ mpfrq ñ Dpm, s, δq P M ˆ S ˆ ∆˚
|

$

’

&

’

%

fc “ mpfrq

fr “ δpsq

ñ Dpm, s, δq P M ˆ S ˆ ∆˚
|

$

’

&

’

%

fc “ m ˝ δpsq.

fr “ δpsq

(3.23)

Assumption 3.4 grants that m ˝ δ P ∆, therefore fc P rfrs.

This result signifies that determining the reference fingermark fm which comes

from the same source as fc can be achieved by establishing which reference

fingermark fr in the database is such that there exists a modification m P M

that verifies mpfrq “ fc. Next, the following concepts aim at formulating the

identification problem in such a way that it can be solved numerically.

Assumption 3.5:

There exists a semi-metric d on the set of fingermarks F , namely a function

from F ˆ F to R` such that, for any pf, f 1q P F 2, dpf, f 1q “ 0 ô f “ f 1 and

dpf, f 1q “ dpf 1, f 1q.
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Assumption 3.6:

The set of modifications M is a closed bounded set.

Definition 3.8:

The minimal distance after modification function, which will be denoted dM ,

refers to the function which maps a pair pfc, frq of an unknown fingermark, and a

reference fingermark in FDB to the minimal distance between fc and a modification

of fr
dM : pfc, frq ÞÑ min

mPM
d
`

fc,mpfrq
˘

.

F ˆ Fr Ñ R`

(3.24)

The existence of this minimum on M is guaranteed by Assumption 3.6.

Theorem 3.3

For any unknown fingermark fc P F , the set yrfcs defined as

yrfcs :“ argmin
frPFDBXFr

”

min
mPM

d
`

fc,mpfrq
˘

ı

(3.25)

contains only and all reference fingermarks in the database which can be assessed

as coming from the same source as the unknown fingermark fc. In other words, for

any reference fingermark in the database fr P FDB X Fr,

fc P rfrs ô fr P yrfcs. (3.26)

Proof. Sufficiency. As per Theorem 3.2,

fc P rfrs ô Dm P M | d
`

fc,mpfrq
˘

“ 0

ñ dpfc,mpfrqq “ min
f 1PFDBXFr

m1PM

d
`

fc,m
1
pf 1

q
˘

ñ fr P yrfcs.

(3.27)

Necessity. Given Assumption 3.3,

fr P yrfcs ñ @m1
P M, @f 1

P FDB X Fr, min
mPM

d
`

fc,mpfrq
˘

ď d
`

fc,m
1
pf 1

q
˘

ñ min
mPM

d
`

fc,mpfrq
˘

“ 0

ñ Dm P M | fc “ mpfrq.

(3.28)
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This theorem effectively proves that, under the assumption that there is a

reference fingermark of the same source as the unknown fingermark in the database,

it is possible to formulate the identification problem in FDB as an optimisation

problem on pFDB X Frq ˆ M . Specific details will be provided as to how this

optimisation problem has been solved during this research: see Chapter 4 for

the parameterisation of the set F and M , more specifically Section 4.4.2 for the

computation of a distance d on F , and finally Chapter 5 for the specific optimisation

algorithm used. The remainder of this section is an analysis of the performance of a

theoretical identification system which solves the optimisation problem as specified

by Equation (3.25).

In a computational setting, numerical error needs to be accounted for. Conse-

quently, the minimum distance after modification between fc and a fingermark fr

within yrfcs would most likely not be exactly equal to zero, but would instead be in a

close neighbourhood of it. As a result, in order for an identification system to work

adequately, it is necessary to define criteria on the value dMpfc, frq obtained which

specify when an identification is said to be accepted, rejected, or inconclusive.

Similarly, it is also necessary to define criteria which evaluate the performance

of this identification system in order to ensure that it performs adequately on

the dataset ground-truth dataset FDB. In order to accomplish this, the following

assumption and definitions are needed.

Assumption 3.7:

It is assumed that the database of fingermarks FDB is such that there is ground-truth

information regarding the source of every fingermark within FDB. This means that,

for any pair of fingermarks pf, f 1q within the database FDB, it is known whether the

statement f „ f 1 is true or false.

Definition 3.9 (Identification error):

The identification error epfcq committed by an identification system on a non-

reference fingermark fc corresponds to the maximum minimum distance after

modification between fc and any reference fingermark within FDB which is known
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to come from the same source as fc. Therefore, the function e is defined as such

e : fc ÞÑ max
frPFDBXFr

fr„fc

dMpfc, frq.

FDB Ñ R`

(3.29)

Furthermore, the identification error committed by the identification system on the

entire database, which will also be denoted by epFDBq corresponds to the maximum

identification error associated to any non-reference fingermark fc within FDB

epFDBq :“ max
fcPFDB

epfcq. (3.30)

Definition 3.10 (Free radius):

Similarly, the free radius r associated with a non-reference fingermark fc in FDB

corresponds to the minimum minimum distance after modification between fc and

any reference fingermark within FDB which is known to come from a different

source as fc. The function r is defined as

r : fc ÞÑ min
frPFDBXFr

frfc

dMpfc, frq.

FDB Ñ R`

(3.31)

Additionally, the free radius associated to the identification system on the entire

database FDB, which will be denoted by rpFDBq, refers to the minimum free radius

associated to any non-reference fingermark within FDB

rpFDBq :“ min
fcPFDB

rpfcq. (3.32)

With these notions defined, it becomes possible to define a decision-making

process for a computational identification system. It is suggested that, given an

unknown fingermark fc P FDB
A, the set of potential candidates yrfcs be computed as

per Theorem 3.3. Then, for any fingermark fr in yrfcs, the identification is said to be
$

’

’

’

’

&

’

’

’

’

%

accepted if dMpfc, frq ď epFDBq,

rejected if dMpfc, frq ě rpFDBq,

inconclusive otherwise.

(3.33)

This decision-making process is valid only if it correctly accepts all fingermarks

within FDB which are known to come from the same source, and correctly rejects all

fingermarks within FDB which are known to come from different sources.
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Theorem 3.4: Validity of an identification system

If the identification system meets the following validity condition on FDB

epFDBq ă rpFDBq, (3.34)

then all fingermarks in FDB are properly identified. This means that there are no false

positives and no false negatives in the identification of non-reference fingermarks

in FDB with respect to their ground-truth source, @pfc, frq P FDB ˆ pFDB X Frq,

dMpfc, frq ď epFDBq ñ fc « fr, (3.35)

dMpfc, frq ě rpFDBq ñ fc ff fr. (3.36)

Proof. Let us first prove the contrapositive of (3.34)ñ(3.35). Assuming that the

negation of Equation (3.35) is true, we have

Dpfc, frq P FDB ˆ pFDB X Frq | dMpfc, frq ď epFDBq and fc ff fr. (3.37)

This entails that rpFDBq ď dMpfc, frq ď epFDBq, which means that the negation of

Equation (3.34) is true. The contrapositive of (3.34)ñ(3.36) can be also demonstrated

in a similar fashion. Assuming that

Dpfc, frq P FDB ˆ pFDB X Frq | dMpfc, frq ě rpFDBq and fc « fr, (3.38)

we have epFDBq ě dMpfc, frq ě rpFDBq.

This theorem provides a condition that ensures that the identification system is

valid based on a database with ground-truth information about the sources of its

fingermarks.

3.3 Source assessment

In this section, the problem of identifying an unknown fingermark with a

reference database FDB will be addressed in a similar fashion as in Section 3.2, but

without Assumption 3.3 that there is indeed a reference fingermark FDB which

comes from the same source as the unknown fingermark. In other words, no prior
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assumption is made and no information is given regarding the source of fc, which

therefore may or may not have a matching reference fingermark within FDB.

Relaxing Assumption 3.3 invalidates the necessity part of Theorem 3.3, which

means that the only result available from Section 3.2 is that, for any fingermark

fr P FDB X Fr,

fc P rfrs ñ fr P yrfcs. (3.39)

As a result, it is only possible to exclude reference fingermarks fr in the database

from coming from the same source as the unknown mark, by checking that fr R yrfcs

. Given that the converse of Equation (3.39) is untrue, computing yrfcs may yield

reference fingermarks fr which do not come from the same source as fc. This is due

to the fact that the minimum distance after modification from one such reference

fingermark fr to a modification of fc, dMpfc, frq may or may not be equal to zero.

Despite this, alternative ways to provide an identification can be formulated.

The first approach suggested here consists in applying the same method as the

one suggested in Section 3.2 and specified by Equation (3.33). Whether the error

is of numerical nature, or resides from the fact that there is no certainty as to

whether FDB holds a reference fingermark which comes from the same source as the

unknown fingermark, it is possible to gauge whether that error is acceptable or not

by comparing it to the identification error and the free radius of the system. These

values are based on the limited knowledge of the entire set of fingermarks F which

is provided by FDB.

Alternatively, the second approach consists in considering a hypothetical

population Π to which the source of the unknown fingermark is suspected or

likely to belong. This is especially pertinent in investigations where intelligence

information or evidence suggests that the perpetrator has certain characteristics

that can narrow the list of possible sources. The point of this method is to effectively

extend the previous one, whereby the FDB is known to contain a match for the

unknown fingermark, to a situation where the population Π is likely to belong.

This can be achieved by formalising Π as a random variable on the set of sources S,

and by determining a way to extend the premise of identification error and free

radius to this situation.
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Remark 3.1 (Random depositions):

Let pΩ,A,Pq be a probability space. The set of depositions ∆ can be endowed with

the σ-algebra D :“ σpπs, s P Sq where

πs : δ ÞÑ δpsq.

∆ Ñ F
(3.40)

The measurable space p∆,Dq is such that families of random variables δ “ pδs, s P Sq

are A ´ D measurable, which therefore define random variables on p∆,Dq [67].

Such random variables δ will be referred to as random depositions.

Remark 3.2:

Any pair pΠ, δq where Π is a random variable on S and δ a random deposition

induces a random variable on F , which is denoted FΠ,δ, and which is defined as

FΠ,δ : ω ÞÑ δpωq
`

Πpωq
˘

.

Ω Ñ F
(3.41)

Given these remarks, three different decision-making possibilities are suggested.

These choices involve different computations that may or may not be feasible

depending on the computational cost incurred. The first consists in considering

the identification error and free radius associated to FΠ,δpωq, for a given ω P Ω.

Instead of using a ground-truth database as a reference, the threshold used to

perform the decision-making are based upon that of a simulated database associated

to a hypothetical population, whose parameters are based upon the available

knowledge of the entire set of fingermarks through FDB and that of the set of

depositions through the random variable δ on ∆.

The second one consists in considering not one, but several simulated datasets

FΠ,δpωq in order to compute the expected identification error and free radius

associated to the random population Π. They can be respectively written as

E repFΠ,δqs :“ E

»

– max
pfr,fcqPpFΠ,δXFrqˆFΠ,δ

fc„fr

dMpfc, frq

fi

fl , (3.42)

E rrpFΠ,δqs :“ E

»

– min
pfr,fcqPpFΠ,δXFrqˆFΠ,δ

fcfr

dMpfc, frq

fi

fl . (3.43)
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Finally, a the third approach consists in computing the probability of a finger-

mark fr P yrfcs of coming from the same source as the unknown fingermark fc in a

population Π as such

P rdMpfr, fcq ď epFΠ,δqs , (3.44)

and the probability of the fingermark fr being rejected for identification within a

population Π

P rdMpfr, fcq ě rpFΠ,δqs (3.45)

Similarly to Theorem 3.4, this approach stays consistent provided that the random

identification error is lesser than the random free radius almost surely

epFΠ,δq ă rpFΠ,δq a.s. (3.46)

The three above approaches to the production of a statement as to whether two

fingermarks come from the same source differ in terms of the computational cost

incurred, which depends on the means by which random fingermark datasets

FΠ,δ are generated. Such methods are discussed in Section 4.4.3. Additionally, the

first two approaches provide a quantification of the reasonable doubt associated

to a fingerprint identification by means of the expected identification error, in a

similar fashion as in the source determination setting; while the third one computes

probabilities of two fingermarks coming from the same source, which is on par with

current probabilistic approaches.

All in all, the setting described here addresses the fact that identification state-

ments can be produced in the absence of Assumption 3.3. This was accomplished by

considering a population Π, to which the source of the unknown mark is suspected

to belong, and which is of forensic relevance. It was also shown that it is possible to

produce different statements, either based on a quantification of reasonable doubt,

or based on a probabilities, which which all pertain to the population Π considered.
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Chapter 4

Machine Learning applied to Source

Probability Computation or Ridge

Line Modelling for Source

Probability Computation

The purpose of the remainder of this thesis is to provide the basis for an

identification system which is equipped with the tools required to solve the

identification problem as it is formulated in Chapter 3, via the computation of

source probabilities.

This chapter more specifically discusses the requirements needed to perform

both the source determination and source assessment, which are respectively

described in Sections 3.2 and 3.3. Although these concepts are both formulations

of the identification problem, which refers to the identification of an unknown

fingermark using a database, source determination assumes that there exists

fingermarks coming from the same source in the database, whereas source

assessment does not. As such, source determination requires the definition

and implementation of a set of fingermarks F , a semi-metric d on F , and a set of

modifications M .In addition to these requirements, it is also necessary for source

assessments to have computational tools available to generate random variables on
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the set of fingermarks F .

In order for the fingerprint identification system described here to fulfill the

Daubert standard [116, 68], and so that it can be properly utilised by the court for

forensic purposes, this system should meet the following requirements:

(R1) perform adequately on a training dataset of degraded fingermarks, and have

a quantified error rate;

(R2) perform consistently as the database grows larger;

(R3) have a rationale that is understandable by a layperson;

(R4) be verifiable by a fingerprint examiner.

The ability of the algorithm to perform well with varied input, which is implied

by Requirements (R1) and (R2), is particularly challenging to achieve in fingerprint

identification due to: a) the large amount of intra-class variability in fingermarks

[30], which is exacerbated by the large amount of deformation to which crime scene

fingermarks are subjected; and b) the fact that a large population of individuals

must be discriminated. Let us note that the second issue mentioned, which refers to

the decrease of accuracy of fingerprint identification in growing databases, is a

known pitfall in any identification technique in Forensic Science, and especially in

DNA identification [69].

Achieving these objectives requires sophisticated algorithms which are tailored

to the data that they are intended to process. This research does not claim to

provide one such identification algorithm, but instead suggests the usage of

a framework, which can be used to compare the methods employed by the

identification algorithms that abide by it. This framework is modular, which allows

its components to be implemented to any specification, or even to be optimised

with data learning techniques in order to achieve better reliability - see Section 5.2.

Consequently, Section 4.1 discusses established Machine Learning algorithms

and justifies why they are not applicable to the identification problem formulated

via the computation of source probabilities. Section 4.2 introduces the premise

and the technical aspects of the identification framework and its components.

Section 4.3 describes the implementation that was developed, and demonstrates
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how a more reliable detection of features can be accomplished. Finally, Section 4.4

lists the components of the framework which have not been implemented and

provides the beginning of a reasoning that should act as a basis for their future

development.

4.1 Background and Purpose

Machine Learning is a field of Computer Science devoted to the design and

analysis of algorithms which learn from data. Given the breadth of algorithms

encompassed in this field, this analysis will be focused on Convolutional Neural

Networks (CNNs) applied to image classification, which have previously demon-

strated super-human performance at handwriting recognition [70]. Their success

at image classification is due to: their usage of matrix convolutions or filters at

different scales for picking up various features; their reliance of a large number of

parameters, which allow them to explore a large number of potential approaches;

the availability of substantial training data; and the leveraging of the computational

power of Graphical Processing Units (GPUs) which speeds up the training process

[70]. These algorithms have been successfully applied to the detection of features in

latent prints [71]. The purpose of this section is to justify the approach undertaken

as part of this research by describing the limitations of the application of established

image classification methods to the fingerprint identification problem, which

are twofold: their inability to compute source probability; and the limitations

associated to the features they rely on.

As justified in Chapter 3, source probabilities play a central role in this research

as they allow the quantification of the evidentiary value of fingerprint comparison

based on their likelihood of coming from the same source, rather than merely based

on their similarity, which is more subjective. The difference between established

Machine Learning classification algorithms such as logistic regression and the

approach described in this chapter is as follows: the former aim to compute the

probability of an element, in this case a fingermark, of belonging to a class, in which

case it makes sense to consider classes which correspond to each known source in a

72



database. However, the probability computed by these algorithms remains the

probability of a fingerprint belonging to the class associated to a source, rather

than the probability of that fingerprint coming from the source. The difference

between both lies on the fact that the latter requires a formulation of the meaning

of a fingerprint coming from a source, which is the very purpose of Chapter 3,

which includes both the quantification of the amount of detail in common between

two impressions, but also that of the possible modifications that occur from the

deposition to the creation of an image file.

Second of all, the features used for classification purposes by Convolutional

Neural Networks (CNNs) are extracted by convolutional layers, whose parameters

or weights are updated during the training of the network. The usage of optimal

features with respect to a data set may be problematic as some of these features

may be spurious, they may also be different from those used by fingerprint

examiners - namely the main pattern, the 2nd and 3rd level details, or may even not

be understandable or usable by examiners for verification purposes. On the other

hand, ensuring the same features as fingerprint examiners are used would provide

clarity to experts and laypeople alike, and may also allow both validation and

learning by fingerprint examiners.

The two above arguments justify the need to focus on the implementation of

algorithms which solve the identification as it is formulated in Chapter 3, and to

provide feature extraction methods specifically designed to ensure that features

used by human experts are detected.

4.2 A Framework For Fingermark Representation

The aim of this section is to define a representation framework for the set of

fingerprints F , whose purpose is to define a means by which any fingerprint can be

expressed or represented with fidelity by a limited set of meaningful parameters,

so as to satisfy Requirements (R3) and (R4). With this framework, it becomes

possible to tie the appearance of a fingerprint back to these parameters, thus

allowing: the generation of a fingerprint from a set of parameters; and, conversely,
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the parameterisation of a fingerprint image associated to a given fingerprint

according to the model considered. This specific relation between a fingerprint

and its associated parameterisation is formalised via a model, which is defined

as a function from P , the set of parameters chosen, to F , the set of fingerprints

introduced in Chapter 3,

m : p ÞÑ f,

P Ñ F
(4.1)

where pP, dF q is a metric space of finite dimension, and p will be referred to as

the parameterisation of f . The definition of a model plays a pivotal role within

an identification system as it represents how a fingermark is apprehended and

represented.

An example of a model consists in representing each fingermark by their

list of minutiae, which is the standard in forensic and research practices, and in

identification algorithms at the time of writing. This model will be referred to as the

canonical model. However, more comprehensive definitions of a model could, for

instance, include the presence of pores within the ridge lines and other 3rd-level

details, which have proved to be useful to discriminate fingermarks in practical

scenarios [13].

As mentioned in Theorem 3.3, the formulation of the source determination

problem requires the definition of distance on the set of fingerprints F . This can be

accomplished by noting that, provided that the model function m is bijective, it

induces the following definition of a distance dm on F :

dm : pf, f 1
q ÞÑ dP

`

m´1
pfq,m´1

pf 1
q
˘

. (4.2)

This function is binary, symmetric, and it also satisfies the triangle inequality due to

the fact that m is surjective, which proves that it does define a distance on F . From a

practical perspective, this statement justifies the value in attempting to numerically

invert the model function m. The function m´1, which maps a fingerprint to

its representation p P P will be referred to as the representation function. The

purpose of the representation framework is to define a set of algorithms which are

well-suited to compute the representation of any fingerprint according to a given

model m.
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Many representation algorithms can and have already been created. Taking

the example of the canonical model, a representation algorithm is a minutiae

detection algorithm, which has been the subject of considerable research. Similarly,

Variational Auto-Encoders (VAEs) are unsupervised deep neural networks which

aim to determine an efficient way to represent a data set in a latent space [72]. As

opposed to these methods, the goal of the framework described here is to define a

premise by which algorithms can abide in order for them to be understandable

and presentable in court. It is designed to be modular in order for each of its

components to be implemented in various ways.

The framework rests on the premise that the parameterisation of a fingermark

can be established by making repeated observations of its associated image, and it

includes the following components: observation tools, prediction tools, a saliency

mapping, and integration tools. The structure of the framework is represented in

Section 4.2, and a suggested pseudo-code is described in Algorithm 4.1. Observa-

tions can be interpreted as features or details, and can, in the context of fingerprint

analysis, refer to minutiae or 3rd-level details, for instance. Observations are made

at a specific location within the image, according to a process which is defined

by observation tools, the first component of the framework. Typical methods

such as image filters can be used as observation tools within the framework. The

locations at which subsequent observations are computed are determined by

making predictions regarding the locations of future, which is accomplished by the

prediction tools. The purpose of the prediction tools is to compute a distribution

of the expected probability of presence of each type of observation across the

entire image. These predictions are then used in order to determine where the

attention of the algorithm is directed at by means of a saliency mapping, which

proceeds by analogy with human vision [73], and returns the location or lists

of locations that should be observed next. Finally, integration tools (which are

unrelated to the mathematical meaning of the word) specify which observations are

considered to be sufficiently reliable, and how they should be integrated within the

parameterisation of the fingermark.
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Fingermarks Observations Parameterisation

PredictionsSaliency map

Figure 4.1: Diagram of the fingermark representation framework.

Algorithm 4.1 Representation framework

1: procedure R E P R E S E N T(f )

2: Initialise the saliency map, the observation set, the prediction set, and the

representation.

3: repeat

4: Select a location on the image using the saliency map.

5: Observe at this location.

6: Add observation to the observation set.

7: Integrate the current observation to the existing representation.

8: Predict the location of other observations.

9: Update saliency map.

10: until fingermark is represented.

11: return representation

12: end procedure

4.3 Implementation of the Observation Tools

Over the course this Ph.D. research, a simple implementation of the framework

described in Section 4.2 was produced. At the time of writing, the program can open

fingerprint image files and query them from an API, compute the representations of

several images simultaneously using multithreading, and then post the resulting

representations via an API for storage. It also implements the optimisation methods

described in Section 5.1. An example of a representation computed and displayed

by this program is provided in Figure 4.2. This implementation was made in C++,

because it offers better performance over other computing languages, and is over
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141000 lines of code. The source code was written down from scratch and uses few

dependencies: libpng to open image files [198], Qt for the graphical interface [199],

nlohmann::json in order to manage JSON variables [200], and finally libcurl to make

HTTP requests [201]. The source code is not provided as part of this thesis, nor

was it made available on a public repository due to its lack of maturity. However,

demonstrations can be made on request. The remainder of this section describes

more specifically how the representation framework was implemented, and which

observation tools were used.

Figure 4.2: Fingerprint image in black, and its ridge line annotations in red. The

annotations have been automatically computed by the algorithm developed during

this research.

The implementation is focused on the development of observation tools which

can reliably detect the presence of ridge lines, identify its parameters, such as its

orientation, width, and length, and also quantify the precision with which the

observation was made. Furthermore, observations are made by following the ridge

line, which was easily accomplished by using the ridge orientation and lengths

computed previously. This effectively corresponds to a simple implementation of

the representation framework where only one observation is considered, where the

predictions are made in a very simplistic and heuristic fashion, and where the

representation of a fingermark is restricted to its list of features.
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The premise of the observation tool described here is to build upon filter-based

approaches such as SIFT [74], a state-of-the-art algorithm in feature detection, which

performs multiple convolutions of an image with filters of different dimensions and

different parameters in order to deduce which feature is present, and which has

already been successfully applied to fingerprint identification [75]. The approach

described here aims to make this process more rigorous by defining a function

which will be used to locally fit the ridge line. Given one such function gc,o, centered

in c P N2, and with parameters o, its associated average squared error function is

defined as

e : pI, f¨, c, oq ÞÑ
1

µ
`

Dpgc,oq
˘

ÿ

xPDpgc,oq

´

fc,opxq ´ Ipxq

¯2

, (4.3)

where I is a greyscale fingerprint image represented as a function from N2 to

r0, 1s, µ is the Lebesgue measure on N2, and Dpfoq is the domain of the function

gc,o, which corresponds to the window over which the modeling function gc,o is

compared to the image I .

Given a point c P N2 on the image, the function gc,¨ can be fitted by minimising

its associated average squared error function using an optimisation method. As a

result, the resulting optimal error

min
o

epI, f¨, c, oq (4.4)

can be interpreted as the confidence of the algorithm in its observation at point c,

and the associated optimal parameters o˚ given by

o˚ :“ argmin
o

epI, f¨, c, oq (4.5)

provide the parameters of the ridge which have been computed.

In order for this reasoning to be applicable, it now suffices to define a fitting

function which models the local appearance of a ridge line accurately. The fitting

function used in this research is defined as follows:

g : p ÞÑ sh,´a

`

dc,αppq
˘

´ sh,a
`

dc,αppq
˘

,

N2 Ñ r0, 1s
(4.6)

where
$

’

&

’

%

dc,α : p ÞÑ cospαqppx ´ cxq ` sinpαqppy ´ cyq,

sh,a : x ÞÑ 1 ´
1

1 ` e´hp|x|´aq
.

(4.7)
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This choice is effectively a 2-dimensional generalisation of the sigmoid function

sh,α which incorporates parameters of the ridge line such as its orientation α, its

half-width a, and the clarity with which it is defined h. The properties of this fitting

function have been studied and are described in Appendix G. A graph of this

function after it has been fitted to a section of a fingerprint image is represented in

Figure 4.3.

Figure 4.3: Graph of the fitting function defined in Equation (4.6) used for the

detection of ridge lines, and of the fingerprint image in grey value on which it has

been fitted.

Finally, prior to be added to the representation of the fingerprint, the algorithm

confirms or rejects observations if their associated error is below a set threshold

t P r0, 1s,

epI, g¨, c, o
˚
q ă t; (4.8)

otherwise, they are discarded. In that respect, the threshold t represents the

acceptable average squared greyscale error between the function and the image

which is deemed acceptable.

Based on a visual assessment, the results obtained with this algorithm, which are

presented in Figure 4.2, are very promising. For more rigour, these performances
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should be subjected to an evaluation based on a quality metric. That metric should

be the result of a quantitative comparison of the positions of the ridge points found

between the algorithm and an examiner. Further research should also be devoted to

the simultaneous usage of several observation tools, to the inclusion of pores within

the fitting functions used.

4.4 Completing the Identification System

After describing the identification framework and the simple implementation

which was developed during this research project, the purpose of this final section

is to describe how some of the components of the framework listed in Section 4.2

could be implemented in order to improve upon the implementation suggested.

4.4.1 Model

A limitation of the current implementation of the framework is that its associated

model is limited to the list of observations which it makes. It is suggested that this

limitation be addressed by representing a fingermark as a set of ridge lines, which

in turn are defined as a set of Bézier curves. Let us first introduce the definition of a

ridge line.

Definition 4.1 (Ridge line):

A ridge line r is defined as a pair of an nr-uplet of cubic Bézier curves pBiqiPv1,nrw,

where nr P N˚ refers to the number of Bézier curves or sections within a single

ridge line, and a real number w P R˚, the width of the ridge, which are such that:

a) the first control point of each path after the first one corresponds to the last

control point of a previous path

@i Pw1, nrw, Dj P v1, iv | Bip0q “ Bjp1q; (4.9)

b) no Bézier curve intersects itself

@i P v1, nrw, @ps, tq P r0, 1s
2, s ‰ t ñ Bipsq ‰ Biptq; (4.10)
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c) and no Bézier curve intersects a previous Bézier curve on a point which is not

the first control point of the former, or the first or last control point of the latter

@i P v1, nrw, @j P v1, iv, @s Ps0, 1s, @t Ps0, 1r, Bipsq ‰ Bjptq. (4.11)

The points of bifurcation of a ridge line r (which are unrelated to bifurcation theory)

are the set of points in R2 such that there exists two different sections Bi and Bj

with i ‰ j such that Bip0q “ Bjp0q.

The purpose of imposing the above constraints on the set of Bézier curves which

composes a ridge line ensures that they are not ill-formed, while still encompassing

ridge lines that have points of bifurcation. Additionally, each ridge line is such that

it does not have a point of bifurcation, then there is no permutation of its Bézier

curves that also defines a ridge line. This definition could be refined to ensure that

this property is still satisfied by ridge lines with points of bifurcation, for instance

by adding a constraint on the ordering of such bifurcations which is based on their

lengths. The next definitions give meaning to the width w of a ridge line, and

introduce the suggested model for the representation of fingermarks.

Definition 4.2 (Graph and path of a ridge line):

The path of a ridge line is defined as the union of graphs of its associated Bézier

curves

pathprq :“ Y
iPv1,nrw

graphpBiq. (4.12)

Additionally, the graph of a ridge line is defined as the w-neighbourhood of its path,

or, in other words, the subset of R2 of points which are at a distance less than w

from pathprq.

Definition 4.3 (Parameterisation of a fingermark and modeling function):

The parameterisation p of a fingermark is a np-uplet of ridge lines priqiPv1,npw such

that their graphs are not pairwise intersecting:

@pi, jq P v1, npw
2, i ‰ j ñ graphpriq X graphprjq “ ∅. (4.13)

The modeling function for this model is defined as the function which maps p to

the greyscale image which is black on the union of the graphs of its ridge lines, and
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white everywhere else:

m : p ÞÑ 1 Y
iPv1,npw

graphpriq.

P Ñ FpN, r0, 1sq

(4.14)

This model function is related to the notion of path in the .svg file format [223],

but incorporates constraints on each curve in order to ensure that ridge lines are

well-formed and carry meaning. This model can be used for the definition of a new

vector image file format that addresses the remarks made previously about SVG

compression in Section 2.4.6. However, unlike other compression methods, this

model is restricted and tailored to the representation of fingerprint images.

While these definitions allow the modeling function m to reproduce the basic

expected appearance of fingermark without its pores, they must be refined in order

to ensure that the modeling function m is injective. This may be accomplished by

imposing constraints on the parameterisation and the ordering of the ridge lines

and their sections. Doing so would ensure that m is a bijective function from P to

Impmq, which induces the definition of a distance on Impmq Ă F , as detailed in

Section 4.2. It is assumed that the function m is injective in the remainder of this

section. Future work should therefore include the mathematical analysis of the

properties of this model, and the implementation of integration tools which specify

how the observations made should be used to build such representations of a

fingermark.

4.4.2 Fingermark distance

The fingermark distance is a quantitative measure of the difference between two

fingermarks, which is necessary for the comparison of fingermarks required by the

source determination problem defined in Theorem 3.3. As mentioned in Section 4.2,

the definition of one such distance on the set of fingermarks F can be accomplished

by considering the model function m defined in Section 4.4.1, which is assumed to

be injective on its domain, the set of parameters P . The problem therefore consists

in defining a meaningful distance between sets of continuous curves in R2. This

section merely makes suggestions of functions which should be further studied
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and implemented in order to ensure that they are applicable to the fingerprint

identification problems.

The very first function which should be considered is the minimal distance

between two curves. Given two ridge lines r and r1, this function is defined as

d1 : pr, r1
q ÞÑ inf

pt,t1qPr0,1s2
dR2

`

rptq, r1
pt1

q
˘

, (4.15)

where dR2 refers to the euclidian distance in R2. This first suggestion is limited as it

does not take the entire geometry of both ridge lines into account, and does not

satisfy the identity of indiscernibles d1pr, r1q “ 0 ô r “ r1.

A first improvement can be made over this first definition by considering

d2 : pr, r1
q ÞÑ

ż

tPr0,1s

inf
t1Pr0,1s

dR2

`

rptq, r1
pt1

q
˘

“

ż

tPr0,1s

dR2

`

rptq, r1
˘

. (4.16)

This function takes into account the shape of both ridge lines more comprehensively,

but does not satisfy the identity of indiscernibles either, and also requires solving

for t1 for each t. The computational cost of this approach is significant as: a

naïve approach has a complexity of Opnmq, n being the number of points used

for the discretisation of r, and m for that of r1; or will require the computation

of appropriate data structures with more appropriate nearest neighbour search

methods such as quadtree and octree-based approaches [76], or the use of spatial

hashing [77].

Another approach is to simply consider

d3 : pr, r1
q ÞÑ

ż

tPr0,1s

d2R
`

rptq, r1
ptq

˘

, (4.17)

which is straightforward to compute, satisfies the identity of indiscernibles and the

triangle equality. This function therefore does define a distance and is an excellent

potential choice.

However, a full implementation of a distance between two fingermarks f and f 1

requires not only that pairs of ridge lines be compared, but actually that there is a

distance defined between sets of ridge lines. The suggested approach consists in:

computing an overlap distance for each pair of ridge lines belonging to f and f 1;

then matching pairs which minimise that first distance and so that each ridge line
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is matched to another one; and finally, computing the distance between f and

f 1 as the sum of a second distance between all pairs of matched ridge lines. A

distinction is purposely made between the first and second distance. While the

second distance can be implemented by means of the function d3 for instance, the

first one - referred to as the overlap distance - aims at identifying which ridge line is

most likely to match another one. Therefore, it should not penalise the fact that one

is a perfect partial overlap for the other, and therefore does not define a distance in

the mathematical sense of the word. The next paragraphs investigate candidates for

one such function.

Let us first consider the convex hull delimited by the control points of the Bézier

curves which compose two ridge lines r and r1, which is denoted by Convpr, r1q.

The area of this convex hull can be easily computed using the shoelace formula [78]

d4 : pr, r1
q ÞÑ µ

`

Convpr, r1
q
˘

“
1

2

n
ÿ

i“0

`

xiyi`1 ´ xi`1yi
˘

, (4.18)

where µ refers to the Lebesgue measure on R2, pxiqiPv1,nw and pyiqiPv1,nw refer to the

Euclidian coordinates of the control points of the Bézier curves of the ridge lines r

and r1 ordered in such a way that the resulting polygon is non self-intersecting.

This function satisfies the requirements of the overlap distance in that it does not

penalise partial overlaps; however, there is still room for improvement.

It is possible to generalise the previous approach and potentially improve upon

its precision by considering the area of a representative shape delimited two ridge

lines r and r1

d5 : pr, r1
q ÞÑ µ

´

significant shapepr, r1
q

¯

. (4.19)

A mathematically natural choice for such a shape would be the convex hull

delimited by these parametric curves; however they are not necessarily visually

representative of the point cloud they are associated to [79]. The determination

of a representative shape is a subjective choice, and several concepts have been

explored in research in order to address this problem:

˝ α-shapes (also called α-hulls), which are generalisations of convex hulls and,

which, for α P R´˚, are defined as the intersection of all closed complements

of discs that contain all the points of a point cloud [80];
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˝ concave hulls, for which there is no strict mathematical definition, and which

have instead been defined by the algorithms which compute them [81, 82];

˝ minimum area enclosure [83].

These approaches should be further analysed, but also tested empirically in order

to assert their relevance for the computation of an overlap distance.

Another function which has been studied and applied to the field of partial

curve mapping [84–89] is the Fréchet distance, which can be defined as

dFréchetpr, r
1
q “ inf

α,β
max
tPr0,1s

d
´

r ˝ αptq, r1
˝ βptq

¯

(4.20)

where α and β are two reparameterisations of r0, 1s, which are continuous non-

decreasing surjections from r0, 1s to r0, 1s. A more elaborate approach recommended

here consists in computing the simplified integral Fréchet distance

d6pr, r
1
q “ inf

α,β

ż

tPr0,1s

d
´

r ˝ αptq, r1
˝ βptq

¯

dt (4.21)

where α is a reparameterisation of r0, 1s, and β is a partial reparameterisation of

r0, 1s, which is a simplified version of the integral Fréchet distance introduced in

[90] as

d7pr, r
1
q “ inf

α,β

ż

tPr0,1s

d
´

r ˝ αptq, r1
˝ βptq

¯´

}pr ˝ αq
1
ptq} ` }pr1

˝ βq
1
ptq}

¯

dt. (4.22)

The purpose of these definitions is to ensure that they are unaffected by the

parameterisation of two curves, and they take into account the entire shape of both

curves into account. Computational methods for the integral Fréchet distance

defined in Equation (4.22) have been investigated in [90, 91].

Future research should be dedicated to the definition and implementation of a

rigorous algorithm for the computation of a distane between fingermarks, the

comparison of different choices for both overlap distance and distance between two

ridge lines, and their respective testing on a significant dataset.

4.4.3 Population modeling

Given that generating probability distributions FΠ,δ over the set of fingermarks

F which are associated to a given population Π is a requirement to accomplish
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source assessment as laid out in Section 3.3, this section aims at discussing means of

generating such distributions based on an existing database of fingermarks FDB.

In order to address this problem, let us first consider a list of discriminating

factors f¨ “ pfiqiPv1,nw which:

(F1) are known or suspected to affect the formation or appearance of fingermarks;

(F2) are sufficiently invariable through time, and have a sufficently long-lasting

impact;

(F3) can be recorded for research purposes;

(F4) are widely collected by governments, and are useable for intelligence and

prosecution purposes.

Such factors include but are not limited to biological sex and age, and may arguably

include ancestry depending on the jurisdiction considered. The population Π

considered can be set to a population which can be based in a geographic area from

which the perpetrator of a crime is suspected or known to come, or which bears

characteristics which the perpetrator is believed to have.

Given Factors (F3) and (F4), the distribution of the target population Π and

that of the donor population associated to FDB according to each discriminating

factor fi is known. Therefore, it is possible to consider a subset of FDB that bears the

same demographics as Π, and which will be denoted FDB,Π. Given a model which

specifies the modeling function m used and its domain, the set of parameters P ,

the subset of real fingermarks FDB,Π can be used in order to infer the distribution

of parameters on P associated to the population Π according to the available

information provided by FDB. In turn, this allows the generation of a random

variable p on P , which aims to reproduce the parameters of fingermarks that are

representative of individuals which belong to population Π.

Given that premise, the random variable p induces a random variable on F

which is defined by

FP : ω Ñ m ˝ ppωq,

Ω Ñ F
(4.23)
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provided that the modeling function m is measurable on the set of parameters

P . Therefore, future research should be devoted to determining and comparing

adequate statistical methods by which a random variable p on P can be generated

from the parameters of a subset of fingerprints FDB,Π.
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Chapter 5

Optimisation

The main problems pertaining to fingerprint identification which have been

established throughout this thesis, such as Equations (3.25) and (4.5), rely on the

computation of a minimum or argmin. The computation of minima and maxima

such as

min
xPE

fpxq or max
xPE

fpxq (5.1)

belong to the mathematical field of Optimisation. The nature and properties of both

the function f which is optimised, and the space E in which f takes space, heavily

determine which optimisation methods are applicable. As such, optimisation can

be dissected into: combinatorial optimisation, which applies to cases where E is a

finite set; and continuous optimisation, which addresses problems where E is a

space with cardinality of the continuum, such as the set of real numbers R.

These techniques are not applicable to the optimisation problems mentioned

throughout this thesis, as the latter involve functions with both discrete and

continuous parameters. This class of problems is commonly referred to in the

literature as "mixed optimisation", "discrete-continuous optimisation", or "mixed

discrete-continunous optimisation" [92, 93].

A good choice of optimisation method is crucial as it governs the quality of the

result obtained, as well as the amount of time required to compute it. Considering

the application to fingerprint identification, this decision is pivotal in ensuring that

minutiae are detected accurately, that identifications are correct, and in making the
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identification system sufficiently fast for it to be scalable - which is a requirement

for it to be considered for large-scale applications such as nation-wide forensic

identification.

This chapter describes why and how Estimation of Distribution Algorithms

(EDAs) have been utilised for the purpose of feature detection in fingerprints as

part of this research, and how they could be used to fully solve the fingerprint

identification problem as it is formulated in Equations (3.25) and (4.5). As such, a

review and an analysis of mixed optimisation methods and of EDAs in particular

are provided in Section 5.1. Then the potential of these algorithms for Machine

Learning applied to fingerprint identification is explained in Section 5.2.

5.1 Mixed Discrete-Continuous Optimisation

As mentioned previously, mixed discrete-continuous optimisation addresses

maximisation or minimisation problems such as Equations (3.25), (4.5) and (5.1)

where the objective function f has both continuous and discrete variables. While

computational methods exist to address optimisation over continuous, and over

discrete variables separately, neither class of methods is directly applicable to

mixed optimisation. As a result, solving this problem poses a difficulty in that it

involves comparing between adaptations of methods existing in other subfields of

optimisation, and native methods that are custom-designed to the problem.

The algorithms discussed in this section have been studied in the literature from

the 2000s onwards, and build upon older, more basic optimisation methods called

metaheuristics such as simulated annealing, evolutionary algorithms, ant colony

optimisation algorithms, and many more. See [94] for a review of these methods.

These methods differ based on the following conditions:

˝ the nature of the finite spaces at hand. While many optimisation problems

involve ordinal (numerical) values, some involve categorical values such as

character strings. For these spaces, e.g.

E “

!

"ridge line", "ridge ending", "bifurcation", "island"
)

, (5.2)
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there may not exist a meaningful mathematical definition of ordering or

distance [224], which makes the task more arduous;

˝ whether they deal with constraints, and the kind of constraints they deal with,

such as

min
xPE

gpxqěa

fpxq; (5.3)

˝ any other assumption made on the objective function in terms of derivability

on the continuous component of E, for instance.

These conditions naturally change with the application of the optimisation

considered, which can vary greatly, from the optimal design of magnetic resonance

devices [95, 96] to the definition of pacing strategies for team pursuit track cycling

[97–99]. Not only the application, but also the exact formulation of the problem at

hand heavily determines which choice of optimisation method is possible [99].

Given the nature of the mixed optimisation problems mentioned throughout

this thesis, the class of problems of interest here are such that: the finite spaces

involve categorical values; there are no constraints formulated on the optimisation

problem; and no assumptions are made on the derivability of f . These choices

are made in order to allow greater freedom in terms of the possible choices of

observation tool for the fingerprint modeling framework, as described in Section 4.2.

The mixed optimisation methods covered by this analysis fall within the following

categories: continuous relaxation methods, two-partition approaches, pattern

search algorithms - see [224, 225] for a detailed overview.

Continuous relaxation methods are designed to tackle cases where the finite

spaces at hand involve ordinal variables. They are based off an existing continuous

optimisation method, and are adapted to the mixed optimisation setting by fixing

the resulting solutions. In that respect, they deal with ordinal variables as a

constraint of a continuous optimisation problem. For example, [92] generalises an

evolutionary algorithm to mixed optimisation by using truncation; Particle Swarm

Optimisation (PSO) algorithms have also been generalised to mixed optimisation

by rounding the velocity for integer variables [100], or by constraining the discrete

variables to a grid [101].
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Two-partition approaches consist in optimising a subset of the variables -

usually the categorical ones - separately from the other ones. For instance, [95]

describes a method that generalises a class of local continuous searches to mixed

problems without making use of the derivatives of the objective function; [97]

jointly use an evolutionary algorithm for the continuous aspect of the problem,

and a random local search coupled with a simple evolutionary algorithm for

the discrete part; [98] utilise two evolutionary algorithms that separately deal

with the discrete and the continuous component of the problem, and such that

one calls another; [102] implemented an algorithm whereby the continuous and

discrete optimisation methods call one another via feedback mechanisms; finally,

[99] designed a multi-objective optimisation framework that consists in applying

different evolutionary operators on the discrete and on the continuous components

of the problem.

Finally, pattern search algorithms are mesh-based approaches to mixed op-

timisation. These methods deal with both continuous and discrete variables

simultaneously and rely on a search over a mesh that is updated at each iteration

[103, 226, 104].

The suggestion made in this thesis is not simply based on the expected

performance of the optimisation algorithm on the class of problems considered, but

more importantly on the flexibility of the approach considered. The reason for that

is that no identification system such as the one described in this thesis exists at the

time of writing, and the primary aim of this research is to demonstrate the feasibility

of the approach it describes. As such, the algorithm chosen should be flexible

enough to be applicable to the identification and the observation subproblems

described by Equations (3.25), (4.5) and (5.1), and to allow a varied choice of

observation tools within the observation framework. EDAs have been chosen for

these reasons. The remainder of this section describes: how these methods, which

are traditionally used for continuous optimisation, can be used to address mixed

optimisation problems; what their limitations are; and how they can be made

sufficiently fast to be applicable to production environments.

The premise of EDAs is to randomly evaluate the objection function over
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its domain, in a similar way as the Monte Carlo methods. However, instead of

observing the function uniformly over its domain, EDAs use the information

gathered about the function during previous iterations, and evaluate in priority

areas that are more likely to yield optimised (either minimal or maximal) values.

This is achieved by specifying the distribution according to which the algorithm

should evaluate the objective function based on the previous optimised values

found at the previous iterations. These algorithms can be classified both as

probabilistic methods and evolutionary methods, as the algorithms generates

a population of solutions at each iteration, see Algorithm 5.1 or [105, 106] for a

generic pseudo-code of EDAs.

An EDA is defined by the method it uses to compute the random variable

X used to evaluate the objective function from the previous generation - or all

the previous generations - of solutions computed. This is made apparent by the

call to the compute_parsing_rdv function in Algorithm 5.1, which is purposely

left undefined. In practice, this is often accomplished by selecting a fraction of

the best solutions found during the previous iterations of the algorithm, and

building a distribution which favours evaluating neighbourhoods of these solutions.

Some approaches involve building multimodal normal distributions, also called

Gaussian Mixture Models (GMMs), which refer to distributions whose probability

distribution functions can be written as

x ÞÑ
ÿ

iPv1,nw

αi fN pmi,Σ2
i qpxq, (5.4)

where fN pmi,Σ2
i q is the probability distribution function of a multivariate normal

distribution of mean mi and covariance matrix Σi, @i P v1, nw, αi P r0, 1s and
ř

iPv1,nw
αi “ 1. See Figure 5.1 for the graph of a multimodal normal distribution on

R2. For example, the GMM can be made such that each mode is centered around the

top 10% of solutions found previously. The number of normal components present

in the mixture, their associated weights and parameters (mean and covariance

matrix) greatly impact how future values will be evaluated by the EDA, and

therefore determine the performance of the algorithm.

Because of the fact that GMMs are a class of continuous probability distribution

functions, the usage of EDA is usually limited to continuous optimisation. This
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Algorithm 5.1 Generic pseudo-code for EDA optimisation methods.

1: procedure M I N I M I S E(f , E, n_gen, n_pop)

2: Ź Main EDA minimisation function.

3:

4: Ź Computing the first generation of solutions.

5: X Ð the uniform distribution over E.

6: P r0s Ð generate_population(f , X , n_pop)

7:

8: Ź Computing the subsequent generations.

9: for i from 1 to n_gen do

10: X Ð compute_parsing_rv(P ri ´ 1s)

11: P ris Ð generate_population(f , X , n_pop)

12: end for

13:

14: Ź Returning the minimum value achieved by the last population.

15: return min(P rn_gens)

16: end procedure

17:

18:

19: procedure G E N E R AT E _ P O P U L AT I O N(f , X , n_pop)

20: Ź Function that generates variables according to X and evalutes f for their

values.

21:

22: for ω from 1 to n_pop do

23: Generate a random value x according to X

24: Arωs Ð [x, fpxq]

25: end for

26:

27: return A

28: end procedure
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Figure 5.1: Graph of the pdf of a multimodal normal distribution on R2 [227].

restriction can be lifted by considering a probability distribution that extends GMMs

to discrete spaces involving either ordinal or cardinal variables. The choice made in

this research project is to consider a mixture model whose continuous component is

modeled by a GMM, its ordinal component by a multivariate binomial distribution,

and its categorical component by a categorical distribution.

A limitation of EDAs in comparison with continous approaches is that the

dependencies between one or several variables are not natively taken into account,

which is why research has been undertaken in introducing dependencies between

variable via copulas [105–108].

Another limitation of EDAs is the computational cost associated with managing

and generating random values according to a complex distribution such as a

multinormal multivariate normal distribution [107, 109]. This issue has been

previously addressed by clustering the best previous solutions into one or few,

in order to limit the amount of modes involved [227], but this solution has been

reported to result in the algorithm converging too quickly [110, 111]. The suggestion

made here is to extend the classical GMM to a mixture of a GMM and a uniform

distribution over the domain E as follows

x ÞÑ α1Epxq `
ÿ

iPv1,nw

βi fN pmi,Σ2
i qpxq, (5.5)

where α, βi P r0, 1s, @i P v1, nw and a `
ř

iPv1,nw
βi “ 1. The rationale behind this

definition is to ensure that that the EDA keeps exploring the entire domain E to an
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extent controlled by the real parameter α. As a result, this parameter effectively

controls how fast the algorithm converges, and can be reduced progressively with

each iteration of the algorithm, as the certainty in the quality of the solutions

obtained increases. This certainty can be quantified by the following quantity:

1 ´ α “
ÿ

iPv1,nw

βi. (5.6)

Let us note that this generalisation can be applied to any choice of multimodal

distribution, and that the parameter α can be calibrated to set the speed of

convergence of the algorithm.

Another way to address the computational cost of EDAs is to note that they are

closely related to Monte Carlo methods, as they involve many repetitive random

number generations as well as function evaluations, which are operations that are

fairly adaptible to GPUs. The only component of EDAs which is not well-suited to

GPU porting is the fact that previous solutions are partially sorted prior to the

implementation of the parsing random variable. This can be accomplished using

partial radix sort, whose adaptation to GPUs has already been investigated [112].

As a result, it is possible to leverage the computational power of these processing

units, thus making the solution very amenable to large-scale applications.

All in all, there is an additional computational cost associated to EDAs in

comparison with purely heuristic methods. This cost originates from the fact that

the strategy followed by an EDA is justified by the use of a probabilistic model,

which effectively represents our understanding and prediction of the behaviour of

the objective function. Whether explicitly mentioned or not, each optimisation

method makes an assumption on the objective function. That assumption can

be a strong one such as the derivability of the function over its entire domain;

or a weaker one such as stating that a low value of the objective function is

somewhat indicative of the presence of other - potentially lower - values in the

same neighbourhood. These assumptions are essential as they effectively allow the

algorithm to beat the odds of a purely random strategy as the traditional Monte

Carlo method. EDAs make possible the formulation of these weaker assumptions

in the form of a probabilistic model, and the relevance of this model on the function

or class of functions considered can be assessed by the proficiency of this model to
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optimise these functions. In other words, the computational overhead of EDAs is

comes from the added understanding of the objective function which they provide.

Finally, it has been shown that this computational overhead can be managed,

either by simplifying the multimodal distribution used by clustering the best

solutions, and using the extended multimodal normal distribution described by

Equation (5.5); and also by porting these algorithms to GPUs.

5.2 Optimisation-based Machine Learning and Appli-

cation to Fingerprint Identification

The objective of this section is to describe how mixed optimisation with EDAs

can be used to achieve robustness and precision in a fingerprint identification

system.

Not only is it possible to use EDAs to perform the tasks required by the

identification system, such as the detection of features with observation tools, or the

identification of the most likely candidates for a match via the semi-metric d on

the set of fingerprints, but these optimisation algorithms can also be utilised to

optimise the parameters of the identification system itself. For example, these

parameters can pertain to the fitting functions used to perform the detection of

features (see Section 4.3), or to the generation of modification functions.

That being said, optimisation methods are only applicable to these contexts if

they can be provided with an objective function which quantifies the quality of a

given choice of a parameter for the task. In a similar way that the error between a

fitting function and a fingerprint image was considered to accomplish feature

detection in fingerprints in Section 4.3, it is possible to consider the annotation error

of an annotation system, which is defined previously by the set of observation

tools of an identification system, and the identification error committed by an

identification system. It is assumed that reference annotation data provided

by trusted experts is available to quantity the former, and that ground-truth

information about the source associated to each fingerprint is provided. Both

96



of these requirements are met by the database described in Chapter 2, which is

denoted by FDB in Chapter 3.

Definition 5.1 (Annotation error):

Let us also denote the annotation system with parameters p by annotationp, which

refers to a function that maps a fingermark to its computed annotation, and the

reference annotation data associated to the fingermark f by af . The annotation

error committed by the annotation system af can be defined as

ÿ

fPFDB

ˇ

ˇ

ˇ
annotationppfq ´ af

ˇ

ˇ

ˇ
. (5.7)

Definition 5.2 (Identification error):

Similarly, let us denote by identificationq the identification system with parameters

q, which maps a pair of fingermarks pf, f 1q to either 1 or 0, which respectively

correspond to whether these fingermarks come from the same source or not.

Additionally, the ground-truth source associated to a fingermark f is denoted by sf .

The identification error committed by the identification system can then be defined

as
ÿ

pf,f 1qPFDB
f‰f 1

ˇ

ˇ

ˇ
identificationppf, f 1

q ´ δsf ,sf 1

ˇ

ˇ

ˇ
, (5.8)

where δ refers to the Kronecker delta.

Consequently, Definitions 5.1 and 5.2 define objective functions that can be

optimised by EDAs, regardless of the fact that the parameters involved have

continuous, ordinal, or categorical components. This optimisation allows for the

tuning of the parameters of the identification system or any of its components,

such as the annotation system. Let us note that Definition 5.2 can be improved by

taking different identification statements into account, such as "There is insufficient

information to state whether both fingerprint come from the same source", and by

weighing these results in a more comprehensive way.

The above reasoning of defining an error function associated with the identi-

fication system can be extended to any of its components whose performance

must be monitored, provided that it is possible to define an objective function that

quantifies that performance. This condition is often determined by the presence or
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absence of associated ground-truth or trusted data, which further demonstrates the

need to provide such data in the database described in Chapter 2.

The premise of optimising the identification system - or one of its components

- with regards to its performance on an entire dataset can be interpreted as a

calibration of the system on the data it is aimed to process, which also reinforces the

need for the database FDB to include fingerprints which are representative of those

encountered in a forensic context. By noticing that FDB effectively acts as a training

set for the identification system, it can be said that this premise defines a mixed

optimisation-based approach to Machine Learning, which can be utilised to ensure

the robustness and precision of the entire fingerprint identification procedure.

All in all, the identification system described in this thesis has a somewhat set

structure in that it abides to the identification framework described in Chapter 4, but

remains modular in terms of the modeling functions and other parameters relied

upon by its components. In this setting, EDAs not only perform the optimisation

required to accomplish the observation, modeling, and identification tasks, but also

aim to calibrate and improve the performance of the identification. As a result, this

system is intended to meet Requirements (R1) and (R2), which were formulated in

Chapter 4.

The remainder of this section briefly compares the optimisation-based approach

to Machine Learning to other methods, and discusses the expected computational

cost of the optimised identification system. The set structure of the identification

framework, as well as the analogy of its rationale with human vision, is intended to

make this solution approachable and understandable to laypeople and forensic

examiners, so as to satisfy Requirements (R3) and (R4). In that respect, this

approach is in contrast with most Machine Learning methods, which are perceived

as black box algorithms and lacking in transparency. This is a crucial concern

given the societal role played by identification algorithms. Furthermore, EDAs

provide an understanding of the behaviour of the objective function by means of its

optimisation strategy, as mentioned in Section 5.1. These optimisation methods can

also return a quantification of the quality of the solution it provides, which can be

interpreted, in the case of feature detection in fingerprints, as the confidence of the
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system in the presence of a minutiae at a given point.

However, it is expected that a full-fledged optimised identification system has

an expected computational cost, especially during its training phase on the dataset

FDB. This cost stems from the fact that the optimisation of the identification error

function defined in Equation (5.8) involves many calls to the identification system,

which also relies on EDAs applied to feature detection, for instance. This cost may

however not be unlike that of large-scale Machine Learning systems, which are also

considerable. Solutions have been proposed throughout this chapter in order to

alleviate the computational burden, such as: leveraging the potential of Graphical

Processing Units by porting EDAs onto them (Section 5.1); and optimising smaller

components of the identification system, such as the annotation system, whose

associated error function is less computationally expensive.
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Conclusion

With the ever increasing world population, being able to discriminate between

large quantities of fingermarks is crucial in ensuring the evidentiary value of

fingerprint identification. Consequently, it is necessary to collect and recover

fingermarks with more accuracy, and also to be able to make use of that information

with more precision. The premise of this thesis was to improve the reliability of

automatic fingerprint identification on latent fingermarks in order for it to play a

more prevalent role within the legal system.

This research project culminated with the establishment of an alternate and

novel approach to the identification problem, rather than iterating upon existing

techniques. This new approach was necessary in order to address the current

flaws in the identification process, which have been investigated in Chapter 1.

Most notably, current methods of identification are not calibrated according to a

ground-truth dataset that is representative of crime scene fingermarks.

The first outcome of this research project is the mathematical analysis of

the identification problem which is made in Chapter 3. This study features

two formulations of the identification problem based on optimisation, source

determination and source assessment, which clearly state the hypothesis and

requirements which need to be met in order these formulations to be valid, and so

that a rigorous identification can be made. A major outcome of this analysis is

that it identifies conditions under which it can be said that two fingermarks come

from the same source beyond any reasonable doubt, which is in contrast with

current techniques that provide a probability of a likelihood ratio as an output. This

reasonable doubt is quantified and defined as the identification error of the system,

which can prove to be crucial for the judge, jury, and court to properly evaluate the
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weight and implications of forensic analyses. It is known that juries can struggle

with understanding probabilities and statistical-based results [113], which is why

there is value in attempting to formulate the output of research in different ways in

order to ensure that forensic analyses are properly utilized by the court.

Additionally, this thesis created a computational framework described in

Chapter 4 in order for identification algorithms within this framework to satisfy

the Daubert standard and be amenable to the criminal justice system . A basic

implementation of the fingerprint representation framework was produced in

C++, which demonstrates that higher reliability can be achieved in the detection

of minutiae, which is one of the main impediments to the robustness of current

identification algorithms. This was accomplished by using optimisation methods in

order to locally fit a fingerprint image with a function which represents the feature

which need detecting, and which in this case were ridge lines. It is also advised

that further research be lead into the full implementation of the identification

framework, particularly in terms of the model, the fingermark distance, and the

population modeling techniques to be used.

Given the prevalence of optimisation-based problems in the mathematical

formulations that were made, this thesis also investigated adequate numerical

methods to solve them in Chapter 5. The difficulty encountered lies in the

fact that the objective functions to be optimised may involve continuous, but

also finite spaces in the form of either ordinal and categorical variables. These

problems fall within the field of mixed discrete-continous algorithms. As such,

Estimation of Distribution Algorithms, methods which are traditionally known for

continuous optimisation, were generalised to this setting, and were also numerically

implemented. It was also shown how these algorithms could be applied at different

stages of the fingerprint identification problem, including for the purpose of

calibrating and adapting the entire system to a training dataset, thus suggesting an

optimised-based approach to Machine Learning.

This thesis aimed to set the theoretical groundwork for more robust identification

methods, but also to suggest practical avenues to implement a better identification

system. That is why the premise, the software development, and the population of
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a ground-truth database of fingerprints for research were undertaken, and were

described in Chapter 2. However, despite the attempts at generating such a dataset

within the context of this thesis, these endeavours were met with major limitations

such as with the Ethics Committee (see Section 2.3), and with the data collection

(see Section 2.5.3). These limitations represent in part the difficulties associated

with novel approaches to research, since it is necessary to rely upon individuals

from different backgrounds to understand how and why new approaches should

be undertaken. This thesis therefore discussed possible ways to broach the topic

of novel research with external bodies, such as Ethics Committees, which are

applicable to researchers in any field who wish to pursue innovative ideas.
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APPENDIX A: Participant
Information Sheet
The FOREPRINT project

The principle

ForePrint is a collaborative forensic fingerprint database. Its purpose is to create a

common repository for researchers worldwide to add the results of their independent

data collections. These fingerprints are exclusively used for research, development and

training purposes.

The names and identifying information of each donor are not made public, and are

only known to the researchers in charge of each data collection and the administrators of

the database.

Access to this database may be monetised depending on the needs of each user and

the nature of their activity (commercial or not). However, the names and identifying

information of each donor are neither sold nor communicated to any third party.

What it means for the donor

Your identifying and contact details are only requested in order to provide you with

the possibility to have your data removed at a later date, and to ensure that there are no

duplicates in the system. We appreciate your contribution to this database and respect

your right to privacy, therefore we take every precaution to ensure that your data is kept

securely.

You may request the removal of your data from the database by contacting either

the primary researcher at ejap1@le.ac.uk, or the administrators of the database at con-

sent@foreprint.org.

The guidelines of this project have been elaborated with the Ethics Committee and

the Information Assurance Services of the University of Leicester, and in accordance with

the Data Protection Act. Whilst this study will comply with thqt legislation at all times,

it can only do so subject to the limitations of the law.
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This data collection

Fingerprints deposited in crime scenes are frequently partial and of very poor quality.

This makes it hard for fingerprint experts to identify the possible perpetrator. Addition-

ally, those fingerprints may only be used for investigation and conviction purposes, and

therefore not for research.

To this day, there is no large research database that contains fingerprints similar to

crime scene prints. The purpose of this data collection is to address this and attempt to

reproduce crime scene prints in research conditions, by using different substrates and

development techniques, and inviting the donor to deposit fingerprints according to dif-

ferent scenarios and in different conditions.

The creation for this dataset could be invaluable for the development of automatic

fingerprint identification algorithms, and for establishing conclusions about the circum-

stances of a fingerprint deposition. This will not only increase the ability to make identifi-

cations using automated systems, but it can also aid in crime scene event reconstruction.
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APPENDIX B: Participant Consent
Form
Background Information

Title : FOREPRINT - Data Collection #1.

Primary researcher: Etienne Pillin - ejap1@le.ac.uk.

Purpose of the experiment: Gathering fingerprints in different conditions for the purpose

of: 1) creating a database that will serve as a training set for automatic fingerprint iden-

tification algorithms; 2) serving as a reference data set that can be accessed by other

researchers for academic purposes. These fingerprints will not be used for criminal pros-

ecution.

Scope of data collection: doctoral research supervised by Prof. Jeremy Levesley - jl1@le.ac.uk,

and Dr. Cheryl Hurkett - cph9@le.ac.uk.

Details of participation: The participant will have to fill in a datasheet and will then be

invited to leave his/her fingerprints on different items and in different conditions. These

situations include, among others: drinking from a receptacle, writing on a sheet of paper,

using tape, and making depositions in sheep blood. The participant is able to choose

which scenario he/she wants to participate in, and how many. The entire experiment

is expected to take up to three 2-hour sessions, and will take place on the University of

Leicester campus (exact location TBC).

Consent Statement

˝ I have read the Participant Information Sheet, I am aware of what my participation

will involve, and I may contact the primary researcher to clarify any questions that

I have.

˝ My data will be stored indefinitely on a secure server. My anonymised data will

be made accessible to other institutions for research and training purposes exclu-

sively, and never for investigation or conviction. Access to that database may be

monetised. My name and other identifying details will not be shared with anyone.

˝ My participation is voluntary and I may withdraw from the research at any time,
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without giving any reason. I have the right to have my data deleted at any time,

without giving any reason, provided I have provided identification and contact

details at the time of the data collection. My contact details will not be shared with

or sold to any third party.

˝ My anonymised data will be kept in countries with similar data protection stan-

dards than that of the European Economic Area (EEA).

˝ The overall findings from this research may be submitted for publication in a sci-

entific journal, or presented at scientific conferences. Any data presented will be

anonymised.

˝ I can request additional information a) about this project by contacting the primary

researcher or the researchers supervising this project at the email addresses pro-

vided above; b) or about the ForePrint project by contacting contact@foreprint.org

or visiting www.foreprint.org.

I understand the above statements and am giving my consent for my data to be used for

the following purposes:

- for this research project Yes No

- shared with academic institutions for research and development purposesYes No

- shared with police forces for training purposes Yes No

- shared with companies for R&D purposes Yes No

All questions that I have about this research have been satisfactorily answered. I agree

to participate.

Date

Participant’s name

Participant’s signature
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APPENDIX C: Data sheet

Disclaimer: Nothing is mandatory for you to fill in, although any information pro-

vided is helpful. Any field which is not filled in will be marked as "Refuse to disclose".

Your contact information will not be disclosed to anyone except the researchers in charge

of this data collection. It will be privately stored on the database so that: 1) you may re-

quest to have your data deleted from it; and 2) you may be contacted for future data

collections, should you choose to opt into this.

Identification details

First name Surname

Birthdate Biological sex M F

Email address:

Shared information

Height Weight

Ethnicity

Mother’s country of birth Father’s country of birth

Nationality Current country of residence

Additional information:

To be filled out by the researcher

Date of deposition Reference number #
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Photo number range Participated in all experiments?

Comments:

Submit
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1

Lam, Jessica F.

From: Sikanyiti, Mable N.
Sent: January 16, 2018 6:32 AM
To: Baddiley-Davidson, Kathy; ml-pgr-ClgSocSciArtsHum
Subject: Re: Ethics review problems for PGR research.

For me, the completeness percentage has never gone beyond 77% and therefore, the submission button has 
never appeared.  In this case, i am unable to submit the application.  However, I feel I have attached all the 
needed documents and have filled in all the sections.  In addition, the completeness of all sections is 100% but 
the overall ends at 77%.  Kindly help as I am now behind schedule because of this. 
Mable 
119045122 
 

From: Baddiley-Davidson, Kathy 
Sent: 09 January 2018 14:34 
To: ml-pgr-ClgSocSciArtsHum 
Subject: Ethics review problems for PGR research.  
  
Dear all,  
  
I am writing to you in my capacity as the PGR Rep in the Postgraduate Research Policy Committee (“PRPC”). 
  
The PRPC has had a number of reports of PGR researchers having difficulties with the ethics review system, 
whether because of delays or because of changes being requested that were surprising.  The PGR Co-Directors 
and the Head of the Doctoral College are investigating the issue, with a view to determining what problems 
may exist and how they should best be resolved. 
  
However, in order to report the issues and address the problems efficiently the Committee must  have a clear 
picture of what the problems are (or aren’t) with the ethics review system.  The current goal for the ethics 
review process is that it should be completed within 3 weeks of the supervisor approving the online 
application.  So an idea of how often that standard is or isn’t met would be useful.  In addition, it would be 
useful to know of any specific problems that you may have experienced. 
  
Therefore I would kindly ask you to report to me any of the problems you might have in regards to the 
abovementioned issue in order for me to report these back to the PGRPC, so they can be incorporated into 
the review.  The next PGRPC is on this coming Tuesday (16 January), so replies before that date would be 
appreciated. 
  
Kind regards 
  
Anna Liza Kyprianou Spiliakou 
Graduate Teaching Assistant 
  

APPENDIX D: Ethics review
problems for PGR research
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APPENDIX E: Latent fingerprint development methods
Method Glass Metal Painted

surface Plastic Paper and
cardboard Wood Leather Human

skin Wet s. Multi-
colour s. Tape

D.F.O. Bonded/cheques,
paper money

Ninhydrin Flat paints, latex2 Foamed
Bonded/cheques,
paper money, kraft
paper

Oiled, unfinished5 Yes9

Indanedione (and
zinc chloride)

Bonded/cheques,
paper money, kraft
paper)

Physical developer Soft
Bonded/cheques,
wet, paper money,
kraft paper

Yes

Cyanoacrylate
fuming Yes

Hard surfaces, soft,
vinyl, cellophane,
foamed, arborite

Waxed cardboard Waxed or polished Yes Yes9

Powders3 Clean,
greasy

Hard enamels, gloss
and semi-gloss
acrylic, flat paints &
latex

Hard surfaces, soft,
vinyl, cellophane,
foamed, arborite

Waxed cardboard

Waxed or pol-
ished, oiled,
varnished/painted,
unfinished

Yes

Powder suspension Yes7 Soft, vinyl, foamed Waxed cardboard
Waxed or polished,
oiled8 If wet Yes

Iodine fuming11 Flat paints, latex Waxed cardboard Unfinished Yes10

Camphor smoke Yes

Gun blueing Yes

Muriatic acid6 Thermal paper

Crystal violet or
gentian violet12

Adhesive
side

Sticky-side powder Adhesive
side

Titanium dioxide Adhesive
side

Vacuum metal
deposition Yes Yes Yes Yes Yes Yes Yes

Non-
adhesive
side

2 though it causes damage by dying the area purple.
3 Metallic (aluminium based), granular(black, white, grey, fluorescent) or magnetic.
5 Use a spray.

6 Hydrochloric acid.
7 Thought it may remove or damage the impression.
8 May not work.

9 With fluorescent dyes.
10 With silver plate method.
12 Possibly carcinogenic.

Table E.1: Overview of latent fingerprint development methods and the associated substrates on which they are best used. [203, 114]

131



APPENDIX F: Patent fingerprint development methods

Method Porous Semi-porous Non-porous

Amido black1

Hungarian red1,2

Leucomalachite green1,3

Ninhydrin

D.F.O.

Indanedione (w. ZnCl)

Acid Yellow 7 (AY7)

1 Is destructive.
2 Fluoresces.
3 Suspected to be carnicogenic.

Table F.1: Overview of patent fingerprint development methods and the type of surfaces for which they are adequate [203, 114, 115].
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APPENDIX G: Function properties
for ridge modeling
G.1 The rectangular sigmoid function

Let us consider the sigmoid function, also referred to as the logistic function, as the

function s defined as such

s : x ÞÑ
1

1 ` e´x
, (G.1)

for any x P R. The rectangular sigmoid function is defined as the function f

f : x ÞÑ s
`

λpx ` hq
˘

´ s
`

λpx ´ hq
˘

, (G.2)

where λ P R`˚.

Property G.1:

spxq ´
1

2
“ ´sp´xq `

1

2
. (G.3)

Proof.

spxq ´
1

2
“

1

1 ` e´x
´

1

2

“ 1 ´
e´x

1 ` e´x
´

1

2

“
1

2
´

1

1 ` e´x

spxq ´
1

2
“ ´sp´xq `

1

2
.

(G.4)

Property G.2:
The function f is even,

@x P R, fp´xq “ fpxq. (G.5)

Proof. This is a direct consequence of Property G.1 and the chain rule.

In order to study the behaviour of f , let us study the derivatives of s and f .

s1pxq “
e´x

p1 ` e´xq2
(G.6)

“
1

´

e
x
2 ` e´ x

2

¯2 (G.7)

“
1

4 cosh2
`

x
2

˘ (G.8)

s1pxq “
1

2
`

1 ` coshpxq
˘ . (G.9)
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Therefore,

f 1pxq “
1

2
´

1 ` cosh
`

λpx ` hq
˘

¯ ´
1

2
´

1 ` cosh
`

λpx ´ hq
˘

¯ . (G.10)

It is now possible to study the roots of f by studying the numerator of the above

expression,

f 1pxq “ 0 ô 1 ` cosh
`

λpx ´ hq
˘

´ 1 ´ cosh
`

λpx ` hq
˘

“ 0

ô sinhpλxq sinhp´λhq “ 0,

which occurs either if h “ 0, a trivial case where f “ 0, or when x “ 0, which is the only

extremum of f . Additionally, the above numerator of f 1 determines its sign (since its

denominator is a product of strictly positive expressions). Thus, f 1 is positive on R´, and

negative on R`, which proves that f reaches its maximum in 0, and it can be calculated

as follows
max
xPR

f “ fp0q

“ spλhq ´ sp´λhq

max
xPR

f “ 2spλhq ´ 1.

(G.11)

G.2 The 2-rectangular sigmoid function

Let us now denote by f the 2-rectangular sigmoid function which is defined, for any

x P R as

f : x ÞÑ s
`

λpx ` a ` hq
˘

´ s
`

λpx ` a ´ hq
˘

` s
`

λpx ´ a ` hq
˘

´ s
`

λpx ´ a ´ hq
˘

, (G.12)

where λ P R`˚.

Given Equation (G.6), we have

f 1pxq “
1

2
´

1 ` cosh
`

λpx ` a ` hq
˘

¯ ´
1

2
´

1 ` coshpλ
`

x ` a ´ hq
˘

¯

`
1

2
´

1 ` cosh
`

λpx ´ a ` hq
˘

¯ ´
1

2
´

1 ` coshpλ
`

x ´ a ´ hq
˘

¯

f 1pxq “
1

2

ˆ

1

gpx ` a ` hq
´

1

gpx ` a ´ hq
`

1

gpx ´ a ` hq
´

1

gpx ´ a ´ hq

˙

,

(G.13)

where g : x ÞÑ 1 ` coshpλxq. Additionally, given that g is a positive function, the zeroes

of f 1 are determined by the numerator of the above expression, namely

f 1pxq “ 0 ô
`

gpx ´ a ´ hq ´ gpx ` a ` hq
˘

gpx ` a ´ hq gpx ´ a ` hq

`
`

gpx ` a ´ hq ´ gpx ´ a ` hq
˘

gpx ` a ` hq gpx ´ a ´ hq “ 0.
(G.14)
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Let us now remark that

gpx ` aq ´ gpx ´ aq “ cosh
`

λpx ` aq
˘

´ cosh
`

λpx ´ aq
˘

“ 2 sinhpλxq sinhpλaq,
(G.15)

and

gpx ` aq gpx ´ aq “
`

1 ` coshpλxq coshpλaq ` sinhpλxq sinhpλaq
˘

`

1 ` coshpλxq coshpλaq ´ sinhpλxq sinhpλaq
˘

“
`

1 ` coshpλxq coshpλaq
˘2

´
`

cosh2pλxq ´ 1
˘

sinh2pλaq

“ cosh2pλxq
`

cosh2pλaq ´ sinh2pλaq
˘

` 2 coshpλxq coshpλaq

` 1 ` sinh2pλaq

gpx ` aq gpx ´ aq “
`

coshpλxq ` coshpλaq
˘2
.

(G.16)

Equation (G.14) can now be rewritten as

f 1pxq “ 0 ô sinhpλxq

«

sinh
`

λpa ´ hq
˘

´

coshpλxq ` cosh
`

λpa ` hq
˘

¯2

´ sinh
`

λpa ` hq
˘

´

coshpλxq ` cosh
`

λpa ´ hq
˘

¯2
ff

“ 0.

(G.17)

The first solution to this corresponds to sinhpλxq “ 0, which occurs when x “ 0. Next,

the second term in Equation (G.17) is either strictly positive or strictly negative unless

sinh
`

λpa ` hq
˘

and sinh
`

λpa ´ hq
˘

are of the same sign, which is equivalent to a ą |h| or

a ă ´|h|. In this case, this second term can be rewritten as
c

ˇ

ˇ

ˇ
sinh

`

λpa ´ hq
˘

ˇ

ˇ

ˇ

2
´

coshpλxq ` cosh
`

λpa ` hq
˘

¯2

´

c

ˇ

ˇ

ˇ
sinh

`

λpa ` hq
˘

ˇ

ˇ

ˇ

2
´

coshpλxq ` cosh
`

λpa ´ hq
˘

¯2
.

(G.18)

Due to the strict positivity of the squared cosh terms, Equation (G.18) has the same roots

as
c

ˇ

ˇ

ˇ
sinh

`

λpa ´ hq
˘

ˇ

ˇ

ˇ

´

coshpλxq ` cosh
`

λpa ` hq
˘

¯

´

c

ˇ

ˇ

ˇ
sinh

`

λpa ` hq
˘

ˇ

ˇ

ˇ

´

coshpλxq ` cosh
`

λpa ´ hq
˘

¯

(G.19)

Finally, the roots of Equation (G.19) are given by

coshpλxq “ cpλ, a, hq “

cosh
`

λpa`hq

˘

d

ˇ

ˇ

ˇ
sinh

`

λpa´hq

˘

ˇ

ˇ

ˇ
´cosh

`

λpa´hq

˘

d

ˇ

ˇ

ˇ
sinh

`

λpa`hq

˘

ˇ

ˇ

ˇ

d

ˇ

ˇ

ˇ
sinh

`

λpa`hq

˘

ˇ

ˇ

ˇ
´

d

ˇ

ˇ

ˇ
sinh

`

λpa´hq

˘

ˇ

ˇ

ˇ

(G.20)

Given that λ ą 0, and assuming that h ą a ą 0, f 1 has a single root in 0. Moreover,

Equation (G.17) gives us that f 1 is positive on R´ and positive on R`. Therefore, simi-

larly to the rectangular sigmoid function, the 2-rectangular sigmoid function has a single
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maximum in 0 of

fp0q “ 2s
`

λpa ` hq
˘

´ 2s
`

λpa ´ hq
˘

. (G.21)

In the case where a ą h ą 0, g1 has three zeroes in 0 and ˘x˚, where x˚ “ arccosh
`

cpλ, a, hq
˘

.

Additionally, it follows from Equation (G.17) that g1 is positive on s ´ 8,´x˚r, negative

on s ´ x˚, 0r, positive on s0, x˚r and negative on sx˚,8r. Therefore, in this case, the 2-

rectangular sigmoid function has its two maxima in ˘x˚ and a local minimum in 0.
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