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Abstract 

This thesis is titled ‘Predicting Cardiovascular Disease Risk in Chronic Kidney 

Disease’ by Dr Rupert Major. 

Chronic kidney disease (CKD) is a long term condition in which glomerular filtration 

is reduced and/or proteinuria occurs. Cardiovascular risk factors in CKD are different 

to the general population and overall risk is higher too. Therefore, risk prediction 

tools for cardiovascular disease require specific validation in CKD. 

The Leicester City and County CKD (LCC) cohort of 17,248 anonymised individuals 

with CKD from 44 general practices was established. Cardiovascular events were 

identified from general practice and hospital records, and 2,072 cardiovascular 

events occurred during five years of follow-up. 

Risk factors for cardiovascular events in CKD were identified in a systematic review 

and a second systematic review updated a previous systematic review of risk 

prediction tools for cardiovascular events in CKD. Albumin, haemoglobin and 

phosphate were identified as risk factors to be consider for risk prediction tools in 

addition to factors included in general population risk prediction tools. Seven CKD-

specific and six general population risk prediction models were identified. All models 

were developed using the Cox proportional hazards (‘Cox’) model. 

The LCC cohort was used to externally validate these models. Discrimination was 

worse and calibration suggested overprediction of risk in all models. The latter 

worsened as predicted risk increased. Some calibration improvement was achieved 

through Cox model baseline risk function re-estimation. There was no significant risk 

prediction improvement by including the variables identified in the systematic review. 

Sensitivity analysis suggested that the Cox model’s censoring at random assumption 

may have been violated in the risk prediction models due to the competing risk from 

death. 

Risk prediction models for cardiovascular events in people with CKD require 

improvement and updating to optimise risk prediction accuracy. Alternative methods, 

such as multi-state models, should be considered in future model development. 
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Chapter 1  

1. Introduction 

This chapter introduces the clinical background, key statistical concepts and 

rationale for this thesis. Firstly, the condition of chronic kidney disease (CKD) and its 

basic epidemiology and pathophysiology is described. Cardiovascular (CV) disease 

is then introduced with a focus on why the pathological processes may be different in 

people with CKD compared to the general population. The next section provides a 

general explanation of risk prediction tools and their potential role in clinical practice. 

The penultimate section describes what was already known about CV risk prediction 

tools in CKD prior to this thesis. Finally, given this context, the overall aims of the 

thesis are presented. 
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1.1 Chronic Kidney Disease 

CKD has emerged over the last twenty years as a leading cause of non-

communicable premature morbidity and mortality, particularly in high income 

countries where it is associated with the increasing prevalence of diabetes mellitus 

and hypertension (1-5). Reduced estimated glomerular filtration rate (eGFR) and 

increasing amounts of protein in an individual’s urine has been shown to have a 

continuous independent relationship with increased risk of cardiovascular (CV), 

endstage renal failure (ESRD) and all-cause mortality events (6). 

CKD rarely manifests as a symptomatic condition until the advanced stages where 

renal replacement, through the need for dialysis and transplant, is required (3). 

Diagnosis of CKD is therefore usually through serum creatinine measurement and/or 

proteinuria measurement, often for other reasons, typically for the management of 

related co-morbidities such as diabetes mellitus or hypertension (7). 

The variation of serum creatinine by age, gender, ethnicity and body composition, 

meant that until 1999 routine estimation of glomerular filtration rate (GFR) was 

difficult to implement on a population-wide scale. In addition, despite being first 

describe in 1940 (8), direct measures of glomerular filtration rate through the use of 

inulin or radio-labelled isotopes are time consuming and not practical for regular 

measurement in the same patient (9). The initial introduction of the Modification of 

Diet in Renal Disease (MDRD) eGFR formula, which utilised the four variables, age, 

gender, serum creatinine and ethnicity (‘White’ compared to ‘African American’) 

meant that automated pathology laboratory calculation of eGFR was possible (10). 

MDRD eGFR was further improved by Chronic Kidney Disease Epidemiology 

Collaboration (EPI) eGFR (11). Using the same variables, EPI eGFR has now been 

implemented into routine clinical care in the United Kingdom (UK). Other methods for 

estimation of GFR are possible, including the measurement of Cystatin-C and other 

eGFR formulae (12-15), but as they have yet to be implemented into routine primary 

care of CKD in the UK, will not be considered further in this thesis. 

Measurement of proteinuria, mainly through 24 hour urine collection, also suffered 

from the same limitations and inconvenience to the patient. Again, it was not until 

spot measurements of proteinuria quantification such as albumin creatinine ratio 
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(ACR) and proteinuria creatinine ratio (PCR) were validated to replace 24 hour urine 

collection that quantification of proteinuria on a population scale was possible (16-

18). 

Given these advances in the measurements of eGFR and proteinuria, standardised 

diagnostic criteria for CKD were developed, initially in the early 2000s (19), and then 

refined a decade later (6). The criteria required either or both of the following criteria 

to be present for at least three months: 

 eGFR <60 ml/min/1.73m2 

 a marker of kidney damage 

o albuminuria (ACR ≥ 30mg/mmol) 

o urine sediment abnormality (typically the presence of haematuria) 

o urine or serum electrolyte abnormality related to a kidney tubule 

disorder 

o kidney structural imaging abnormality 

o histological evidence of kidney pathology 

o presence of a kidney transplant 

‘Kidney Disease: Improving Global Outcomes’ (KDIGO) developed these criteria and 

in the UK The National Institute for Health and Care Excellence (NICE) implemented 

them into routine clinical practice (6, 7). 
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1.1.1 Classification 

Following the introduction of routine eGFR measurement, the staging of CKD was 

suggested by KDIGO and subsequently adopted by NICE. Classification has been 

refined over the last ten to fifteen years and currently is based on staging of the 

condition using both eGFR and proteinuria quantification, typically through ACR (6, 

19). Any eGFR measurements below <60 ml/min/1.73m2 equate to stages 3a, 3b, 4 

and 5, regardless of any other kidney damage markers set out above. Stages 1 and 

2 relate to eGFR ≥60 ml/min/1.73m2 in the presence of one of these markers. The 

eGFR stage is then suffixed by one of three ACR stage. Table 1.1 reproduces details 

of the KDIGO classification system. 

 

 

Table 1.1: KDIGO CKD Classification – reproduced from KDIGO 2012 clinical practice guideline for 

the evaluation and management of chronic kidney disease (6). 

  

Category Description 

eGFR ml/min/1.73m2  

1 ≥90 Normal or high 

2 60-89 Mildly decreased 

3a 45-59 Mildly to moderately decreased 

3b 30-44 Moderately to severely decreased 

4 15-29 Severely decreased 

5 <15 Kidney failure 

 

Albuminuria 24 hour excretion (mg) ACR (mg/mmol) Description 

A1 <30 <3 Normal to mildly increased 

A2 30-300 3-30 Moderately increased 

A3 >300 >30 Severely increased 
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1.1.2 Epidemiology 

Based on the above criteria the prevalence of CKD worldwide may be up to 15% of 

the adult population (3). In Europe, this prevalence varies substantially and may be 

dependent on measurement criteria and inclusion criteria for CKD in available 

studies (20). 

In the UK in 2012, the age-standardised estimated prevalence of CKD stages 3 to 5 

(eGFR <60 ml/min/1.73m2) had been estimated from a number of sources as shown 

in Table 1.2. The Quality and Outcomes Framework, based on primary care coding 

of CKD estimated a prevalence of 4.3% in adults (≥18 years of age), but substantial 

limitations of accurate diagnosis based on coding were suspected and later 

confirmed by the CKD National Audit (21). The Health Survey for England (HSE) 

2010 report provided a national representative sample and estimated a prevalence in 

individuals ≥16 years of age of 6% and 7% in males and females respectively (22). 

The New Opportunities for Early Renal Intervention by Computerised Assessment 

(‘NEOERICA’) study suggested an overall adult prevalence of 8.5% but may have 

been limited by a non-nationally representative sample in relation to ethnicity and 

socioeconomics (23). The Quality Improvement in CKD (‘QICKD’) study estimated a 

whole population 5.4% prevalence with approximately twice the prevalence in 

females than males (24). Importantly, QICKD used the formal definition of eGFR <60 

ml/min/1.73m2 more than three months apart. 

 

Source Denominator 
Male 

Prevalence 

Female 

Prevalence 

Overall 

Prevalence 

Estimated CKD 

Stage 3 to 5 

QOF 18+ - - 4.3% 1,817,871 

HSE 16+ 6% 7% 6.5% 2,710,575 

QICKD Whole population 3.5% 7.3% 5.4% 2,817,104 

NEOERICA 18+ 5.8% 10.6% 8.5% 3,640,321 
 

Table 1.2: Estimated prevalence and population numbers, CKD stages 3-5 based on UK CKD studies 
(25).  
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In 2017, the National CKD Audit published its findings (21). It highlighted the 

limitations in CKD coding for estimation of prevalence of CKD, both in terms of 

individuals not coded with CKD who had CKD and those incorrectly coded with CKD. 

Again, the focus was on those with eGFR <60 ml/min/1.73m2 rather than the second 

of the two criteria set out above. The National CKD Audit also highlighted that CKD 

was a disease of older individuals with more than a third of individuals over the age 

of 83 having CKD based on the KDIGO criteria, compared to <1% of those aged 

under 50 years as shown in Figure 1.1. 

 

Figure 1.1: Prevalence of CKD by age groups. From Nitsch D, Caplin B, Hull S, Wheeler DC. The 
National CKD Audit and quality improvement programme in primary care: first national CKD audit 
report 2017. 
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Therefore, given this prevalence and association with other co-morbidities, the 

overall impact of CKD on population health and quality of life in the UK and 

internationally is high (3). From a financial perspective the cost is also high and 

expected to rise in line with the ageing population. The most recent estimates for 

England, no estimates are available for the whole UK, from 2009-10 is that CKD 

accounts for 1.3% of the National Health Service’s (NHS) healthcare budget, of 

which 13% is related to the excess myocardial infarctions and strokes associated 

with CKD. For NHS England this equated to approximately £175 million of the overall 

£1.5 billion spent on CKD in 2009-10. 

 

1.1.3 Pathophysiology 

The aetiology of CKD can be broadly split into primary and secondary causes. The 

latter is most commonly from DM and HTN, particularly in high income countries. DM 

probably accounts for between a third and half of all CKD (3). The exact contribution 

of HTN is probably more difficult to assess because of its role as both a cause and 

consequence of CKD (26). Nevertheless, HTN is probably present in at least three 

quarters of individuals with CKD (27). 

Perhaps the most controversial area of CKD is the role of ageing in the development 

and progression of CKD (28-30). Given the substantial increase in prevalence of 

CKD in older individuals as shown in Figure 1.1, there is the suggestion that CKD is 

‘just’ the consequence of ‘ageing’ kidneys (28-30). 

There is a plethora of rare primary causes of CKD, which when combined account 

for approximately 10-20% of all CKD in the UK (3). Causes do vary globally with 

glomerulonephritis, infections such as human immunodeficiency virus and 

hepatitides, and environmental poisoning causing a higher proportion in lower and 

middle income countries, compared to high income countries such as the UK (3). 

Despite this, unknown aetiology remains prevalent too and may account for up to a 

further 20% of CKD cases in the UK (3). Other secondary causes include 

renovascular disease related to systemic atherosclerosis and ‘post-renal’ causes. In 

combination these two causes contribute to a further 10% of cases (3). Post-renal 
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causes include structural abnormalities such as obstructive uropathy and recurrent 

infection (3). 

 

1.2 Cardiovascular Disease in Chronic Kidney Disease 

According to the World Health Organisation, CV disease is the leading cause of 

global death, accounting for just under a third of all death (31). Four fifths of these 

deaths relate to myocardial infarction and strokes (31). Other CV related causes of 

death and disability include heart failure, cardiac arrhythmias, peripheral vascular 

disease and thromboembolic disease (31). For the remainder of the thesis CV 

disease events will refer to acute coronary syndrome and cerebrovascular disease. 

The former includes ‘unstable’ angina and myocardial infarction of any type. 

Cerebrovascular disease includes ischaemic stroke and transient ischaemic attack. 

Once CKD reaches stage 3a or above, the increased CV risk is thought to be of a 

similar magnitude to diabetes mellitus or established coronary heart disease (32). 

CV disease in CKD is associated with the ‘traditional’ pathological process of 

atherosclerosis as well as ‘non-traditional’ pathology (33, 34). The former leads to 

greater risk because of the association with other CV risk factors such as DM, HTN 

and dyslipidaemia. The latter relates to the potential pathophysiology consequences 

of CKD, sometimes referred to as uraemia-related factors. Their role increases as 

CKD advances. Whilst uraemia itself may contribute, it is a broad term that refers to 

many other clinical measurable and unmeasurable factors rather than just raised 

serum urea. In general terms, these factors are grouped in to arteriosclerosis, 

cardiomyopathy and inflammation. However, there is much interaction between 

these traditional and non-traditional factors meaning separation as a singular distinct 

pathological mechanism is not possible. 
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Figure 1.2: Pathophysiological Interactions between Kidney and Heart in Chronic Kidney Disease. 
reproduced from Gansevoort et al ‘Chronic kidney disease and cardiovascular risk: epidemiology, 
mechanisms, and prevention’ (35).  
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1.2.1 Atherosclerosis 

The ‘traditional’ pathology of CV disease is described by the term atherosclerosis. In 

broad terms, this describes the narrowing of an artery due to the development of 

artheromatous ‘plaque’. Plaques are multifarious including epithelial cells, connective 

tissue, foam (fat) cells, lipids and immune cells such as macrophages (36). 

As the plaque grows, due to factors including ageing, it can reduce blood flow and 

hence reduce tissue perfusion (37, 38). This can lead to chronic clinical symptoms 

such as exertional chest pain in the case of a coronary artery plaque. Acutely, the 

plaque can rupture causing embolism of part of the plaque and thrombosis around 

the plaque. This can lead to total occlusion of the vessel and infarction distal to the 

thrombosis site. Depending on whether the site is coronary artery or cerebral artery 

this will lead to either a myocardial infarction or stroke respectively. 

 

Figure 1.3: Atherosclerotic Lesion in a Human Artery. Reproduced from Hansson GK ‘Inflammation, 
Atherosclerosis, and Coronary Artery Disease (36). 
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1.2.2 Arteriosclerosis 

Arteriosclerosis is the process of reduced vascular wall compliance due to arterial 

stiffness (39). In the general population it is associated with increasing age and the 

presence of hypertension (40), both of which are also associated with CKD. 

However, its prevalence and severity is associated with worsening of eGFR 

independent of age and hypertension, suggesting that the process of arteriosclerosis 

is mediated through other factors associated with CKD (40). These factors are likely 

to include deranged calcium and phosphate metabolism and inflammation leading to 

fibrosis (33, 34). The former likely leads to microcalcification of the vasculature and 

hence reduced compliance (40). This process leads to potential reduced vascular 

flow to end organs and also contributes to worsening HTN and cardiomyopathy, 

most commonly through left ventricular hypertrophy (40). 

 

1.2.3 Cardiomyopathy 

Cardiomyopathy in CKD occurs through many pathways but ultimately likely explains 

the higher rates of sudden cardiac death and heart failure related deaths seen 

throughout the spectrum of CKD (41). Concentric left ventricular hypertrophy may be 

present in up to half of individuals with stage 4 CKD (42). Arrhythmias, such as atrial 

fibrillation, are also more common in CKD than the general population and may 

further explain the higher rates of sudden cardiac death (43). The process of 

cardiomyopathy in CKD is likely to be related to the high prevalence of HTN in the 

CKD population (44). However, this does not explain all of the difference as those 

without HTN also more commonly have features associated with cardiomyopathy. 

Other interacting factors may include arteriosclerosis, as explained above, anaemia 

and electrolyte abnormalities. The loss of endogenous erythropoietin production in 

CKD had been thought to contribute to cardiomyopathy simply through anaemia and 

chronic reduced oxygen delivery to cardiac tissue. More recently though, the lack of 

stimulation of cardiac erythropoietin receptors due to this deficiency has been shown 

to lead to cardiomyopathy driven by cardiac apoptosis and fibrosis (45, 46). 
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1.2.4 Inflammation 

Inflammation is associated with atherosclerosis in the general population, but the 

process is more prominent in those with CKD (47). It is thought to decrease the 

stability of atherosclerotic plaques and thus increase their risk of rupture and 

subsequent acute pathology. This was initially suggested through the observational 

evidence of the association of increased C-reactive protein with CV events (48, 49). 

The evidence for a causative pathway was further secured through the reduction of 

inflammation, through HMG-CoA reductase inhibition medications, more commonly 

referred to ‘statins’, leading to greater benefit in individuals with raised inflammatory 

markers compared to those with lower values (50, 51). In addition to this process 

other mechanisms are thought to contribute but their exact nature is unclear. 

Reduced renal clearance of pro-inflammatory mediates in more advanced CKD may 

lead to higher systemic inflammation (47). However, markers of inflammation are 

raised across CKD stages 3 to 5 compared to controls without CKD, suggesting that 

reduced clearance is unlikely to be the only mechanistic pathway (47). 

Therefore, as well as increase the absolute risk of CV events in CKD, the 

combination and interplay of atherosclerosis, arteriosclerosis, cardiomyopathy and 

inflammation may also mean that a different risk profile is present in CKD. This may 

mean that clinical risk prediction tools require updating and altering specifically for a 

CKD population. 

  



31 

1.3 Non-Cardiovascular Risk 

In addition to the increased CV risk described throughout Section 1.2, CKD is also 

associated with increased risk of ESRD and all-cause mortality (6). Whilst in relative 

terms, the risk of ESRD is raised throughout all stages of CKD, in absolute terms the 

risk does not exceed CV mortality risk until an individual has an eGFR <30 

ml/min/1.73m2 and some degree of proteinuria, i.e. CKD stage 4A2 or worse (6). 

Some of the increased all-cause mortality risk is related to CV morbidity, but it does 

not explain all of this increased risk. 

Non-CV causes of death that have been associated with CKD include cancer and 

infectious disease (52-54). Cancer has been associated with both increased 

morbidity and mortality in CKD compared to those without CKD (52, 54). This is true 

both for urological tract cancers, such as a renal cell carcinoma whether 

nephrectomy may be the cure, thus leading to an immediate halving of functional 

nephrons, and in other non-urological cancers. In addition, established cancer 

treatment in individuals may differ because of the exclusion of individuals with CKD 

and so outcomes may also be worse. This may be due to many clinical trials 

excluding individuals with CKD and therefore, no regulatory licensing of treatments 

occurs in this group. 

Infectious disease, are more common in individuals with CKD than in those with 

CKD. Both chronic infectious diseases such as HIV and tuberculosis and acute 

infectious illnesses have been associated with worse outcomes in CKD (55-57). 

Again, this may related to the underlying pathophysiology of CKD but also the more 

limited treatment options that may be available in acute and chronic infections. 

Other chronic conditions have been associated with CKD including chronic 

obstructive pulmonary disease and rheumatoid arthritis (58, 59). It is this plethora of 

communicable and non-communicable diseases that suggests the multi-morbidity 

associated with CKD leads to an increased risk of all-cause mortality above that 

which the excess CV risk is attributable to. Therefore, any potential assessment of 

risk in CKD must account for both the likely different risk factors for both CV and 

non-CV conditions.  
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1.4 Clinical Risk Prediction Tools 

Prognosis in clinical medicine refers to an event or outcome happening in the future 

given some information, typically a condition or test result, available at the present 

time. Published terminology describing tools to predict prognosis, or the risk of future 

events, is confusing and includes the use of names such as prognostic index, risk 

prediction models or simply prediction models (60). 

For the purposes of this thesis ‘risk factor’ will be used throughout to mean a 

measurable variable at the start of the study that is associated with a future CV 

disease event during the study’s follow-up. Secondly, mathematical and statistical 

workings that combine these risk factors to predict future risk will be referred to as a 

‘risk prediction model’. Thirdly, the production of predicted percentages and/or 

probabilities of an event occurring will be described as a ‘risk prediction tool’, and will 

also include the use of this prediction in the clinical setting. 

The study of prognosis, risk factors and risk prediction models can be grouped under 

the umbrella term of ‘prognostic research’ (61). This can have many benefits to 

healthcare including informing individual patient and clinician choice, developing and 

planning healthcare policy and delivery, and future research, including clinical trial 

planning (60). 

Risk prediction models, as with any medical intervention such as a new medication, 

should complete three stages of development in order to show they are clinically 

effective and appropriately improve outcomes for patients (60). These stages are 

rigorous model development, validation of the model in other datasets and 

implementation. However, unlike the process in drug development and monitoring, 

this process is often performed poorly or not at all (62, 63). 

Model development, is most commonly performed of the three stages, perhaps 

because it is seen as the ‘easiest’ of them (60). In this thesis the data is ‘censored’. 

Outcomes will not occur in all inividuals before the end of the follow-up period. 

Survival analysis is the broad statistical term for methods used in censored data and 

the Cox proportional hazards model (‘Cox model’) is the most commonly used 

method (64). Combination of risk factors is used to derive a prediction of risk 
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(‘predicted probability’) and then compared to what has actually occurred in the study 

population (‘observed probability’). The process of development and its limitations 

are discussed in Chapter 2. 

There are two different types of model testing, also known as validation. Internal 

validation is the most commonly performed and relies on the use of the same data 

that developed the model (60). There are two further subgroups of internal validation, 

apparent and resampling. Apparent simply occurs where the available data is used 

to develop the models. Resampling reuses the data used for model development to 

test the model. These methods include bootstrapping and random splitting of the 

sample. However, because the data are being repeatedly used, model performance 

metrics may be overly optimistic and therefore there is a risk of overstating the 

model’s effectiveness, often referred to as ‘statistical overfitting’ (60). 

The second type of validation is external validation, where another dataset is used to 

test the performance of the risk prediction model. This is often performed by the 

same individuals who developed the model, but should ideally be performed by 

another independent group (60). By using another dataset, the performance, 

including the risk of model overfitting, can be tested. Through this process the 

performance can also be assessed at different timepoints (‘temporal validation’) and 

in different locations (‘geographical validation’). Ideally, but infrequently performed, 

this process can be repeated in many different cohorts to further confirm, or refute, 

the risk prediction model’s ability to provide clinically useful information in different 

settings. Part of external validation includes the process of updating a model. There 

is perhaps a subtle difference between updating a model and development of a new 

model per se (60). The former will likely only see an adjustment to the calibration of 

the model and/or the addition of new variables, typically biomarkers that may not 

have been available when the model was first developed. The latter will see a 

change to risk factors and their contribution to the model, which is likely to see it 

regarded as a new risk prediction model altogether. 

Finally, risk prediction model implementation requires study and assessment to see 

how it impacts clinical decision making (60). This step is rarely performed, 

particularly in a formal clinical trial setting. It has been suggested that this may be 
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because risk prediction tools are often not considered as a type of health technology 

requiring assessment in a clinical trial (60). 

Further definitions and statistical methods for developing and assessing risk 

prediction tools are described in Chapter 2.  
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1.5 Cardiovascular Risk Prediction 

1.5.1 General Population Background 

More than 350 CV risk prediction models have been developed for assessment of 

CV disease risk in the general population (65). However, many of these were 

developed using poor methodology or have not been externally validated, and 

therefore are not used in routine clinical practice. The few that are used in clinical 

practice are well embedded in routine care, particularly in UK primary care. This is 

because they are based on routinely collected risk factors for CV disease and can be 

automated into electronic patient records. The focus of CV risk prediction has been 

in those who have not previously had a CV event i.e. for primary prevention of CV 

disease (66-71). In addition, those tools are largely used for patient counselling in 

relation to the initiation of cholesterol lowering medications such as statins (70, 72). 

Despite increased CV risk with reduced eGFR and/or the presence of albuminuria, 

general population CV risk scores either do not adjust for CKD or use a uniform 

adjustment for advanced CKD only (73). 

In the UK, the tool currently recommended by NICE for CV risk prediction is QRisk2 

(69, 72). This is used to predict 10 year risk of CV disease and currently if risk is 

greater than 10% then a ‘full formal risk assessment’ with the patient regarding statin 

commencement is recommended. QRisk2 includes medical record coded CKD 

stages 4 and 5 as a binary risk factor included in the risk prediction model. During 

the course of the thesis QRisk3 was developed and published, which extended the 

definition to CKD stages 3a and 3b, but again treated CKD as a single uniform 

adjustment across all stages (67). 

This plethora of CV risk tools has meant that the focus of future development has 

now begun to focus on external validation and appropriate adjustment of models for 

specific populations (65). 
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1.5.2 Cardiovascular Risk Prediction in Chronic Kidney Disease 

CKD populations, with well-established independent increased CV risk but potentially 

different risk factors as set out in Section 1.2, provide an excellent example of where 

adjustment to, or development of novel, risk prediction models may be warranted. In 

the absence of this, general population risk prediction models need to be assessed 

in CKD populations. The addition of eGFR and ACR to general population risk 

prediction models has be shown to improve model performance (74). In addition, the 

inclusion of risk factors associated with arteriosclerosis and reduced vascular 

compliance, such as calcium and phosphate, in CKD-specific CV risk prediction 

models, may be beneficial if model performance is shown to be suboptimal in CKD 

populations. 

CV risk prediction in CKD might lead to different risk prediction and intervention 

compared to the current use of models for primary prevention of CV disease in the 

general population. Whilst statins (20mg atorvastatin once daily) are currently 

recommended by NICE for all individuals with CKD (75), more tailored treatment 

based on risk prediction should be considered. For instance, higher statin doses, 

consistent with intensity used in secondary prevention, could be considered for those 

at higher CV risk. Other treatments, such as lower blood pressure targets could also 

be considered for those at higher risk, where the additional benefit of lower targets 

may outweigh the potential risk of iatrogenic harm such as hypotensive related falls, 

particularly in older, frailer individuals. Equally, non-pharmacological interventions 

could also be targeted at individuals with predicted higher risk. These might include 

dietary, lifestyle and exercise interventions. The simple knowledge of knowing a 

quantifiable risk of a condition may also be enough for a clinician to initiate a 

conversation around future plans for a patient’s care. Tools such as ‘heart age’ may 

also give the individual an intuitive measure of their risk (67). 

From a public health perspective, specific CV risk prediction in CKD may aid the 

design of clinical trials through risk stratification of treatment or inclusion of an 

individual into the study. In addition, specific risk prediction may also help healthcare 

organisations adjust for differences in populations when assessing differences on 

outcomes across organisations (60). 
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In 2013 Tangri et al published a systematic review of risk prediction models in CKD 

for the outcomes of CV disease, ESRD and all-cause mortality (73). Three cohorts, 

producing a total of six models, had developed CV risk prediction models specifically 

for CKD populations, but they were identified to have significant methodological 

weaknesses. These limitations included limited assessment of the models’ prediction 

performance and no external validation of the models. These issues contributed to 

the authors perceiving the models to lack clinical utility. In addition, these models 

were developed in secondary care, despite the majority of CV risk management in 

CKD being performed in primary care. Their conclusions were “further development 

of models for cardiovascular events….is needed” (73).  
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1.6 Thesis Aims and Objectives 

The overall aim of this thesis was to assess the clinical utility of CV risk prediction 

tools in CKD populations. In order to achieve this the specific objectives were as 

follows: 

 To develop a CKD cohort (Chapters 3 and 4) 

 To perform a systematic review to establish CV risk factors in CKD 

populations (Chapter 5) 

 To identify newly developed CV risk prediction tools for CKD populations 

since the systematic review by Tangri et al (Chapter 6) 

 To assess CV risk prediction tools using a CKD cohort (Chapter 7) 

 To assess the need for adjustment of risk prediction models in order to aid 

and improve their implementation into clinical practice. (Chapter 8) 

In addition to these objectives, Chapter 2 provides the methodology background, 

including statistical methods, for the thesis and Chapter 9 summarises the findings 

and discusses the implications for clinical practice in relation to CKD care. 
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Chapter 2  

2. Development of Dataset 

This chapter gives an overview of the methods used to develop the cohort for the 

thesis. It describes the ethical approval received for the study. This is followed by a 

description of the ‘IMproving Patient care and Awareness of Kidney disease 

progression Together’ (IMPAKT) tool and how it anonymised data for the dataset. A 

description of the use of medical record coding in primary care is then provided. An 

overview of the secondary care data sources, Hospital Episode Statistics (HES) and 

Myocardial Ischaemia National Audit Project (MINAP), is then given. Finally, event 

identification in the merge datasets is presented. 
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2.1. Introduction 

In the UK, clinical research must be reviewed by the Health Research Authority, part 

of the NHS, before it can take place. The review process is broadly based on the 

Declaration of Helsinki, first adopted in 1964 and most recently updated in 2013 (76). 

In the case of this thesis, the most pertinent parts of the declaration are privacy and 

confidentiality of personal information, protection of the health and rights of patients, 

and the legal and regulatory standards in the UK. 

Privacy and confidentiality of patient information is vital for the Leicester City and 

County (LCC) study particularly as practice level, but not individual patient consent 

was given. Even though data were anonymised, there may still have been the 

potential for re-identification of individuals even if a name was not attached to an 

individual patient record. This is why very specific processes for patient 

anonymisation and prevention of re-identification were developed for the study, as 

will be described. 

Protection of the health and rights of patients is linked to the issue of privacy and 

confidentiality. In order for large scale epidemiological studies to take place in the UK 

and elsewhere, patients and the general public need to be reassured that this is 

protected, otherwise health, particularly psychological, may be detrimentally affected. 

Finally, clinical research must follow the legal and regulatory standards set out in UK 

law to ensure that what takes place is appropriate and legal. These standards have 

been designed to protect individual patients and the general public from unethical 

research. Again, they are particularly applicable when individual consent has not 

been received as they act on behalf of all of us to protect our rights and privacy. 
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2.2. Ethics Review 

Prior to the commencement of practice recruitment and data collection for the study, 

full ethical approval for the development of the LCC cohort was received from the 

Health Research Authority (Integrated Research Application System, ‘IRAS’ identifier 

197145, Research Ethics Committee, ‘REC’ reference 16/EM/0315) and the 

approval letter is presented in Appendix 2.1. As anonymised data were extracted, 

practice level consent was received from GP surgeries and individual patient consent 

was not sought. A copy of the practice information leaflet and consent form are 

attached in Appendices 2.2 and 2.3. Data were extracted from GP electronic records 

using the IMPAKT tool. 

 

2.3. Data Extraction Tool for Cohort Creation 

IMPAKT is a web-based CKD management and audit software tool (77). It was 

initially developed as a quality improvement and audit tool for CKD. IMPAKT uses 

Morbidity Information Query and Export Syntax, also known as ‘MIQUEST’, search 

methodology to analyse primary care clinical electronic medical records (78). It is 

compatible with all major primary care medical records systems including SystmOne 

and Egton Medical Information Systems. 

The programme was developed and is maintained and updated by Dr David 

Shepherd, University of Leicester and Saffron Group Practice. A modified version of 

IMPAKT was developed specifically to create the LCC cohort for this thesis. Data are 

identified through the use of Read codes, medical record codes used nationally and 

maintained by the NHS Centre for Coding and Classification (79). The data 

associated with the Read codes such as the date the code was entered in the 

system and a value, such as serum creatinine, were also extracted. 

In practical terms, all practices within the three Leicestershire based Clinical 

Commissioning Groups (CCGs), were invited by letter to consider participating in the 

study. If agreement was received then a visit to the practice was arranged, where 

formal consent for the study was discussed and completed. After consent was 

received, the IMPAKT tool, run through an automated Mircrosoft Excel program, or 

‘macro’, was downloaded from the study’s secure website. The macro created 
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specific MIQUEST searches to be run on the practice’s clinical system. These 

searches were then completed under the supervision of a member of the practice’s 

staff. The individual MIQUEST search results were then amalgamated by IMPAKT 

into a single, anonymised comma-separated values file for extraction from the 

practice. Depending on the size of the practice, this process took between 15 and 60 

minutes to complete. 

 

2.4. Dataset Anonymisation and Security 

Anonymised datasets from each practice were exported for secure storage to the 

University of Leicester Clinical Trials Unit. Individuals were identified through a one-

way hashed version of the NHS number, or ‘hNHS’. Any data leaving a practice were 

identified through this 40 character alpha-numeric identifier. NHS numbers did not 

leave practice sites. The hashing process was performed using a ‘Secure Hash 

Algorithm 1’ embedded in the IMPAKT tool. Figure 2.1 provides an example of the 

process. At no point did the data processors have direct access to the algorithm and 

the owner of the encryption key, Dr David Shepherd, had no access to the research 

data. Therefore, re-identification of individuals, even inadvertently was not possible 

by myself or any other member of the research team. 
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NHS Number: 1234567890 

                        

            one-way hashing algorithm embedded in IMPAKT 

 Y18IF2BAJMGHY57C659AFC6369XYB0AC79B56XY8 

 

Figure 2.1: An example of a one-way hashed NHS number from the IMPAKT tool. 

 

In addition, pseudo-identifiers such as date of birth and postcode, were adjusted to 

reduce the risk of re-identification. Date of birth was converted to age in years and 

deprivation score was calculated based on postcode and the former was extracted 

by the IMPAKT tool. All data were transferred using password protected encrypted 

USB sticks with FIPS 140-2 256 bit encryption, an approved international standard 

for data encryption. Data were transferred to Leicester Clinical Trials Unit for secure 

storage. 

 

2.4.1. The Leicester City and County Chronic Kidney Disease Cohort 

The IMPAKT tool was used to collect CKD related data for practices for the LCC 

cohort. IMPAKT allows for the retrospective collection of data. To create a cohort 

with five years of follow-up, the start date of the cohort was set at 1st November 

2011 with a fixed end date of 1st November 2016. Full informed consent was taken 

from each practice. 

At the beginning of the cohort’s development, the use of EPI eGFR was 

recommended for diagnosis of CKD (11). The threshold for diagnosis was two or 

more eGFR <60 ml/min/1.73m2 more than 90 days apart regardless of the formula 

used (6). University Hospitals of Leicester continued to report the MDRD formula at 

the beginning of the study (10). Based on analyses of conversions between 

formulae, a threshold of MDRD <65 ml/min/1.73m2 equates to an EPI eGFR 

<60ml/min/1.73m2 in all individuals regardless of the demographic details utilised in 

eGFR formulae. Therefore, the IMPAKT tool’s threshold for data extraction was 
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altered to MDRD <65 ml/min/1.73m2 to detect all individuals with a CKD diagnosis 

when eGFRs were recalculated via the EPI eGFR formula. Throughout the study 

time period University Hospitals of Leicester Biochemistry department used the Jaffe 

method for measurement of serum creatinine (80). 

 

2.5. External Data Sources and Linkage 

In addition to primary care Read code identified events, two external data sources 

were utilised to identify additional CV events. University Hospitals of Leicester’s data 

were extracted and anonymised. This data related to all inpatient stays from HES 

and MINAP data where either the admission reason was CV event related or an 

inpatient CV event occurred. 

HES data are collected by all hospital trusts in England, including University 

Hospitals of Leicester, on behalf of NHS Digital. It records all inpatient admissions, 

accident and emergency attendances and outpatient appointments. Data are based 

on clinical coding of medical notes entries and for the purpose of this thesis ICD-10 

codes from HES data were used. 

MINAP is a national audit of the quality of management myocardial infarctions in 

England and Wales. It was setup in 1999 and was performed within University 

Hospitals of Leicester throughout the follow-up period of the LCC cohort. Data for all 

individuals admitted with suspected acute coronary syndrome are recorded with a 

final definitive discharge diagnosis made by the cardiology team responsible for the 

patients care. 

Data were merged and agreement was checked by comparing non-modifiable 

factors of age, gender and ethnicity code. All 7,005 potential records matched 

between the LCC cohort and the secondary care datasets for gender. 5,320 (76.0%) 

of ages, exactly matched between datasets. One (0.01%) age difference was two 

years and the remaining age matches (24.0%) were all within one year of each 

other. For anonymisation purposes, dates of birth were not extracted for any of the 

datasets, and so these minor differences probably reflect differences in rounding of 

ages in the datasets. 
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2.6. Use of primary care medical records in research 

Electronic medical records have been established in primary care for the last two 

decades. Their use has also been embedded in UK medical research. National 

standardised Read codes allow the identification of events through these records 

(79). The two most commonly used electronic medical record systems in UK primary 

care are SystmOne and Egton Medical Information Systems, both are compatible 

with MIQUEST search methodology to allow for efficient searches of medical 

records. 
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2.7. Event Identification 

Outcomes were assessed based on the time to the first event after the index date 

and multiple events for the same individual were not considered. Codes used for all 

outcomes in the different data sources are described and discussed further in 

Chapter 4. 

Herrett et al suggested that primary care records were the single most complete 

source of non-fatal myocardial events and identified 75% of events, as shown in 

Figure 2.2 (81). The additional HES data alone would contribute a further 17% and 

MINAP data alone 15%. The LCC cohort was not linked to Office for National 

Statistics (ONS) death registry outcome data. Herrett et al’s data would suggest that 

the lack of this data would underestimate fatal and non-fatal myocardial infarction 

events by 3.0% (crude incidence of 242.6 per 100,000 person-years versus 250.0) 

as shown in Figure 2.3. 
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Figure 2.2: Distribution of Non-fatal Myocardial Infarction across National Databases. Figure 
reproduced from Herrett et al ‘Completeness and diagnostic validity of recording acute myocardial 
infarction events in primary care, hospital care, disease registry, and national mortality records: cohort 
study’ (81).  
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Figure 2.3: Crude Annual Incidence of Fatal and Non-fatal Myocardial Infarctions across different National Databases. Figure reproduced from Herrett et al 
‘Completeness and diagnostic validity of recording acute myocardial infarction events in primary care, hospital care, disease registry, and national mortality 
records: cohort study’ (81). 
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2.8. Conclusions 

The Declaration of Helsinki underpins the process of ensuring that clinical 

research performed involving humans is ethical and protects their rights. In the 

case of anonymised epidemiological research this is particularly important as 

individual patient consent for data is not received. This means the legal and 

regulatory framework, overseen by the HRA in the UK is particularly pertinent in 

the case of the LCC cohort developed for this thesis. The anonymisation of 

individuals for LCC has been ensured through a robust process and the risk of 

re-identification has been minimised. This process though has continued to 

allow for data linkage to other datasets to enhance the quality of identification of 

CV events for the rest of the thesis. The importance of this will be described 

and discussed further in the next and later chapters.  
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2.9. Summary 

This chapter has given an overview of the methods used to develop the cohort 

for the thesis. The IMPAKT tool is a data extraction tool designed for CKD 

clinical audit and anonymised research data collection. In order to explain the 

methodology of how the data were collected, an overview of medical record 

coding in both primary and secondary care has been given. The role and 

rationale of using and linking outcome codes between primary and secondary 

care has been explained. The methods for how the data were collected has 

now been set out and the next chapter moves on to describe the specific 

methods used to analyse the collected data for risk prediction model 

assessment. 
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Chapter 3  

3 Methods for Risk Model Assessment 

This Chapter provides an overview of the methods used to assess the 

performance of the risk prediction models identified. Firstly, survival analysis, 

and its most commonly used model, The Cox proportional hazards model, is 

introduced. Secondly, the methods for statistical assessment of risk prediction 

models of discrimination and calibration are presented. Finally, the approach of 

the thesis to missing data and the methods used are described. Throughout this 

thesis Stata version 15.0 was used for data analysis. 
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3.1. Introduction 

In its simplest form risk prediction is about ‘using today’s information to try to 

say what will happen tomorrow’. If you would like to know whether it will rain 

this afternoon, the most basic risk prediction tool would be, and probably used 

by humans for millennia, to look up to the sky for clouds this morning. Of 

course, weather prediction has moved on from this primitive assessment but 

nevertheless the principles remain the same albeit hopefully with better 

accuracy. 

By ‘today’ it is meant any information available today rather than collected 

today. It is unlikely, particularly in routinely collected data, to have all 

information, such as blood test, that has been taken today. By tomorrow, it is 

meant a pre-defined, and in medical research clinically relevant, time span. This 

will vary from condition to condition and will partly depend on disease incidence 

and severity. In this thesis the time horizon for CV events is assessed in terms 

of years.  

Risk prediction relies on a number of processes that must each be performed 

robustly to produce reliable ‘todays’ and ‘tomorrows’, ultimately so that 

reproducible, accurate predictions are delivered. These collection processes for 

the LCC cohort are explained in Chapter 4 so are not discussed further here, 

with the exception of the issue of missing data. 

Once data collection is completed, and adjustments for missing data have been 

made, statistical models are produced which give predictions. As follow-up 

occurs across a time period, it may vary from individual to individual and 

perhaps most importantly not all individuals will end up having the outcome in 

question. This therefore relies on statistical analysis of time-to-event, more 

commonly called ‘survival analysis’. This statistical process is introduced in this 

chapter, along with its close association with the Cox proportional hazards 

model. The focus of this part of the methods is then how the model can be used 

to devise a risk prediction tool. This will then lead to how risk prediction tools 

are assessed using the concepts of ‘discrimination’ and ‘calibration’. 

Discrimination is the ability of a risk prediction tool to distinguish those who 

experience an event from those who do not. Calibration is concerned with 
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establishing whether what was predicted by the risk prediction tool matches 

reality. As will be explained in coming chapters, the focus of the thesis is on 

assessing pre-existing risk prediction tools, or ‘external validation’. Therefore 

this part of the chapter will be in relation to these methods from the perspective 

of external validation. 
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3.2. Missing Data 

As LCC utilises routinely collected clinical data, missing data will be present. 

The proportion of missing data is likely to vary significantly by variable, with 

demographics like gender and age likely to have close to no missing data and 

other variables higher levels. Clinical tests that are performed less frequently, 

such as serum bicarbonate, will likely have missing data for a majority of 

individuals. The hypothesised reason for missing data is also likely to vary 

between variables. All individuals should have an age or gender and therefore if 

missing this is likely to be due to administrative errors within the clinical records. 

Whereas, a missing serum bicarbonate could be an administrative error but is 

more likely to be related to a clinical decision that the test was not required. 

 

3.2.1. Missingness Mechanism and Types of Missing Data 

The complexity of how data become missing is referred to as the ‘missingness 

mechanism’. Whilst looking at patterns of missing data can aid reasons for it 

being missing, it is only within the context of clinical knowledge that the reason 

for it being missing can be considered. Missing mechanisms were first 

described and categorised more than 40 years ago (82).They can be 

considered in two ways, the probability of being missing and the difference, or 

similarities, between individuals with and without missing data (83). Rubin 

categorised data into ‘missing completely at random’ (MCAR), ‘missing at 

random’ (MAR) and ‘missing not at random’ (MNAR) (83). 

If the probability of a missing value is unrelated to both the missing value and 

any other variable in the data than it can be categorised as MCAR. For 

instance, if a serum bicarbonate sample was dropped by a technician in the 

laboratory then this is likely to be MCAR. If data is MAR a value’s probability of 

being missing is not related to its value after other variables have been 

considered. Serum bicarbonate is rarely taken without other biochemical tests, 

so if a serum sodium sample has not been taken then it is likely that serum 

bicarbonate will also be missing, thus the absence of serum sodium, and other 

electrolytes may explain the absence of serum bicarbonate. MNAR occurs 

when variables not in the dataset explain the reason for missing data. In the 
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cases of bicarbonate, individuals with chronic obstructive pulmonary disease 

may have it checked, but this co-morbidity may not be recorded in the dataset. 

As can be seen by the serum bicarbonate example, the type of missing data for 

the same variable can vary within the same dataset. Therefore, rather than 

speculating about the type of missing data, the purpose of statistical methods to 

address missing data are to explore inferences made under the different 

categories of missing data. 

 

3.2.1. Approaches to Handling Missing Data 

Many methods have been developed and suggested for handling missing data. 

For this thesis two approaches will be undertaken and compared in sensitivity 

analysis; complete case analysis and multiple imputation. Other methods such 

as simple imputation of population mean or the regression mean are prone to 

increasing bias and will therefore not be considered (83). 

 

3.2.1.1. Complete Case Analysis 

Complete case analysis, whilst prone to increasing bias and reducing efficient 

use of data, is the most commonly used approach in data analysis (84, 85). 

Two main approaches can be taken, casewise and pairwise deletion. 

Casewise deletion removes an individual from the analysis if any missing data 

are present. This may be more acceptable where the vast majority of 

individuals will have complete data. When using routinely collected data, where 

across multiple variables the number of excluded individuals will be high, large 

percentages of individuals will be excluded, particularly where less commonly 

recorded variables, such as serum bicarbonate, are included in the analysis. 

Provided data is MCAR, unbiased results will be given but precision will be 

substantially decreased. Other types of missing data will lead to bias estimates 

and again reduced precision. 

Pairwise deletion deletes values on a by variable basis instead of the data for 

the whole individual. This allows for investigation of relationships between 
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variables where the data are available. Similarly, MCAR data will produce 

unbiased results with reduced precision, albeit to a lesser degree than 

casewise deletion. MAR and MNAR will suffer from the same limitations as 

casewise deletion. 

 

3.2.1.2. Imputation Methods 

In general terms, all imputation methods utilise the available data to create a 

distribution for the missing data. Two main ‘principled’ methods exist, maximum 

likelihood and random imputation. Both aim not to replace the missing value 

directly but to draw from an estimation of the variables distribution based on the 

present values within the dataset. The process to estimate the distribution is the 

main difference between these two methods. 

Maximum likelihood aims to estimate the missing value that would lead to the 

greatest probability of the observed values having occurred (86). This relies on 

an iterative approach, most commonly using the expectation-maximisation 

algorithm, to estimate the missing values from the distributions parameters. 

This is then used to update the distribution until convergence is achieved. This 

method however is limited in its use in Cox models and with large amounts of 

missing data across multiple variables because its computational requirements 

increase exponentially. Maximum likelihood will therefore not be considered 

further as a method (86, 87). 

Random imputation is based on estimates of the mean from multi-variable 

regression analysis of the available data (83). Rather than utilising a simple 

mean from the data, is accounts for variation in the process. This is calculated 

through the observed values’ and predicted values’ differences, otherwise 

known as the residuals (83). The missing value is calculated from the 

distribution of the residuals. This is repeated for all variables to produce a 

‘complete’ dataset. However, because each value is drawn from a distribution, 

repeating the exercise again will produce different missing values. Hence, this 

process is repeated to produce multiple imputed complete datasets thus 

helping to account for variation between the single datasets. These complete 

datasets are then individually analysed using the selected statistical techniques. 
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The mean of the results is then calculated, but importantly so too is the 

variance from the variance within and between each complete dataset’s results 

(83). This process of random imputation across multiple datasets and 

consolidation of results will be referred to as ‘multiple imputation’ (MI). 
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3.2.2. Methods for Multiple Imputation 

A number of considerations must be made when applying a MI model. The 

nature of the variables need to be considered from two different perspectives, 

the characteristics of the variable to be imputed and what is used to estimate 

the imputed values (88). In addition, the number of imputations needs to be 

considered, which will relate to the proportion of missing data for the variable 

(88). 

 

3.2.2.1. Characteristics of Imputed Variable 

The imputed variable can be of any nature and the methods need to be 

adjusted accordingly (88). The next chapter will show that data for categorical 

variables were complete, primarily because most categorical data were medical 

code related. As individuals are very rarely coded for the absence of a disease 

in medical records, in this thesis, if an individual was not coded with a condition 

then it was assumed not to be present. Therefore, only continuous variables 

required imputation and categorical variables, either ordered or unordered, 

were not considered further for the description of methods. 

Approaches for semi-continuous variables, where many values are equal, often 

zero in value, were also considered. For external validation of the models, what 

is being imputed will be dictated by the model initially presented. In models 

where variables have been categorised for use in the model, the continuous 

variables will be imputed before the imputed values are then categorised. 

Where ratios of two variables are to be included in the model, then the ratio 

should be imputed. If the ratio is based on imputed values of the individual 

components of the ratio then the results may lead to extreme values of the ratio 

and significantly affect risk prediction if inappropriately used (68, 89). 

 

3.2.2.2. Assessment of Non-missing Values of Imputed Variables 

The first consideration for the imputed values is its distribution. The use of 

Rubin’s rule to aggregate the imputed datasets relies on the assumption of the 
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variable being normally distributed (88). Where a normal distribution is not 

present, a number of approaches can be considered within the MI process. 

Firstly, an approach that occurs in other types of statistical modelling is the 

transformation of a variable to a form with a distribution closer to normal (88). 

Values are then imputed based on the transformed variable before reverse 

transformation back to the original units. Secondly, predictive mean matching, 

which is more suitable when the normality assumption is inappropriate. This 

can occur when transformation techniques do not produce a normal distribution 

and/or when the relationship to other variables is non-linear. It is also only 

appropriate when no extrapolation outside of the observed range of values is 

required (90). Thirdly, ordinal logistic regression can also be considered (88). 

Ordinal logistic regression considers the variable as ordinal, as opposed to 

continuous, therefore allowing the use of the proportional odds assumption. 

Again, no extrapolation outside of the observed values can be performed. Each 

unique value requires the creation of a level within the model, and the number 

of levels may be restricted by the statistical software. 

Where semi-continuous values are present, predictive mean matching or 

ordinal logistic regression can be used. An alternative is to create a binary 

variables as an indicator for whether the value is zero and a separate 

continuous value for other (positive) values (88, 91). Therefore, all variables 

require assessment of their distribution. This was performed using histograms 

and overlayed normal distribution probability (‘P-P’), and quantile (‘Q-Q’) plots. 

 

3.2.2.3. Variable Selection for MI Model 

Variable selection and form for the MI model is based on a number of factors 

and may vary between the risk prediction models being validated. Firstly, 

variables must have no missing values, i.e. MI should not be performed based 

on other incomplete variables. Secondly, variables included in the analysis 

model must be included in the MI model. Clearly, this may vary depending on 

the model being tested, but for external validation is dictated by the 

development model (92). Thirdly, the model’s outcome variable needs to be 

included otherwise significantly biased estimates can occur (93). Fourthly, 
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specific to survival analysis, a measure of time, censoring and the cumulative 

hazard function needs to be included in the model, although the precise best 

form, particularly for time, is unclear (94-97). 

In addition to these variables, predictors of the presence of missing values as 

well as their actually values should be considered if the MAR assumption is to 

remain true. Suggestions have been made that this should therefore include 

any variable that ‘significantly predicts’ the presence of an incomplete variable 

(88). 

The form the variable takes also needs to be considered, but for the use of MI 

in external validation this is partially dictated by the model under assessment. 

For model development this will dependent on the presence of non-linear 

relationships and potential interaction terms specified in the model (88). 

However, the exact choice is unclear and sensitivity analysis for model terms 

will be required to ‘find an imputation that is both congenial and a good 

representation of the data’ (88). 

 

3.2.2.4. Number of Imputation Cycles 

Rubin’s original description of MI and the subsequent decade of research 

suggested that three to five imputation cycles were ‘adequate’ to achieve 

‘efficiency’ of the process (83, 98). ‘Efficiency’ refers to loss of the true variance 

in the estimation compared to an infinite number of imputation cycles (92). This 

relative efficiency is related to the fractional of missing information (FMI) which 

in itself is based on the between and within-imputation variance: 

 

𝐹𝑀𝐼 = 𝐵/(𝑊 + 𝐵)     (3.1) 

 

where B = between-imputations variance and W = within-imputation variance. 
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B and W are both estimates, and therefore so is FMI i.e. the number of 

imputations to limit the loss to a certain level is also an estimate. The relative 

loss of efficiency for a number of imputations, m, can be estimated through: 

 

𝐹𝑀𝐼/𝑚      (3.2) 

 

So from equation 3.2 for FMI up to 0.25, five imputations will limit loss to 5% 

and 20 imputations to 1.25%. This approach though does depend on what is 

regarded as an ‘acceptable’ loss of power, and will vary by research question. 

Further development of the methodology in the last 15 years has stressed the 

importance of not only the efficiency of the process, but also its reproducibility 

(99). As FMI is likely to be less than the fraction of missing cases a general ‘rule 

of thumb’ has been proposed as (88): 

 

𝑚 = 𝐹𝑀𝐼 ×  100 ≈ 𝑐 × 100   (3.3) 

where c = proportion of incomplete cases. 

 

Two separate simulations studies have suggested this creates re-producible 

results provided FMI < 0.50 (88, 100). 
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3.2.3. Summary of Multiple Imputation Model Selection 

Based on the above methodology and assessment of the cohort, the following 

general principles will be used for the MI models throughout the thesis: 

 

1. When non-normally distributed variables require imputation 

1.2. Transformation to non-skewed values 

1.3. Imputation of above missing values 

1.4. Re-transformation back to original values 

2. Variables to be selected in the imputation model 

2.1. All variables in the model to be tested 

2.2. The outcome variable 

2.3. Time indicators 

2.3.1. Time variable 

2.3.2. Transformed time variable 

2.3.3. Indicator of censoring 

2.4. Any other variable that predicts the absence of the variable to be 

imputed (p<0.05 for prediction) 

3. Number of imputation cycle 

3.1. Proportion of incomplete cases to be calculated 

3.2. Imputation cycles to be 100 times the above proportion to nearest 

five cycles 
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3.3. Survival Analysis 

The statistical approach to assessing the time taken for an event to occur has 

varied nomenclature including ‘time-to-event analysis’, ‘failure time analysis’ 

and ‘event history analysis’. Throughout this thesis this approach will be 

referred to as ‘survival analysis’ and the primary events of interest will be 

combined CV events. CV events will not be observed in all individuals for three 

main reasons. Firstly, a CV event may not have occurred before the end of the 

study. Secondly, the individual may die of a non-CV cause. Thirdly, the 

individual may be ‘lost’ to follow-up, most likely because they have moved GP 

practice before the end of the study time period. These are ‘censored’ 

individuals and cannot be simply ignored from the study due to their incomplete 

data. Therefore, individuals are only considered at risk when they are under 

observation within the study. For the dataset developed for and used in this 

thesis, the date of the patient record searches was, and therefore entry into the 

study was fixed at 1st November 2011. If the individual was not censored then 

the study follow-up finished on 1st November 2016, when the searches for the 

end of the study were set. 
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3.3.1. The Survival and Failure Functions 

The survival function, S(t), records the proportion of individuals who have not 

had a CV event as a function of time (t). For t = 0, S(t) = 1 as no individual has 

had a study relevant CV event before follow-up begins (101). Similarly, the 

failure function, f(t), is the probability density function of failure and for t = 0, f(t) 

= 0 as no individual has started follow-up and therefore failed. The rate of 

decline of S(t) is dependent on the risk of an individual having a CV event at a 

specific time, which is referred to as the hazard function, h(t). The proportion of 

individuals at risk at a time increment will be the denominator for the h(t). This 

will exclude individuals who have been censored during the time period in 

question, either because they have experienced the event or have been lost to 

follow-up. In its simplest form, S(t) can be non-parametrically displayed as a 

plot of the time against the proportion of the population surviving, this is most 

commonly displayed as a Kaplan-Meier plot (102). This demonstrates that the 

rate of S(t) decline is dependent on the hazard rate, or instantaneous failure 

rate. h(t) is related to S(t) but represents the failure rate given that an individual 

has survived up to time t, in other words the conditional failure rate. Its value 

can lie between zero, when essentially there is no risk of the event and infinity 

when in that time period failure is certain. Hazard rates can change over time, 

or not change at all during the follow-up period and this rate is determined by 

the population in question and the disease process (103).  

 

3.3.2. The Cumulative Hazard Function 

The cumulative hazard function, H(t), is the core concept in survival analysis 

and again it is related to the two previously described functions. It sums the 

total risk accumulated up until time, t. These three functions can be related to 

each other as follows (103): 

 

𝐻(𝑡) =  −ln {𝑆(𝑡)]     (3.4) 
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ℎ(𝑡) =  
𝑓(𝑡)

𝑆(𝑡)
      (3.5) 

 

𝑓 (𝑡) = ℎ(𝑡)exp{−𝐻(𝑡)}    (3.6) 

 

3.3.3. The Cox Proportional Hazards Model 

Whilst other models can be for survival analysis, the focus of this thesis will be 

the Cox model (64) because this is the model utilised to create and validate CV 

risk prediction models in the existing literature identified by Tangri et al and 

updated in Chapter 6 (73). Therefore external validation of these models will 

also utilise it. 

Overall, the model assumes that its co-variables multiply in their effect on the 

baseline hazard function i.e. if two risk factors that both double risk are present, 

then overall risk is four times higher than the baseline hazard. Any multiplicity of 

effect also holds over time, i.e. if a factor halves the rate then this will be true 

whether it is a second, day, year or millennium into the follow-up period. The 

Cox model does not allow for an estimation of baseline hazard from the data 

available. This is a general statistical strength of the model, but in a prediction 

setting is a weakness because the baseline hazard must be estimated. 

Mathematically for individual ‘i’ the hazard function from the Cox model is 

expressed as (64): 

 

ℎ𝑖(𝑡|𝑥𝑖) =  ℎ0(𝑡)exp (𝑥𝑖𝛽)    (3.7) 

 

Where xi represents an individual’s values of the variables in the model and  is 

the vector of these variables’ regression coefficients. In its simplest form this is 

the sum of the products of each value of the variable in the model for person i 

and the value of  for that variable, or xi11 + xi22 + xi33……… . h0(t) is the 

baseline hazard function and does not take a specific shape i.e. the variables 

are assumed to have the same effect across time given the baseline value and 
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the coefficient value. h0(t) is essentially the hazard function when all variables in 

the model are zero, in other words when all value of xi are zero and therefore 

xi is also zero meaning exp(0)=1. It is important to note that ‘baseline’ does not 

refer to lowest risk but merely a reference point. This concept will be expanded 

upon later in the chapter when risk prediction is discussed in more detail.  

The Cox model makes two main assumption of the data, non-informative 

censoring and proportional hazards (64). Methods for testing these 

assumptions are fully explained in Chapter 8 (103). Non-informative censoring 

suggests that the probability of an event occurring is unrelated to the probability 

of censoring. For this thesis, most individuals are censored at the date of data 

collection from the practice and this is therefore unlikely to be related to the risk 

of a CV event. The second situation to consider is when an individual has left 

their GP practice. In order for the non-informative censoring assumption to be 

violated, individuals would have to systematically be leaving practices and 

registering at other practices knowing that they would be more likely to have a 

CV event, again this is unlikely. Finally, death is a censoring event in the 

context of the standard Cox model as observation of the individual is terminated 

at this point. However, it differs from the previous two examples of censoring as 

it is known for certain an individual will not experience an event in the future. In 

previous cases the individual may still experience an event in the future but we 

just do not know when. The impact of this assumption is considered throughout 

the thesis and discussed in detail in Chapter 8. 

The second assumption, proportional hazards, is that if covariables are 

constant then so is the multiplicative effect of the model (64). i.e. if a risk factor 

doubles risk then it doubles risk throughout the follow-up period regardless of 

when risk is considered within the model’s timeframe. The proportional hazards 

assumption can be assessed through differing methods (103). 

Statistical tests can be performed to test for evidence against the null 

hypothesis of proportional hazards being present. The global and perhaps most 

powerful test is the link test (103). This suggest that if the Cox model is 

correctly specified then, except through chance, no further independent 

variables associated with risk will exist. If this is not the case then a ‘link’ error 
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will occur. This is tested through taking xiβ, and adding its square to the model. 

If the model has no link error, i.e. the model is correctly specified then the  co-

efficient for the squared term should have no evidence for being different from 

one i.e. the null hypothesis is that the squared term equals 0. This interaction 

term is referred to as hat2. This does not specify the part of the model that 

violates the assumption, but whether evidence exists or not, hence it being 

referred to as a global test.  

As proportional hazards suggest that there is no change over time, it can be 

also be assessed through the use of interaction terms between the variables of 

interest and time, or transformations of time such as ln(time). For a 

multivariable risk prediction model this can be assessed for the overall sum of 

the  co-efficients and if evidence is found for violation repeated for each 

individuals variable in the model. 

Graphically, the cumulative survival function can be plotted against time for 

different groups and if they do not cross then proportionality can be assumed. 

Further testing of the data will add information in addition to the proportional 

hazards assumption. The log-log plot is the plot of log cumulative hazard versus 

log survival time, this also provides information in relation to hazard time. The 

vertical distance between the two lines on this plot is an approximation of the 

hazard ratios over time. Therefore in order for the proportional hazards 

assumption to hold, the vertical distance over time must be constant i.e. the 

lines must appear parallel. These methods apply to comparisons of single 

variables, but are less applicable in multivariable analysis such as in risk 

prediction models. This can be tested through assessing the residual values of 

the  co-efficients of the model against time. If the proportional hazards 

assumption holds then the residual values should be consistent across time i.e. 

the line on the plot will be horizontal. 

 

3.3.4. Alternatives to the Cox Proportional Hazards Model 

For decades after it was first fully described in 1972 by Sir David Cox, the Cox 

Model was almost ubiquitously associated with survival analysis and related 
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predictions (64). More recently, flexible parametric models have been described 

and used in survival analysis (104). Flexible parametric models have a number 

of advantages over the Cox model, but for risk prediction and hence the 

purposes of this thesis there are probably two main benefits. Firstly, the 

assumption of proportional hazards does not need to be met and therefore 

there can be greater confidence that better estimations are being made from 

the data. Secondly, it directly models the hazard and cumulative hazard 

functions rather than providing an estimation as the Cox model does. In the 

latter, the baseline hazard is estimated non-parametrically though the Kaplan-

Meier estimation and therefore leads to ‘steps’ in the estimation. This may be 

more of a problem at later time points where the number of individuals at risk 

may be small. By modelling a smoothed hazard function, flexible parametric 

model can be used to model the baseline survival function directly. 

 

3.4. Risk Prediction 

Risk prediction models, in both the area this thesis covers and in most others, 

are dominated by the Cox model (60). All predictions are made in relation to the 

baseline risk. Importantly, ‘baseline’ does not refer to lowest risk, but as 

previously noted, when all variables in the model are zero in value. This may 

cause confusion in a number of situation. If we consider a model that predicts 

ESRD in adults with CKD that includes eGFR and age, then the baseline risk 

refers to the risk of a person aged 0 years, with 0 ml/min/1.73m2 of kidney 

function. This imaginary person has essentially been born without any kidney 

function, and yet we are using them as our reference point for the rest of the 

model. Instead, values are often ‘centred’ before modelling takes place. This 

allows for more clinically relevant baseline risk prediction. The baseline risk 

might now refer to a 70 year old, with eGFR of 45 ml/min/1.73m2. If we now try 

to predict risk in a 65 year old, the age part of the risk prediction now relates to 

predicting risk with a values of minus five years, or more intuitively, five years 

younger than the mean. The same is true of binary and categorical values 

where we select arbitrary categorisation of what zero represents. For instance, 
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being female could be the reference category and given a value of zero, so the 

model is now describing the risk of being male using female as a reference. 

The total value of all these variables multiplied by their  co-efficients, or xi11 + 

xi22 + xi33…, is referred to by many terms in the literature, including ‘prognostic 

index’, but for this thesis will be referred to as the ‘linear predictor’ (LP). From 

using the value of LP and the baseline survival at time t we can then calculate 

predicted risk for individual i at time t based on the variables’ values. t can be 

varied and baseline risk calculated at a different time, for instance two instead 

of five years to predict survival at this timepoint. Throughout survival has been 

predicted at time point t, if we wish to calculate risk then the survival value is 

subtracted from one to give this value at timepoint t. 

Once predictions of risk have been made through modelling a new risk 

prediction equation, or from an existing model, statistical testing can be 

performed to see if these predictions match reality. 
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3.5. Assessment of the Validity of Risk Prediction Models 

Validation of risk prediction models firstly aims to test the performance of the 

statistical model in separating individuals who reach the outcome from those 

who do not. Secondly, it assesses how well the predictions of the model, 

‘predicted risk’, match what actually happens to individuals, ‘observed risk’. 

These two aims are referred to respectively as ‘discrimination’ and ‘calibration’ 

of the model. Most risk prediction model assessment metrics were originally 

developed for binary outcomes associated with event sensitivity and specificity 

but have been adapted for the purposes of survival analysis (60). As the Cox 

model does not specify a baseline risk function and is often not presented in 

published risk prediction models, difficulties can occur in estimating event 

probabilities and hence externally validating risk prediction models. 

 

3.5.1. Discrimination 

Discrimination is the ability of the model to group individuals into those where 

the event has occurred and those where it has not. The optimum statistical 

method for assessing discrimination is an ongoing debate and different 

approaches may be preferred depending on the overall aim of assessing 

discrimination (60, 105). The most widely used metric for assessment of 

discrimination is the concordance-index, first developed for use in survival 

analysis by Harrell (106). Harrell’s concordance-index is referred to in the 

literature by many names including ‘C-statistic’, ‘Harrell’s C’ and ‘C-index’. For 

consistency, throughout this thesis it will be referred to as the C-statistic. 

 

3.5.1.1. The C-Statistic 

The C-statistic is synonymous with the area under the Receiver Operating 

Characteristic, often simply referred to as a ROC curve where a model 

assesses a binary outcome with a fixed and known follow-up period. ROC 

curves plot ‘1 – (model specificity)’ on the x-axis versus model ‘sensitivity’ on 

the y-axis. In simplified terms, the false positive rate versus the true positive 

rate at different cut-off points for the model. 
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However, in the case of survival analysis where a percentage prediction is 

produced by the model, rather than a binary outcome, it measures the 

proportion pf comparisons where the model predicts a higher percentage 

chance of an event in the true events cases versus the true non-event cases. 

The C-statistic assesses all pairings of individuals and whether an event is 

experienced or not. This is calculated through: 

 

𝐶 = ((𝐸 + 𝑇/2))/𝑃     (3.5) 

 

Where, E = number of correct orderings of pairs, T = number of tied predictions, 

P = number of pairs. 

 

The C-statistic is limited to a maximum of one, as the number of correctly 

ordered pairings (E) can never be greater than the total number (P). Its 

minimum value is zero, where all rankings are incorrect. However, if ranking of 

pairs was randomly allocated, say by tossing a coin, then it would be expected 

that half of the time rankings would be correct i.e. when the C-statistic equals 

0.50. Therefore, in order for a risk prediction model to be of use in aiding 

decision making, clinical or otherwise, the value must be greater than 0.50. In 

practice during the thesis, this means the lower 95% confidence interval being 

greater than 0.50, so that we can reject the null hypothesis that the risk 

prediction model is of no benefit in risk prediction of CV events in CKD. 

However, whilst this would confirm a statistical effect, whether it is clinically 

useful will depend on the nature of the disease and how the clinical risk 

prediction tool might change decision making. 

The following example and calculations demonstrate the calculation of the C-

statistic using a fictitious cohort of five individuals shown in the Table 3.1. 
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Identity Predicted Risk Predicted Rank Observed Event E T P 

U 50% 1 Yes 3  3 

V 40% 2 No - - - 

X 20% =4 Yes 1 1 3 

Y 20% =4 No - - - 

Z 10% 5 No - - - 

    Totals 

    4 1 6 
 

Table 3.1: Example of the how to calculate the C-statistic from an example cohort. 

Abbreviations are as set out in formula for C-statistic above. 

 

The two individuals who experience events (U, X) are compared with those who 

do not experience events (V, Y, Z). This results in a total of six pairings. U has 

the highest predicted risk so is ranked first; so E=3 for U. X is only ranked 

higher than Z, is tied with Y and outranked by V; so for X E=1 and T=1. Base on 

the totals and using the formula: 

 

𝐶 = ((4 + 1/2))/6 = 0.75    (3.6) 

 

Therefore, in simple terms it suggests that the predicted risk in this example 

correctly ranks the individual who experiences an event above those who do 

not experience an event in 75% of pairings. The C-statistic therefore gives a 

measure of the overall performance of a model. However, for clinical risk 

prediction the patient, or the clinician, is unlikely to want to know if their 

predicted risk is likely to correctly rank them at a higher or lower risk than their 

the previous patient who has been seen in clinic; the patient wants to know their 

individual predicted risk and how that compares to real, observed risk. 
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3.5.2. Calibration 

Calibration compares predicted outcomes with observed outcomes. It can be 

assessed through a number of methods, and as with discrimination, no method 

is universally agreed on as optimum. For the purposes of this thesis, three 

methods will be assessed, one, ‘observed versus predicted event plots’ (‘OE 

plots’), provides a specific assessment of calibration based on risk groups. The 

other two, ‘calibration slope’ and ‘expected event to observed event ratio’ 

provide overall information about calibration and are more easily explained 

once OE plots are understood. 

 

3.5.2.1. Observed versus Predicted Event Plots 

OE plots show predicted risk from the risk model on the x-axis and observed 

risk on the y-axis. An example is given in Figure 3.1. A reference line is shown 

at 45°, purple line in Figure 3.1, to show where predicted risk is equal to 

observed risk i.e. where groups for a perfectly calibrated model should lie on 

the graph. 

If a group lies away from the reference line then it can be said to be 

miscalibrated. If it lies above the reference line, then observed risk is greater 

than predicted risk and therefore risk has been underestimated, this is shown in 

Figure 3.2 as a red triangle. If it is below the reference line then the opposite is 

true and risk is overpredicted, green triangle in Figure 3.2. 
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Figure 3.1: An OE plot showing the 45° reference line of ‘perfect’ calibration. 
 

 

Figure 3.2: An OE plot showing areas of underprediction of risk (red triangle) and 
overprediction of risk (green triangle).  
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The vertical distance of the group to the reference line represents the amount 

by which the risk score is miscalibrated. The distance can vary between risk 

groups i.e. across the spectrum of risk. Risk can be underpredicted in lower risk 

groups and over predicted in higher risk groups, as is shown in Figure 3.3. 

 

 

Figure 3.3: An OE plot showing underprediction of risk in lower risk groups and overprediction 
of risk in higher risk groups. 
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The optimum number of risk groups and on what basis to use to create them is 

unclear from the literature (60). This can potentially lead to the visual 

appearance of calibration, or miscalibration, in an OE plots being subject to how 

the groups have been defined. Therefore for the thesis, risk group sensitivity 

analysis was performed. The main results for OE plots are shown with groups 

split into declines based on predicted risk. An alternative to grouping is to use 

smoothing techniques to produce a ‘best fit’ result of calibration. As observed 

outcomes in this thesis are binary, this could be performed using a Loess 

algorithm. However, whether this is appropriate in the context of risk prediction 

is unclear. Loess based plots can be formally assessed through the Hosmer-

Lemeshow 2 and through other methods by Nam and D’Agostino. These 

metrics provide overall ‘calibration-in-the-large’ for the model. 

 

3.5.2.2. Calibration Slope 

A calibration slope assesses overall agreement between observed and 

expected events. A slope of one suggests that predicted risk in the model is 

equal to observed risk. A slope less than one suggests that predictions closer to 

an observed risk nearing one are too high and vice versa as prediction 

approach an observed risk of zero. A slope of greater than one indicates that 

the risk is narrower than predicted. As it produces a single, summary figure for 

the gradient, miscalibration in certain parts of the risk spectrum, typically at 

extreme ends may not be detected. For example, Figure 3.4 shows an OE plot 

of a well calibrated model with a calibration likely to be close to one, but it 

clearly is poorly calibrated in the lowest and highest deciles of risk. 
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Figure 3.4: An OE plot showing a well calibrated model for central deciles, but poor calibration 
in the highest and lowest deciles. The calibration slope and E:O results for this example would 
likely suggest excellent, generally calibration. 

 

 

3.5.2.3. Expected Event to Observed Event Ratio 

The ratio of expected to observed events (‘E:O’) gives an overview of 

systematic calibration of the model. If the ratio is greater than one, i.e. expected 

events are greater than observed events, then overall risk is overestimated by 

the model. If less than one then risk is underestimated. Again, miscalibration 

may still be present even if the E:O is close to one. Figures 3.3 and 3.4 would 

both likely have an E:O close to one, but as previously discussed are not well 

calibrated at the extreme risk groups. 

 

3.5.3.  Reclassification Indices 

Risk prediction tools may be used to split individuals into strata to inform clinical 

decisions. An examples would be the suggestion of the use of a greater than 

10% ten year risk of CV disease being used to counselling a patient on starting 
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a statin medication. Risk prediction models can therefore also be assessed to 

see how accurately they make these reclassifications. There are various indices 

proposed to evaluate reclassification with perhaps the most intuitive being a 

simple table of predicted strata before and after adjustments. The net 

reclassification index and integrated discrimination improvement are perhaps 

the most commonly used in clinical biomarker research (105). 

Net reclassification index assesses how many individuals with and without an 

event are reclassified to either high or lower risk strata (105). It then compares 

the performance between the original risk prediction model and the new model 

to see if classification has been improved overall. Importantly though, the net 

reclassification index is subject to potential bias unless the strata are 

predefined, typically using clinical relevant thresholds as described for the statin 

example. 

The integrated discrimination improvement metric considers the benefit of the 

new model based on the risk as a continuous variable as opposed to 

categorical reclassification (105). It is calculated as follows: 

𝐼𝐷𝐼𝑒𝑣𝑒𝑛𝑡𝑠 =  
∑ 𝑝(𝑒𝑣𝑒𝑛𝑡𝑠𝑛𝑒𝑤)

𝑛𝑒𝑣𝑒𝑛𝑡𝑠
−

∑ 𝑝(𝑒𝑣𝑒𝑛𝑡𝑠𝑟𝑒𝑓)

𝑛𝑒𝑣𝑒𝑛𝑡𝑠
  

 

𝐼𝐷𝐼𝑛𝑜𝑛𝑒𝑣𝑒𝑛𝑡𝑠 =  
∑ 𝑝(𝑒𝑣𝑒𝑛𝑡𝑠𝑟𝑒𝑓)

𝑛𝑛𝑜𝑛𝑒𝑣𝑒𝑛𝑡𝑠
−

∑ 𝑝(𝑒𝑣𝑒𝑛𝑡𝑠𝑛𝑒𝑤)

𝑛𝑛𝑜𝑛𝑒𝑣𝑒𝑛𝑡𝑠
 

 

𝐼𝐷𝐼 = 𝐼𝐷𝐼𝑒𝑣𝑒𝑛𝑡𝑠 −  𝐼𝐷𝐼𝑛𝑜𝑛𝑒𝑣𝑒𝑛𝑡𝑠 

Where, IDI = integrated discrimination improvement, new = updated risk 

predication model, ref = reference risk prediction model. 

 

The advantage of this approach is that an updated risk prediction model is 

credited more for higher increases in risk prediction in those who have an 

event. Equally, by reducing risk prediction in those who do not go onto to have 

an event the metric result further improves. The opposite is also true for the 
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magnitude of the penalty given to an updated model for incorrect predictions. 

The value of the integrated discrimination improvement for a model will be 

dependent on the event rate in the cohort and hence may be difficult to 

interpret, particularly when making comparisons between different samples 

(105). 
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3.6. Statistical Analysis Plan for External Validation 

All models were assessed for potential external validation. Risk prediction 

models were eligible for assessment if similar CV outcomes were presented in 

the model as were available in the LCC cohort, i.e. acute coronary syndrome 

and cerebrovascular disease events. If CV mortality was the only risk prediction 

model outcome then the model was not assessed. Variables in the risk 

prediction model also had to be available in the validation dataset. For models 

eligible on these criteria, core descriptors for the model, including model metrics 

were collated. An overall assessment of the ‘Level’ of information published 

was also completed (107). Level one information refers to the publication of 

regression coefficients only. Level two includes level one plus risk groups and 

associated Kaplan-Meier plots. Level three includes the previous information 

levels plus the baseline hazard or survival function. The different information 

levels allow different model metrics to be calculated from the validation dataset 

as further detailed in Table 3.2. Only level three data allows for full assessment 

of calibration of the model. Where data were not published for the identified 

models, authors were contacted via email for further information. 

 

 

 

 

 

 

 

 

 

Table 3.2: Level of Information Required to Perform External Validation of Risk Prediction 
Models. D – discrimination, C – calibration. Edited version of Table 3 from ‘Royston P, Altman 
DG. External validation of a Cox prognostic model: principles and methods. BMC medical 
research methodology. 2013 Dec;13(1):33’. 

  

Method Aspect Assessed 
Information Level 

1 2 3 

Measures of Discrimination D ● ● ● 

Kaplan-Meier curves for risk groups D,C  ● ● 

Logrank/Cox tests between risk groups D  ● ● 

Hazard ratios across risk groups D  ● ● 

Calibration C   ● 
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Multiple imputation of missing values of variables in models was performed as 

previously described. Imputed values were then used to calculate predicted risk 

before assessment of models was performed. The mean of C across the 

imputed datasets was used to assess general discrimination for all models. 

Calibration was assessed where level 3 data was presented by calculating the 

expected versus observed event ratio and using OE plots. The mean values 

across imputed datasets were again used for these metrics. All risk calculation 

were based on the full baseline risk reported for a model, in some cases up to 

15 decimal places, but for simplicity in the text are referred to using four 

decimal places. 

Firstly, all assessments were made using every individual in the cohort of the 

LCC cohort (‘Whole Cohort’). Secondly, a subgroup of LCC was tested that 

matched the inclusion and exclusion criteria, and outcomes of the cohort used 

in the risk prediction model’s development (‘Cohort Specific’). For example, if a 

risk score had been developed for primary prevention of CV disease then only 

individuals without a history of CV disease were included in the cohort specific 

model assessment. 
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3.7. Conclusions 

Robust, transparent methods are an integral part of performing ethical high 

quality research. The description set out this chapter have explained the 

methods that will be used for the rest of this thesis. Missing data is a universal 

issue within all clinical research, and its frequency is higher in epidemiological 

studies using routinely collected information. Despite this, it often goes 

unacknowledged in published clinical studies. Two approaches were 

considered in this thesis, complete case analysis and MI. The latter involves the 

creation of datasets with missing values replaced by those from the distribution 

of the related available data. Statistical analysis is then performed for each 

dataset before amalgamation of results into a single result. The evidence based 

process that LCC underwent for its dataset imputation was also described. 

Again, this is rarely presented in clinical studies. 

Survival analysis is the statistical process of describing the process of time until 

an event occurs. It includes a number of different functions, each of which 

describes a different element of the analysis including both cumulative events 

over time and the instantaneous risk an individual may be exposed to. The 

censoring of individuals, where individuals do not experience an event and do 

not complete follow-up, is the major difference in the analysis process for 

survival analysis. Until recently, the Cox model was almost omnipresent in its 

association with estimation of hazards associated with survival analysis. As will 

be described in coming chapters it is used to describe the probability attributed 

to different independent risk factors and to develop risk prediction models. Its 

two central tenets, proportional hazards and non-informative censoring, were 

also described. 

Risk prediction models use information available at baseline to try to predict an 

outcome in the future. In the case of the Cox model, this use the baseline risk 

and the sum of the  co-efficients calculated from the model. The former relates 

to the predicted risk when the sum of the  values equals zero, and does not 

relate to the lowest risk as is sometimes assumed. The individual values for the 

 co-efficients are from the Cox model used to develop the risk prediction 
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model. This reliance of the Cox model and its associated assumptions will be 

evaluated and discussed in later chapters. 

Once a model has been developed, its performance is assessed in two general 

categories, discrimination and calibration. These process are also used in the 

evaluation of models that have already been developed, external validation. 

Discrimination describes the ability of the model to correctly rank individuals’ 

risk and for this thesis will be assessed through C, which can be thought of as 

the proportion of pairs of individuals whose ranking is correctly predicted by the 

model. Calibration describes whether predictions of risk probability match what 

actually occurs in reality. As with discrimination, there are a number of general 

metrics to assess this but as will be described in coming chapters this thesis 

has predominantly used OE plots. These graphically describe how group 

predicted risk matches to observed risk. They have some limitations but are 

probably more easily interpretable than the more global metrics and can identify 

specific spectrums of risk where miscalibration may have occurred. 

The plan for external validation of risk prediction models was also described. 

The extent to which a model can be externally validated is reliant on the data 

presented in publication. Whilst most studies present  co-efficient values, or 

Level One data, full model specifying Level Three data are often lacking. 

Therefore, the plan for external validation will be dependent on the availability 

of appropriate data. Where appropriate though, the aim was to fully externally 

validate a model using the described methods for discrimination and calibration. 

As will be seen in coming chapters, this was not always possible. 
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3.8. Summary 

This chapter has given an overview of the methods used to assess risk 

prediction models. It has also discussed why missing data needs to be 

assessed and how it will be approached for the remainder of the thesis. The 

assessment of models will be based on the level of data previously presented 

for the model, plus any additional data provided by authors. Discrimination, or 

the ability of the model to correctly separate individuals who have an event from 

those that do not, will be assessed primarily using Harrell’s C-statistic. Where 

level 3 data, including the presentation of a baseline risk for the model, is 

available calibration will be assessed through the plotting of OE event graphs. 

Now that these methods have been explained, the cohort used to assess the 

risk prediction models will be introduced, including the baseline characteristics 

and the CV events that occurred during follow-up. 
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Chapter 4  

4. The Leicester City and County CKD Cohort 

This chapter describes the LCC cohort which was developed for this thesis and 

used to validate the risk prediction models identified. Firstly, an overview of the 

baseline characteristics of the cohort is presented. Secondly, missing data for 

baseline characteristics is assessed. Finally, CV outcomes across the primary 

and secondary care data sources are described and their concordance 

assessed. 

The following presentations have been made in relation to this chapter: 

 ‘Prevalence of Co-Morbidities by Ethnicity in a UK Primary Care CKD 

Cohort’, American Society of Nephrology 2017. – poster (108) 

 ‘Heart Attack and Stroke Risk Prediction in Kidney Disease’, Kidney 

Research UK Fellows’ Day 2018 – oral (109) 
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4.1. Introduction 

The previous two chapters have set out the methods for the LCC cohort to 

ensure that a secure, ethical and high quality cohort was developed for this 

thesis. The increased CV risk associated with CKD is well established (2, 32), 

but most CKD cohorts included in these studies were based in secondary care 

and therefore may have different characteristics to primary care (44). 

Individuals in primary care are less likely to have CKD that is at risk of 

progression to ESRD, and the mainstay of their management will be in relation 

to CV risk. 

The prevalence of CKD is well established through national studies of CKD as 

set out in Chapter 1 (25). Reproducibility of results, as will be described in the 

systematic review in Chapter 5, is also an important issue and therefore 

definitions of conditions, including CKD, require standardisation across studies 

to reduce heterogeneity. This was achieved through the use of CKD Prognosis 

Consortium definitions for identification of co-morbidities (44). As described in 

the missing data plan, where data were not available for biochemical measures 

it underwent assessment of its normality distribution, transformation where 

appropriate and then MI. Event identification is an important issue that may limit 

the findings of CV epidemiological studies, therefore event matching across 

data sources was assessed in detail. 

This chapter therefore aims to describe the LCC cohort, with particular 

emphasis on how its development specifically addressed the central aim of the 

thesis in relation to validation of CV risk prediction models in CKD. 
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4.2. Overview of LCC Cohort 

One hundred and three practices were invited to participate in the study, 44 

(42.7%) agreed to participate and the records of 277,248 registered patients 

were assessed for eligibility for the LCC cohort. Twenty-three (52.3%) of the 44 

practices were recruited from Leicester City CCG and were classified as urban, 

the remainder were classified as rural. Individuals with a medical history at 

baseline of a kidney transplant or dialysis were excluded. 17,248 registered 

individuals (6.2%) had two or more EPI eGFRs <60 ml/min/1.73m2 >90 days 

apart before the start of the follow-up period on 1st November 2011 and were 

included in the cohort. Individuals in the cohort therefore had prevalent CKD 

and no new individuals were added to the cohort after the beginning of the 

follow-up period, even if the inclusion criteria were met. 

 

 

Figure 4.2: Graphical distribution of practices recruited to the LCC Cohort. Each black dot 
represents the approximate geographical position of a recruited practice. Practice within the red 
circle were those recruited from Leicester City CCG.  
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Prevalence of CKD increased substantial with age reaching more than 50% in 

those over the age of 80 years. Table 4.1 describes prevalence for the LCC 

cohort. 

 

Age 

Group 

Whole Cohort 

Population (n) CKD (n) Prevalence (%) 

18-29 53,112 7 0.01% 

30-39 50,431 32 0.06% 

40-49 48,734 173 0.35% 

50-59 47,076 616 1.31% 

60-69 37,882 2,609 6.89% 

70-79 24,906 5,941 23.85% 

80+ 15,107 7,870 52.10% 

Total 277,248 17,248 6.22% 

 

Table 4.1: Prevalence of CKD by Age Group in LCC Cohort. 

 

Table 4.2 describes the full baseline descriptors of the LCC cohort, all 

definitions for co-morbidities are listed in Appendix 4.1 and were consistent with 

those used by the CKD Prognosis Consortium (44). Ethnicity code was 

available for 14,883 (86.3%) individuals. 12,560 (72.8%) individuals were White 

and 1,928 (11.2%) were South Asian. Prevalence of CKD was 8.0% in White 

individuals and increased with age. Mean eGFR at baseline was 48.5 

ml/min/1.73m2 (SD 9.9) with median eGFR 52 ml/min/1.73m2 (IQR 43 to 56). 

Median ACR was 2.9 mg/mmol (IQR 0.8 to 7.3). KDIGO CKD stage data are 

shown in Table 4.3. The majority of the cohort consisted of early stages of 

CKD, with 95% of the cohort having CKD stage 3a or 3b, and approximately 

two-thirds having either grade A1 ACR staging or no assessment of proteinuria.  

4.3. Missing Data 

The level of missing data was assessed for all variables in the cohort. As 

inclusion criteria for the cohort was based on EPI eGFR, which relies on age, 

gender, serum creatinine and black ethnicity, data were complete for the first 

three of these four variables. An individual deprivation score was available for 

16,885 (97.9%) individuals. A practice based deprivation score was calculated 
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for the remaining 362 individuals. Missing data were present for all other 

variables including all blood results, with the exception of serum creatinine as 

described above, urine protein measurements and blood pressure 

measurements. The amount of missing data for each variable is described in 

Table 4.2. 
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Variable 
Whole Cohort Missing Data 

Mean*/n SD/IQR/% n % 

Age 77.4 10.0 0 0.0 

Female 10,353 60.0% 0 0.0 

White Ethnicity 12,560 72.8% 4,687 13.7 

ACR, mg/mmol 10.6 35.4 5,614 32.6 

Median ACR, mg/mmol 2.9 0.8 to 7.3 5,614 32.6 

EPI eGFR, ml/min/1.73m2 48.5 9.9 0 0.0 

Median EPI eGFR, ml/min/1.73m2 52 43 to 56 0 0.0 

Diabetes Mellitus 5,592 32.4% - - 

Hypertension 15,674 90.9% - - 

Systolic BP, mmHg 134.8 16.4 195 1.1 

Diastolic BP, mmHg 74.0 9.9 104 0.6 

History of Ischaemic Heart Disease 4,384 25.4% - - 

History of Heart Failure 1,690 9.8% - - 

History of Cerebrovascular Disease 2,127 12.3% - - 

Albumin, g/L 43.0 3.0 535 3.1 

Bicarbonate, mmol/L 26.5 3.8 16,244 94.2 

Calcium, mmol/L 2.32 0.11 9,649 55.9 

HbA1c, % 7.3 1.3 264 4.7 

Haemoglobin, g/L 129.1 15.5 2,010 11.7 

HDL, mmol/L 1.4 0.4 1,214 7.0 

LDL, mmol/L 2.4 0.9 2,009 11.6 

Phosphate, mmol/L 1.09 0.20 7,358 42.7 

TC, mmol/L 4.6 1.1 763 4.4 

Mean Deprivation Decile 5.7 3.0 362 2.1 

Median Deprivation Decile 6 3 to 8 362 2.1 

Statin 11,023 63.9 - - 

ACE inhibitor or ARB 10,928 63.4 - - 

Aspirin 8,044 46.6 - - 
 

Table 4.2: Baseline characteristics of the LCC cohort stratified by ethnicity. *For continuous 
variables, values are for mean and standard deviation (SD) unless otherwise stated. “Missing 
value refers to number of individuals with diabetes without known type of diabetes. HbA1c 
refers to individuals with known diabetes mellitus only. ACE – angiotensin converting enzyme, 
ARB – angiotensin II receptor blocker, BP – blood pressure, HDL – high density lipoprotein 
cholesterol, LDL – low density lipoprotein cholesterol, TC – total cholesterol.  
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 ACR Stage  

EPI Stage Missing 1 2 3 Total 

3a 4,657 4,266 3,169 270 12,362 

% 27.0 24.7 18.4 1.6 71.7 

3b 801 1,386 1,486 250 3,923 

% 4.6 8.0 8.6 1.5 22.7 

4 140 189 367 173 869 

% 0.8 1.1 2.1 1.0 5.0 

5 17 5 27 45 94 

% 0.1 0.03 0.2 0.3 0.5 

Total 5,615 5,846 5,049 738 17,248 

% 32.6 33.9 29.3 4.3  

 

Table 4.3 KDIGO CKD stages based on categorisation of EPI eGFR and ACR. 
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4.3.1. Assessment of Distribution of Missing Values 

Figure 4.1 shows histograms, with overlayed normal distribution plots, for 

serum albumin, total cholesterol, high density lipoprotein cholesterol (HDL), low 

density lipoprotein cholesterol (LDL), haemoglobin, phosphate, calcium, 

glycated haemoglobin (HbA1c), urine ACR and systolic and diastolic blood 

pressure. Figures 4.2 and 4.3 show standardised normal probability (‘P-P’) and 

quantile (‘Q-Q’) plots respectively for these variables. 

These figures suggested that ACR was the variable that visually deviated most 

from a normal distribution, with a positive skew (median 3 mg/mmol, mean 10.2 

mg/mmol). The P-P plots suggested that HbA1c may centrally deviate from 

normal, although to a lesser degree than ACR. All other variables, based on the 

P-P plots appeared to follow normality centrally. The Q-Q plots showed 

peripheral deviation from the normal distribution, to varying degrees, across all 

variables. D’Agnostino’s χ2, both with and without Royston’s adjustment, 

suggested that the null hypothesis of a normal distribution should be rejected 

for all variables assessed (p<0.01 for all variables) (110). These statistical 

results may relate to the large sample size, meaning that even a minor 

deviation from normality would result in a ‘significant’ test result. 

All variables were assessed for evidence of semi-continuity. Albumin had the 

single most frequent unique value across all of the variables. 2,288 individuals, 

14.7% of available values, had a value of 43 g/L. ACR was the only variable 

which included a value of zero and this applied to only 47 individuals (0.43%). 

Therefore, approaches for MI in semi-continuous variables were not considered 

further for the current analysis. Due to evidence of their non-normal distribution, 

the values for ACR and HbA1c were log transformed, and reassessed for 

normality. Transformation was performed using both a simple log 

transformation and the Stata ‘lnskew0’ command to create a new variable with 

‘zero skew’ (111). The latter produces this through taking the log values of the 

original value minus a fixed values ‘k’, where k is set to minimise the skew of 

the new variable. Results for the transformed variables are shown in Figures 

4.4, 4.5 and 4.6. Transformation of values by either method suggested a normal 
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distribution for central values and higher values. The zero skew method 

suggested an improved proximity to normality at lower values. 
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Figure 4.1: Histograms of variables with overlayed normal distributions. TC – total cholesterol, HDL – high density lipoprotein cholesterol, LDL – low density 
lipoprotein cholesterol, Hb – haemoglobin, HbA1c – percentage glycosylated haemoglobin, ACR – urine albumin creatinine ratio, SBP – systolic blood 
pressure, DBP – diastolic blood pressure. 
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Figure 4.2: Standardised normal probability (‘P-P’) for the variables. CD – cumulative distribution, TC – total cholesterol, HDL – high density lipoprotein 
cholesterol, LDL – low density lipoprotein cholesterol, Hb – haemoglobin, HbA1c – percentage glycosylated haemoglobin, ACR – urine albumin creatinine 
ratio, SBP – systolic blood pressure, DBP – diastolic blood pressure. 
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Figure 4.3: Quantile (‘Q-Q’) plots for the variables. TC – total cholesterol, HDL – high density lipoprotein cholesterol, LDL – low density lipoprotein 
cholesterol, Hb – haemoglobin, HbA1c – percentage glycosylated haemoglobin, ACR – urine albumin creatinine ratio, SBP – systolic blood pressure, DBP – 
diastolic blood pressure. 
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Figure 4.4: Histograms, with overlayed normal distributions, of transformed ACR and HbA1c values. 
HbA1c – percentage glycosylated haemoglobin, ACR – urine albumin creatinine ratio. 
 

 

Figure 4.5: P-P plots of transformed ACR and HbA1c values. CD – cumulative distribution, HbA1c – 
percentage glycosylated haemoglobin, ACR – urine albumin creatinine ratio. 
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Figure 4.6: Q-Q plot of transformed ACR and HbA1c. HbA1c – percentage glycosylated 
haemoglobin, ACR – urine albumin creatinine ratio. 
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4.4. Outcomes for LCC 

During a median follow-up of 5.0 years (IQR 3.3 to 5.0), 5,109 (29.6%) deaths 

and 2,072 (12.0%) CV events occurred. Mean follow-up was 4.0 years (SD 1.5 

years). 8,752 (54.5%) individuals completed the full follow-up period without 

having a CV event or being censored and therefore had follow-up of 5.0 years. 

Table 4.4 summarises the outcomes. 1,035 out of 11,410 (9.1%) individuals 

with no known ischaemic heart disease or cerebrovascular disease at baseline 

had a CV event during follow-up. 

 

Cohort Outcomes n % Per 1000 PYs (95%CI) 

Whole  

n=17,248 

Deaths 5,109 29.6 73.4 (71.4 to 75.4) 

CV 2,072 12.0 31.1 (29.8 to 32.5)  

Baseline CV Disease 

n=5,838 

Deaths 2,262 38.8 102.6 (98.5 to 107.0) 

CV 1,037 17.8 50.8 (47.8 to 54.0) 

No Baseline CV Disease 

n=11,410 

Deaths 2,847 25.0 59.8 (57.7 to 62.0) 

CV 1,035 9.1 22.4 (21.1 to 23.8) 
 

Table 4.4: Summary of Outcomes for the LCC Cohort. PY – person-years. 

 

4.4.1. Background of Comparison of Cardiovascular Events between Data 

Sources 

The occurrence of events and their agreement between data sources was 

compared. Herrett et al, has previously compared events identification between 

primary and secondary care resources for myocardial infarction (81). Using, 

Clinical Practice Research Datalink (CPRD) as the GP data source 

comparisons were made with HES, MINAP and ONS mortality data between 1st 

January 2003 and 31st March 2009. In their study, events were considered the 

same event if they occurred within 30 days of each other in a different data 

source. 31.0% of events occurred in all three data sources. LCC is not currently 

linked to ONS death registry data. Herrett et al’s data suggested a crude annual 

incidence per 100,000 individuals of 250.0 with ONS data and 242.6 without 

ONS data. Therefore, lack of this data would suggest an underestimate of 
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myocardial infarction events by 3.0%. The previously presented Figure 2.3 

details further information in relation to event identification from this study. 

LCC does not have linkage to national event data. Currently, there is no 

literature as to the proportion of individuals admitted to their local hospital with a 

confirmed myocardial infarction or stroke. LCC population is of an average 

older age and possibly less likely to be transitory within the country. In addition, 

the use of regional data including that from the regional tertiary cardiology 

centre at University Hospitals of Leicester, may reduce the risk of event 

identification loss. 

 

4.4.2. Overview of Codes 

CV disease includes any individual with a Read code diagnosis of previous 

ischaemic heart disease, stable angina, cerebrovascular accident, transient 

ischaemic attack or heart failure. Whilst no definite list of Read codes for CV 

event identification exists, the utilised lists of Read, International Statistical 

Classification of Diseases and Related Health Problems 10th Revision (ICD-10) 

and MINAP codes were identified through previous publications in the area of 

CV event prediction (69, 81, 112-114). The full list of CV event codes used are 

listed in Appendix 4.2. 

 

4.4.3. Cardiovascular Outcomes by Data Source 

As previously stated, CV outcomes for the LCC cohort were identified from 

three sources, GP records (Read codes), HES and MINAP. The latter two were 

provided by University Hospital of Leicester and were based on CV related ICD-

10 codes. These codes are also listed in Appendix 4.2. All outcome codes were 

reviewed and categorised. Duplicates coded events for the same individual on 

the same date were removed from the dataset. For ischaemic heart disease 

related events categorisation occurred into groups as: 

 

1. Myocardial infarction 
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2. Unstable angina 

3. Stable angina 

4. Unknown type of ischaemic heart disease (IHD) event 

For cerebrovascular events, categorisation occurred as: 

 

1. Ischaemic stroke 

2. Haemorrhagic stroke 

3. Transient ischaemia attack 

4. Unknown type of stroke event 

 

For external validation of risk prediction models, outcomes were used that 

matched the outcome presented in the original published score. For 

presentation of the baseline data for the LCC cohort, the categories above are 

presented. Acute peripheral vascular disease events, coronary 

revascularisation and acute decompensated heart failure events were not 

included as CV outcomes for the cohort. 

 

4.4.4. General Practice Identified Events 

3,641 IHD related and 2,121 atherosclerotic events were coded in the GP 

records. 633 (3.7%) individuals had a myocardial infarction coded and 716 

(4.2%) an atherosclerotic stroke. 39 (0.2%) individuals had both a myocardial 

infarction and stroke coded during follow-up, therefore 1,310 (7.6%) had a 

myocardial infarction or atherosclerotic stroke. The mean and median time to 

first myocardial infarction event was 2.3 years (SD 1.5) and 2.3 years (IQR 1.0 

to 3.7) respectively. For time to first atherosclerotic event mean and median 

times were 2.2 years (SD 1.5) and 2.0 years (IQR 0.9 to 3.5). Table 4.5 

describes these findings.  
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All Events n % 

Myocardial Infarction 952 26.2 

Unstable Angina 72 2.0 

Stable Angina 892 24.5 

Unknown IHD Type 1,725 47.4 

Total IHD Events 3,641  

Ischaemic Stroke 1,300 61.3 

Haemorrhagic Stroke 89 4.2 

Transient Ischaemic Attack 436 20.6 

Unknown Stroke Type 296 14.0 

Total Stroke Events 2,121  

   

Individuals with Event   

Myocardial Infarction 633 30.7 

Unstable Angina 57 2.8 

Stable Angina 437 21.2 

Unknown IHD Type 937 45.4 

Individuals with any IHD Event 1,760  

Ischaemic Stroke 716 59.2 

Haemorrhagic Stroke 45 3.7 

Transient Ischaemic Attack 280 23.2 

Unknown Stroke Type 168 13.9 

Individuals with any Cerebrovascular Event 1,209  
 

Table 4.5: Total number of events (top half) and number of individuals (bottom half) by 

Ischemic Heart Disease (IHD) and stroke categories identified for the cohort form GP records.  
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4.4.5. Hospital Episode Statistics Events 

9,731 IHD related and 2,281 atherosclerotic events were coded in HES records. 

620 (3.6%) individuals had a myocardial infarction coded and 889 (5.2%) an 

atherosclerotic stroke. 79 (0.5%) individuals had both a myocardial infarction 

and stroke coded during follow-up, therefore 1,430 (8.3%) had a myocardial 

infarction or atherosclerotic stroke. The mean and median time to first 

myocardial infarction event was 839 days (SD 512) and 803 days (IQR 400 to 

1254) respectively. For time to first ischaemic stroke event mean and median 

times were 969 days (SD 520) and 987 days (IQR 540 to 1411). These findings 

are displayed in Table 4.6. 
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All Events n % 

Myocardial Infarction 714 7.3 

Unstable Angina 168 1.7 

Unknown IHD Type 8,849 90.9 

Total IHD Events 9,731 
 

Ischaemic Stroke 1,056 46.3 

Haemorrhagic Stroke 155 6.8 

Unknown Stroke Type 1,070 46.9 

Total Stroke Events 2,281  

   

Individuals with Event   

Myocardial Infarction 620 16.2 

Unstable Angina 149 3.9 

Unknown IHD Type 3,055 79.9 

Individuals with IHD Event 3,824  

Ischaemic Stroke 889 49.8 

Haemorrhagic Stroke 131 7.3 

Unknown Stroke Type 768 42.9 

Individuals with Stroke Event 1,788  
 

Table 4.6: Total number of events (top half) and number of individuals (bottom half) by 

ischaemic heart disease (IHD) and stroke categories identified for the cohort form HES records. 
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4.4.6. Myocardial Infarction National Audit Project Events 

218 MINAP events were coded for individuals in the cohort, of which 217 

(99.5%) were myocardial infarction events. These events occurred in 208 

different individuals in the cohort and represented 23.3% of all myocardial 

infarction events. Mean time to first myocardial infarction events was 863 days 

(SD 521) and median time was 867 days (IQR 389 to 1301). MINAP does not 

record events for stroke outcomes. 

 

4.4.7. Comparison of Number of Myocardial Infarction Events 

During the follow-up period, 893 myocardial infarction events were identified 

across the three data sources. 140 (15.7%) of events were identified in all three 

sources and 465 (52.1%) were identified in only one source. Between GP and 

HES records, 882 (98.8%) events were identified. Figure 4.7 displays the 

events in a Venn diagram. 

 

Figure 4.7: Venn diagram of the 893 myocardial infarction events identified across the three 
available data sources.   



106 

4.4.8. Comparison of Number of Stroke Events 

1,308 stroke events were identified, of which 297 (22.7%) of events were 

identified by both GP and HES records. A Venn diagram of stroke events is 

shown in Figure 4.8. 

 

 

Figure 4.8: Venn diagram of the 1,308 stroke events identified in GP and HES records. 
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Differences in dates were similar between the different data sources for both 

myocardial infarction and stroke. For the former, the largest mean difference 

was 20 days between MINAP and GP events. For myocardial infarction, 583 

out of 708 (82.3%) dates comparable across the three combinations of data 

sources were within 30 days of each other. For stroke, the mean difference was 

49 days (SD 321) with a median of 13 days (IQR 0 to 38 days). 171 (59.8%) 

events’ dates were within 30 days of each other. Table 4.7 details the 

differences between dates for myocardial infarction and stroke events between 

the different date sources. 

 

 Myocardial Infarction Stroke 

 MINAP-HES MINAP-GP HES-GP HES-GP 

n 184 153 371 297 

Mean difference -2 20 11 49 

SD 88 163 147 321 

Median difference -14 0 8 13 

IQR -22 to 0 -6 to 0 0 to 20 0 to 38 

Within 30 days 155 (84.2%) 133 (86.9%) 295 (79.5%) 171 (59.8%) 
 

Table 4.7: Difference between dates for myocardial infarction and stroke events between data 
sources. 
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4.4.9. Limitations of Event Identification 

4.4.9.1. Myocardial Infarction Event Identification 

Herrett et al’s data suggested that 13,380 out 17,964 (74.5%) non-fatal 

myocardial infarction events were identified in GP records. Using this as a 

basis, this section aims to establish an estimation of the CV events that may not 

have been detected due to the LCC cohort having local, instead of national, 

HES and MINAP data. Table 4.7 summarises the results for this section. 

893 myocardial infarction events occurred during follow-up in the LCC cohort, of 

these 633 were identified from GP records (70.9%). If it is assumed that the 

proportion of events identified in GP records is the same as in Herrett el al (81), 

then, to the nearest whole event, the number of expected events for GP, HES 

and MINAP would be: 

 

633 × (
1

0.745
) ≈ 850     (4.1) 

 

Therefore, potentially more events have been recorded in GP records than 

were expected. However, it is not possible that more events were recorded 

locally in HES and MINAP than nationally for the LCC cohort as the UHL data 

represents a subgroup of the national dataset. Nevertheless it is reassuring that 

a potential significant deficit has not been identified through this analysis. 

In order to further test these assumptions the crude incidents for myocardial 

infarction based on the earlier described Figure 2.3 were tested. This was also 

used to test the potential number of events not identified through the absence 

of ONS data in LCC. Again, the assumption was made that the proportion of 

events identified in GP records from Herrett et al as a percentage of all events 

is the same proportion in LCC (81). Therefore, 186.7 out 250.0 (74.7%) were 

identified from GP records. Again, this is similar to the percentage (74.5%) 

identified form GP records in LCC. In relation to ONS data, from Figure 2.3 it is 

estimated that 7.4 out of 250.0 (3.0%) events were detected in this data source 

but not in the other three data sources. Therefore it might be expected with 
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ONS data included that, to the nearest whole myocardial infarction event, the 

total number of events would be: 

 

893 × (
1

0.970
) ≈ 920     (4.1) 

 

Therefore, Based on the 95% CI for crude event incidence the percentage of 

missed events would be 1.6% to 4.2%, or an estimated total of 908 to 933 

events. 

 

Event Identified 
Herrett et al LCC 

n % n % 

All Myocardial Infarction (Herrett non-fatal) 17,964 - 893 - 

GP Myocardial Infarction (Herrett non-fatal) 13,380 74.5 633 70.9 

Expected Events* - - 850 - 

Possible Excess Events - - 43 4.8 

 Incidence    

All Myocardial Infarction 250.0 - - - 

All Myocardial Infarction, except ONS 242.6 97.0 - - 

Expected Events with ONS* - - 920 3.0 

     

GP Myocardial Infarction 186.7 74.7 - - 

Expected Events* - - 847 - 

Possible Excess Events - - 46 5.2 
 

Table 4.8: Expected Myocardial Events across Data Sources. ‘Expected events’ assume that 
the proportion of events identified in GP records only in LCC is the same as in Herrett et al. All 
calculations for number of events are rounded to the nearest whole event. 
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4.4.9.2. Stroke Event Identification 

A similar approach was made to try to assess the identification of stroke events 

in the context of local versus national data. A similar study to Herrett et al is 

underway to assess accuracy of coding across databases for stroke events but 

results have not yet been published (115). 

Therefore, to compare the LCC data to national data, an assumption was made 

that the distribution of events was similar to myocardial infarction events for GP 

and HES data. Table 4.8 shows the results of this extrapolation. As Table 4.8 

shows, the distribution of events between data sources was more evenly 

distributed. Due to this, in the extrapolation, there was a possible 425 excess 

events identified using the LCC methods. The results for the ONS data 

estimation were limited by the lack of a crude incidence figure for GP and HES 

data from Herrett et al. If again it is assumed that 3.0% of stroke events were 

missing for stroke through a lack of ONS data then this would equate to 40 

events. 
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Event Identified 
Herrett et al LCC 

n % n % 

GP & HES Stroke (Herrett MI) 16,476 - 1,308 - 

GP Stroke (Herrett non-fatal MI) 13,380 81.2 716 54.7 

Expected Events* - - 882 - 

Possible Excess Events - - -426 32.6 

 Incidence    

GP, HES & ONS MI  250.0 - - - 

GP, HES MI 242.6 97.0 - - 

Expected Events with ONS* - - 1348 3.0 

     

GP MI 186.7 74.7 - - 

Expected Events* - - 959 - 

Possible Excess Events - - 349 26.7 
 

Table 4.9: Expected Stroke Events across Data Sources. ‘Expected events’ assume that the 
proportion of events identified in GP records only in LCC is the same as in Herrett et al. All 
calculations for number of events are rounded to the nearest whole event. GP – general 
practice, HES – Hospital Episode Statistics, MI – myocardial infarction, ONS – Office of 
National Statistics 
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4.5. Summary of Event Identification 

A summary flowchart of the number of myocardial infarction and atherosclerotic 

events and individuals identified from the three different data sources is 

presented in Figure 4.9. 
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Figure 4.9: Summary flowchart of CV event identification from the three different data sources for the LCC cohort. 
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4.6. Conclusions 

The LCC cohort is an anonymised primary care CKD based in the three 

Leicester GP Clinical Commissioning Groups with full ethical approval received 

from the Health Research Authority. It includes 17,248 individuals with the 

standard KDIGO CKD definition of CKD stage 3a or more advanced. Using 

event outcomes linked to University Hospitals of Leicester data for HES and 

MINAP, as well as GP events, 2,072 individuals with CV events were identified 

across a median and mean follow-up of five and four years respectively. 

Identification of co-morbidities were also based on CKD Prognosis Consortium 

definitions ensuring comparison and reproducibility with their results was 

possible (44). 

The cohort consists of an older populations with early stage CKD, both in 

relation to eGFR and proteinuria, and a high prevalence of co-morbidities. 

Approximately three-quarters of the cohort were of white ethnicity and there 

was a wide range of deprivation levels. Proportions of missing data were 

generally low except for some biochemical data such as bicarbonate and 

calcium. Where missing data were present multiple imputation was possible 

with the transformation of two variables, HbA1c and ACR, required for non-

normal distributions. 

The use of multiple sources for event identification and the missing data 

methods are strengths of the LCC cohort. However, as with any study, there 

are a number of limitations. Whilst CKD Prognosis Consortium definitions were 

used, if the data had not been correctly analysed at source, i.e. in the GP 

practice, then issues such as incorrect coding may occur. This includes lack of 

standardisation of recorded diagnoses, perhaps even from clinician to clinician 

and measurements in the data, such as how blood pressure was recorded in 

the clinical setting. 

Further, the well-established biases of systematically collected observational 

studies may be enhanced by the use of routinely collected data (116). This may 

particularly be the case in relation to confounding by indication, whereby the 

most unwell individuals attend more frequently to healthcare services and thus 

their data is more likely to feature in routinely collected data sources (117). 



115 

As analysed in section 4.4.9, the limitations of LCC being not linked to national 

CV event databases, but local ones, may be an unquantifiable confounder for 

the risk prediction model assessment. This analysis has suggested that 3.0% of 

events may not have been identified through the lack of ONS data (81). HES 

and MINAP events occurring in non-University Hospitals of Leicester probably 

did not contribute a significant number of events that were not detected in GP 

records. Limitations of data in this way has not been assessed in the literature. 

LCC GP outcome data was probably more complete than that assesse in 

Herrett et al and this may be related to changes in patterns of event recording 

in GP records. Herrett et al studied data between 2003 and 2009, whereas the 

LCC follow-up data was between 2011 and 2016 (81). During this time accurate 

coding of data became a more prominent issue for both GP and secondary 

care. Some of this was linked to financial remunerations linked to accurate 

coding of data and disease registries linked to the Quality Outcomes 

Framework in primary care (118). 

In conclusion for this chapter, LCC represents a large primary CKD dataset 

developed specifically for this thesis. It represents a socioeconomically diverse 

population, mainly with early stage CKD and related co-morbidities. The LCC 

cohort most likely has a sufficient number of CV events, identified from both 

primary and secondary care sources, to allow robust external validation of CV 

risk prediction models in CKD to be performed (119). 

  



116 

4.7. Summary 

This chapter described the LCC cohort which has been developed for the 

specific purpose of validating CV risk prediction models in a CKD population. 

An overview of the characteristics of the 17,248 individuals is given and 

describes a population with earlier CKD stages, through both eGFR and 

proteinuria criteria. The majority of individuals were of seventy years of age or 

older and pre-existing co-morbidities were highly prevalent. Missing data for the 

cohort was described and the imputation process for the external validation of 

models was also explained. Over 2000 CV events occurred during a median 

follow-up of four years, which is more than sufficient for the external validation 

of risk prediction models (119). These events were recorded across the primary 

and secondary data sources and are probably of a similar distribution to those 

previously describe by Herrett et al (81). Now that the cohort has been 

described, the evidence base for CV risk factors within CKD is described in the 

next chapter by a systematic review and meta-analysis of the topic. This 

established the risk factors that might be considered in CKD risk prediction 

tools and possible variables to augment existing CV tools. 
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Chapter 5  

5. Cardiovascular Disease Risk Factors in Chronic Kidney Disease: a 

Systematic Review and Meta-analysis 

This chapter summarises the rationale, methods, results and conclusions for 

the first systematic review for this thesis, ‘Cardiovascular Disease Risk Factors 

in Chronic Kidney Disease: a Systematic Review and Meta-analysis’. Firstly, it 

identifies risk factors from studies with adjusted analysis that are associated 

with CV disease events in CKD. Secondly, it performs meta-analysis of these 

risk factors. 

 

This chapter has been published as follows: 

1. Major RW, Cheng MRI, Grant RA, Shantikumar S, Xu G, Oozeerally I, 

Brunskill NJ, Gray LJ. Cardiovascular disease risk factors in chronic kidney 

disease: A systematic review and meta-analysis. PloS One. 2018 Mar 

21;13(3):e0192895. 

 

I would like to thank the following individuals who performed duplication of the 

literature review and assessment of CV risk factors for the results presented in 

this chapter: 

Dr Mark Cheng, Mr Robert Grant, Dr Saran Shantikumar, Dr Gang Xu, Dr 

Issaam Oozeerally 

I would also like to thank Mrs Sarah Sutton for her help in reviewing, 

commenting on and refining the literature review search strategy for this 

chapter.  
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5.1. Introduction 

The first step in the process of prognosis research, prior to development of 

clinical risk prediction models, is the identification of risk factors for a condition 

(61). As described in Chapter 1, a ‘risk factor’ refers to a measurable variable 

available before the beginning of a study that is associated with a future 

outcome of interest. Often the focus of published literature is in relation to 

‘novel’ biomarkers, but it is important to remember that even variables recorded 

in routine clinical practice, such as blood pressure and cholesterol, remain 

important biomarker risk factors whose roles may be different in CKD than in 

the general population. Therefore, one of the aims of the chapter was to confirm 

the role of traditional routinely collected risk factors in CV risk prediction in CKD 

and then to identify non-traditional factors that may be related to the processes 

of arteriosclerosis, cardiomyopathy and inflammation as described in Chapter 1. 

A new risk factor is only clinically useful if it adds predictive performance to a 

model beyond currently utilised standard risk factors, i.e. once a model has 

been adjusted for said factors, so additional risk factors must be novel and 

routinely collected in clinical care. Therefore, assessment of these factors is 

crucial before risk prediction models can be rationally optimised. Specific 

validation in CKD is warranted because the relative role of atherosclerosis in 

CV outcomes diminishes, and is replaced by non-traditional CV risk factors. 

These uraemia-related risk factors may have an increasingly important role with 

advancing CKD (33). This may warrant inclusion of risk factors such as calcium 

and phosphate (34) related to arteriosclerosis and reduced vascular 

compliance, in CKD-specific CV risk prediction models. Equally, consideration 

of risk factors associated with cardiomyopathy, such as echocardiographic 

evidence of left ventricular dysfunction or systemic inflammation may also be 

justified (33). Thus other novel routinely collected risk factors require 

consideration for validation of CV risk prediction models in CKD.  

In summary, the aim of this systematic review was to identify routinely collected 

risk factors with potential value in CV risk prediction in CKD beyond those 

already included in existing CV risk prediction models. This new information 

would be used to inform the development of risk prediction models as will be 
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described in coming chapters. Even if a risk factor is established as being 

related to risk of an event, its role in improving risk prediction is not always 

straightforward. So, this chapter aimed to establish the existing literature for risk 

factors in CKD. However, this did not necessarily mean that when incorporated 

into a model guaranteed statistical or clinical improvement in risk prediction 

would be seen with these factors. Nevertheless, establishment of this evidence 

base could be used to guide the methods for future chapters. 
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5.2. Methods 

5.2.1. Search Strategy 

Ovid MEDLINE and Embase were searched using a pre-defined and 

International Prospective Register of Systematic Reviews (PROSPERO) 

registered systematic review and meta-analysis protocol, PROSPERO ID - 

2016:CRD42016036187 (120). Search strategies for the systematic review are 

available in Appendices 5.1 and 5.2 of the thesis. The inclusion criteria were 

observational cohort studies and secondary analyses of randomised controlled 

trials in adult (≥18 years of age) with either CKD stage 3a or worse (any eGFR 

formula <60 ml/min/1.73m2) or proteinuria based on standard definitions. The 

search was limited to English language manuscripts. General population 

studies with subgroup analysis presenting results for CKD groups were also 

included. Studies including individuals with ESRD, either receiving maintenance 

dialysis or with a renal transplant, were excluded. Studies of outcomes after 

acute kidney injury were also excluded. Pre-existing CV disease or the use of 

CV prevention medications such as aspirin or statins were not exclusion 

criteria. The minimum follow-period was six months. A formal definition of CKD 

using a standardised eGFR formula was first established in 1999 (10), therefore 

the search range was restricted from this date until 20th October 2017. 

The primary outcome was a composite of CV disease events which included 

acute coronary syndrome, congestive cardiac failure and ischaemic stroke. 

Composite CV outcomes including CV-specific mortality were included unless 

CV events were grouped with all-cause mortality and/or renal related outcomes. 
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5.2.2. Assessment of Papers 

The title and abstracts of all studies identified by the literature search were 

assessed. The full text of any abstract meeting the inclusion criteria was then 

reviewed. Data were extracted using a standardised extraction form which 

included a risk of bias assessment based on the ‘Quality in Prognostic Studies’ 

tool (121). Confounders adjusted for in each model were also extracted. The 

data extraction form was modified and optimised after data collection from three 

manuscripts had been performed. High risk of bias was not used as a reason 

for excluding a study. Where missing data in relation to a cohort’s 

characteristics or model were not published, the corresponding author for the 

cohort was contacted via email. 

 

5.2.3. Assessment of Risk Factors 

As previously stated, ‘risk factor’ will be used throughout to mean a measurable 

variable at the start of a study that is associated with a future CV disease event 

during the study’s follow-up. Any variable was considered as a candidate risk 

factor if it was collected at or prior to the start point of the observational period 

for the study. In addition, factors were only included if they were likely to be 

routinely collected as part of standard primary care clinical practice. Whether a 

variable was routinely collected was assessed by myself and at least one other 

clinician (see acknowledgements). Where there was disagreement regarding a 

variable’s inclusion, it was discussed between myself and the other two 

assessors until a consensus was reached. For all other stages of the methods, 

assessment was performed independently myself and at least one other 

assessor. Where discrepancies occurred, results were compared until a 

consensus was reached. If no consensus was achievable, a further assessor 

was consulted to make a final decision. 

 

5.2.4. Meta-analysis 

Data for the risk factors were extracted in the form of HR and 95% CI for the 

primary outcome. A random effects model using the Mantel-Haenszel method 
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was used to pool data as heterogeneity was expected to be present (122). Data 

were meta-analysed where more than one study reported results for the same 

risk factor. Heterogeneity was assessed using the I2 statistics (122). Subgroup 

analysis was considered by CKD stage including both eGFR and proteinuria. 

Due to the limited clinical applicability and bias of univariable analysis of risk 

factors, only results from studies where multivariable adjustment for traditional 

CV risk factors were considered further. Models were then assessed for the 

number of ‘core’ risk factors they adjusted for. Core risk factors included age, 

gender, ethnicity, body mass index, smoking, diabetes mellitus, hypertension, 

CV disease and dyslipidemia. These risk factors are all included in general 

population risk prediction tools or have a firmly established association with CV 

disease risk (32, 69, 70, 123). In addition, because of their additive benefit to 

CV risk prediction models, eGFR and proteinuria measurements were also 

included as core adjustment co-variables (74). Where the same study had 

published results for a risk factor in more than one manuscript the manuscript 

with the most complete data was used. If the data were the same, the results 

from the most recent publication were used. Where more than one model was 

presented in the same publication, the model with the greatest number of core 

risk factors included was used. 

 

5.2.4.1. Standardisation of Variables 

HR, their associated upper (U) and lower (L) 95% CI and p-values were 

extracted. Where these were not available, event rates were used. There was 

no restriction on the number of risk factors that one study could supply to the 

analysis. Categorical risk factors were standardised to the same reference 

category and continuous variables to the same units. For example, the gender 

risk factor was presented as the risk for being male. Therefore, if risk was 

presented for being female, data was converted as follows: 
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𝐻𝑅(𝑚𝑎𝑙𝑒) =
1

𝐻𝑅(𝑓𝑒𝑚𝑎𝑙𝑒)
    (5.1) 

 

𝑈𝐶𝐼(𝑚𝑎𝑙𝑒) =  
1

𝐿𝐶𝐼(𝑓𝑒𝑚𝑎𝑙𝑒)
    (5.2) 

 

𝐿𝐶𝐼(𝑚𝑎𝑙𝑒) =  
1

𝑈𝐶𝐼(𝑓𝑒𝑚𝑎𝑙𝑒)
    (5.3) 

 

Where different units were reported for the same variable, those units reported 

in the majority of studies were used, and the minority studies’ results were 

converted to the same units. In the case of continuous variables, units were 

standardised to the same unit. For example, to convert hemoglobin (Hb) from 

g/l to g/dl, a conversion factor of 10: 

 

𝐻𝑅 (𝐻𝑏 [
𝑔

𝑑𝑙
]) = 𝐻𝑅(𝐻𝑏[

𝑔

𝑙
])10   (5.4) 

 

𝑈𝐶𝐼 (𝐻𝑏 [
𝑔

𝑑𝑙
]) = 𝑈𝐶𝐼(𝐻𝑏[

𝑔

𝑙
])10   (5.5) 

 

𝐿𝐶𝐼 (𝐻𝑏 [
𝑔

𝑑𝑙
]) = 𝐿𝐶𝐼(𝐻𝑏[

𝑔

𝑙
])10   (5.6) 
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5.3. Results 

5.3.1. Systematic Review 

Three thousand two hundred and thirty-two abstracts were reviewed. Figure 5.1 

shows the screening process, including the number of cohorts and risk factors 

identified, and reasons for any exclusion. Twenty-one cohorts were included in 

the systematic review (124-144). Fourteen (66.7%) studies were observational 

cohort studies with recruitment from nephrology outpatient settings and the 

others were randomised controlled trials. Six authors provided additional, 

unpublished data (124-129). Overall, a total of 27,465 individuals were included 

in these studies, representing a cumulative total of 100,838 person-years. Table 

5.1 summarises the characteristics of the cohorts contributing to the systematic 

review 

 

5.3.2. Risk of Bias Assessment 

The risk of bias using the ‘Quality in Prognostic Studies’ tool (121) was medium 

to high in all studies. The results are summarised in Appendix 5.3. In addition to 

the observational nature of the studies as a source of bias, other factors relating 

to study participant inclusion and exclusion, assessment of outcomes, reporting 

of missing data and statistical methods were considered. Six cohorts (28.6%) 

were recruited from a single-centre. CV outcomes were broadly similar but 15 

studies (71.4%) did not blind their outcome assessors. Seven cohorts (33.3%) 

reported no information in relation to missing data. No study pre-specified or 

registered their published analysis plan. 



125 

 

Figure 5.1: Flowchart showing the number of cohorts and risk factors identified, screened and included in the systematic review. 
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Study Name Year Journal Study 

Type 

Cohort 

Size 

Mean/median 

follow-up 

(months) 

Mean/median 

age, years 

Male

% 

White 

% 

Black 

% 

Other 

ethnicity 

% 

GFR 

Measurement 

eGFR urine CVD

% 

DM 

% 

HTN

% 

AASK 2006 AJKD RCT 1094 49 55 61.2 0 100 0 125-iothalamate 46 proteinuria 

0.31mg/mg 

51.6 0 100 

Ankara 2014 CJASN Cohort 403 38 53.2 56.5 - - - MDRD ~20% in each 

CKD category 

1.61 g/day 13.4 22.6 15.9 

CanPREDDICT 2016 Kidney International Cohort 2529 36 68.2 62.5 88.7 - - MDRD 28.0 ACR 16.3 

mg/mmol 

33.5@ 48.2 26.5$ 

CARE FOR HOMe 2014 CJASN Cohort 444 31 65 60 99.8 - 0.2 MDRD 45+-16 proteinuria 37 

mg/g 

30.0 38 37.2^ 

CREATE 2010 Current Medical 

Research & Opinion 

RCT 291 24 59.9 48.8 - - - CG - - 93.5 - 90.4 

CRIC 2013 AJKD Cohort 3904 47 58.2 54.8 45.5 41.8 12.7 CRIC-GFR 44.8 1.07 g/day 33.4 48.5 86.1 

CRISIS 2015 Nephrology Cohort 463 46 63.8 61.8 96 - - MDRD 29.4 0.49 g/L protein 29.4 31.3 13.0$ 

Digitalis 2010 Circulation: Heart 

Failure 

RCT 1974 57 68 65.6 89.2 - 10.8% 

'non-white' 

MDRD 47 - 100 50 60.2 

Fujita 2013 Heart and Vessels Cohort 404 33 67 63.6 - - - MDRD 24.1 351 mg/g Cr 33.2 37.6 73.5^ 

Genoa 2016 CJASN Cohort 445 71 64.1 62.0 100 0 0 MDRD 39.9 0.4 g/d 22.0 19.1 100 

ICKD 2013 CJASN Cohort 3303 36 63.5 57.8 - - - MDRD and EPI-

CKD 

23.4 (EPI-

CKD) 

PCR 1118.3 

mg/g 

26.4 44.6 67.1 

Kaohsiung 2013 Nephron Clinical 

Practice 

Cohort 356 25 66.3 73 - - - EPI-CKD % stage given dipstick 11.8 58.4 83.7 

Kyushu 2014 Hypertension 

Research 

RCT 320 30 72 68.1 0 0 100% 

Japanese 

Japanese 

equation 

18.4 1.5 g/day 19.0 51 94 

Leuven 2015 Kidney International Cohort 476 57 64 54.6 98.0 - 2.0% ‘non-

Caucasian’ 

EPI-CKD 34 0.27 g/day 27.7 18.1 70.7^ 

Madrid 2010 CJASN RCT 113 23 71.6 64.6 100 0 0 MDRD 40.1 35.5 mg/d 

albuminuria 

23.0 21 80^ 

MAURO 2015 CJASN Cohort 755 31 62 60 100 0 0 MDRD 36 0.6 milligram/24 

hours 

29.0 35 92 

Naples 2013 JACC Cohort 436 57 65 58.3 100 0 0 MDRD 42.9 0.31g/day 30.5 36.5 72.9 

OSERCE-2 2015 CJASN Cohort 742 35 66 65 99 0 1 MDRD 27.3 proteinuria 106 

mg/g 

11.0 66 94 

Pravastatin 2005 JASN RCT 4670 64 62.3 21.3 >90 - - MDRD 56.7 dipstick 75.3 12.2 48.2 

RRI 2012 NDT Cohort 305 32 59.5 50.5 78.4 17.7 3.9 MDRD,CG 28.2 ACR 192.0 (2-

9259) 

36.7 30.8 88.9 

TREAT 2016 Journal of Human 

Hypertension 

RCT 4038 29 68 42.7 63.6 20.2 16.1 MDRD 33 PCR 0.39 g/g 36.5” 100 92.4 

 

Table 5.1: Summary of 16 cohorts contributing data to systematic review. Year refers to year of publication of study. ‘-‘ refers to data not presented. ^figure based on proportion on RAAS blocker, for 

the Madrid cohort also 29.2% on CCB and 63.7% on diuretics. $refers to percentage with hypertensive nephropathy as cause of CKD. “refers to number with coronary heart disease, 17.6% had 

cerebrovascular disease. @refers to proportion with ischaemic heart disease. Journals: AJKD – American Journal of Kidney Disease, CJASN – Clinical Journal of the American Society of 

Nephrology, JACC – Journal of the American College of Cardiology, JASN – Journal of the American Society of Nephrology. GFR measurement: CG - Cockcroft-Gault, EPI - Chronic Kidney 

Disease Epidemiology Collaboration, MDRD - The Modification of Diet in Renal Disease 
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5.3.3. Risk Factor Assessment 

Sixty-six potential risk factors for CV events were identified and are shown in 

Appendix 5.4. Twenty-nine of these were deemed to be routinely collected and 

were therefore included in the systematic review. Nine risk factors were only 

reported in one study and therefore the data on 20 risk factors reported in 

multiple studies were pooled to produce a single estimate. The confounders 

which were adjusted for in all the included models are shown in Table 5.2. Age 

was corrected for in 20 out of 21 models (95.2%) and was the most frequently 

adjusted for variable. Diabetes mellitus was corrected for in 17 out of 19 models 

(89.5%) making it the co-morbidity most frequently corrected for. Ethnicity was 

included in four models, six models had no published ethnicity data and eleven 

cohorts had a population with a single ethnicity making up more than 90% of 

the population. Seventeen (81.0%) studies corrected for eGFR and eleven 

(52.4%) for proteinuria. Three studies (14.3%) adjusted for all established core 

CV risk factors. 
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Study Name Age Gender Ethnicity Diabetes HTN CVD Lipids BMI Smoking eGFR Proteinuria Total 

AASK ● ● N/A N/A N/A  ●   ● ● 5 

Ankara ● ●  ● ●    ● ●  6 

CARE FOR HOMe ● ● N/A ●  ●    ● ● 6 

CanPREDDICT ●   ● ● ●    ●  5 

CREATE ● ●  ● ● ●      5 

CRIC ● ● ● ● ● ●^ ● ● ● ● ● 11 

CRISIS ● ● N/A ● ● ●   ● ●*  6 

Digitalis ● ● ● ● ● N/A  ●    6 

Fujita ● ●  ●  ●    ● ● 6 

Genoa ● ● N/A ● ● ● ●   ● ● 8 

ICKD ● ●  ● ● ● ● ● ● ● ● 10 

Kaohsiung    ● ● ●    ●  4 

Kyushu ●  N/A  ● ●  ●  ●  5 

Leuven ● ● N/A  ● ●    ● ● 6 

Madrid ●  N/A ●  ●    ●  4 

MAURO ● ● N/A ● ●  ● ● ● ● ● 9 

Naples ● ● N/A ● ● ●  ●  ● ● 8 

OSERCE-2 ●  N/A ● ● ● ●  ● ●  7 

Pravastatin ●  N/A ● ● ● ●  ●   6 

RRI ● ● ● ● ● ● ● ● ● ● ● 11 

TREAT ● ● ● N/A  ●     ● 5 

Total 95.2% 71.4% 40.0% 89.5% 80.0% 85.0% 38.1% 33.3% 38.1% 81.0% 52.4%  
 

Table 5.2: Summary of inclusion of established CV risk factors in multi-variable models included in systematic review. ‘Lipids’ includes correction for using 
any measure of serum lipids and/or use of lipid lowering medications. N/A indicates that the model could not include the variable because 100% of study 
individuals were in this category, for example AASK-RCT was a study of 100% African Americans with hypertension. Where this occurred the variable was 
not included for percentage calculations. Notes - *corrected for serum creatinine. HTN – hypertension, CVD – cardiovascular disease 
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5.3.4. Meta-analysis 

Data for the extracted risk factors are shown in Table 5.3. 

 

5.3.4.1. Traditional Risk Factors 

Traditional risk factors of male gender, increasing age, smoking, established 

CV disease, diabetes mellitus and increasing total cholesterol were all 

associated with statistically significant increased risk of a CV event. Systolic 

and diastolic blood pressures were not associated with increased CV event risk.  

 

5.3.4.2. Non-traditional Risk Factors 

The forest plots for the non-traditional risk factors of albumin, haemoglobin, 

phosphate and urate are shown in Figures 5.2, 5.3, 5.4 and 5.5. Non-traditional 

risk factors associated with increased risk of CV events were albumin (pooled 

HR 0.62 per g/dL increase, 95% CI 0.52-0.75, p<0.001), haemoglobin (pooled 

HR 0.90 per g/dL increase, 95% CI 0.86-0.95, p<0.001), phosphate (pooled HR 

1.20 per mg/dL increase, 95% CI 1.08-1.33, p=0.005) and urate (pooled HR 

1.07 per mg/dL increase, 95% CI 1.02-1.12, p=0.004). Left ventricular 

hypertrophy on echocardiogram (pooled HR 1.78, 95% CI 1.35-2.35, p<0.001) 

was also found to be associated with an increased risk of a CV event. Serum 

urea nitrogen, sodium and pulmonary hypertension on echocardiogram were all 

statistically significant but only present in one study each. Calcium, bicarbonate 

and parathyroid hormone were not associated with altered risk in the single 

studies in which they were included. 

 

5.3.4.3. Heterogeneity 

Heterogeneity varied substantially between variables and is shown in Table 5.3. 

Of the potential novel risk factors for incorporation in to risk prediction models 

albumin (I2=66.4%), urate (I2=78.3%) and left ventricular hypertrophy 

(I2=72.1%) showed substantial levels of heterogeneity. Based on the pre-

specified protocol, subgroup analyses to explore heterogeneity were 
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considered for eGFR and proteinuria stages. These sub-analyses, and other 

post hoc analyses based on core cohort characteristics in Table 5.1, did not 

explain the heterogeneity for albumin. For urate and left ventricular hypertrophy, 

exploration of heterogeneity was limited by the inclusion of only two studies in 

the systematic review.  
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Variable Units Studies Pooled 

HR 

95% CI p-value 

for HR 

I2 (%) 

Male - 9 1.451 1.220-1.726 <0.001 0.0 

Age per year 12 1.031 1.025-1.038 <0.001 58.6 

Smoker - 5 1.433 1.149-1.787 0.001 3.3 

Body mass index per kg/m2 3 0.994 0.964-1.025 0.7 23.0 

Cardiovascular disease - 11 2.391 2.061-2.773 <0.001 68.1 

Ischemic heart disease - 5 2.406 1.870-3.096 <0.001 43.2 

Congestive heart failure - 3 1.325 0.989-1.774 0.06 0.0- 

Peripheral vascular disease - 1 2.49 1.10-5.63 0.03 - 

Diabetes mellitus - 14 1.454 1.338-1.579 <0.001 73.5 

Systolic blood pressure per mmHg 8 1.002 0.999-1.004 0.17 77.8 

Diastolic blood pressure per mmHg 3 0.999 0.993-1.005 0.67 0.0 

Mean arterial pressure per 10 mmHg 1 1.14 1.03-1.27 0.01 - 

Pulse pressure per mmHg 3 1.002 0.998-1.005 0.38 58.7 

Left ventricular hypertrophy - 2 1.78 1.354-2.351 <0.001 72.1 

Pulmonary hypertension - 1 1.23 1.00-1.52 0.04 - 

Albumin per g/dL 7 0.624 0.519-0.749 <0.001 66.4 

Bicarbonate per mEq/L 1 0.99 0.95-1.03 0.6 - 

Cholesterol to HDL ratio ratio 1 1.03 0.998-1.065 0.07 - 

Calcium  per mg/dL 1 0.846 0.503-1.422 0.5 - 

Haemoglobin per g/dL 8 0.901 0.856-0.948 <0.001 0.0 

HDL Cholesterol per mg/dL 1 0.998 0.992-1.003 0.5 - 

LDL Cholesterol per mg/dL 2 1.001 0.999-1.003 0.2 0.0 

Non-HDL Cholesterol per mg/dL 2 1.001 1.000-1.003 0.04 70.4 

Parathyroid hormone per pg/mL 1 1.00 0.99-1.00 1.00 - 

Phosphate per mg/dL 7 1.198 1.084-1.325 <0.001 0.0 

Sodium per mmol/L 1 0.954 0.919-0.990 0.01 - 

Total cholesterol per mg/dL 3 1.001 1.000-1.002 0.01 65.8 

Urate per mg/dL 2 1.068 1.021-1.117 0.004 78.3 

Urea nitrogen per 5mg/dL 1 1.14 1.02-1.29 0.03 - 

 

Table 5.3: Results for routinely collected risk factors for combined CV events. Abbreviations: 
HDL – high density lipoprotein, HR – hazard ratio, LDL – low density lipoprotein. For categorical 
variables, the comparator was absence of the condition, except for gender, where the 
comparator was being female. Results are given to 3 decimal places, unless data were only 
available from a single study that published results to 2 decimal places. 
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Figure 5.2: Forest plot for cardiovascular events of pooled hazard ratio for albumin per g/dL. 
 

 

Figure 5.3: Forest plot for cardiovascular events of pooled hazard ratio for haemoglobin per 
g/dL. 
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Figure 5.4: Forest plot for cardiovascular events of pooled hazard ratio for phosphate per 
mg/dL. 
 

 

Figure 5.5: Forest plot for cardiovascular events of pooled hazard ratio for the urate per mg/dL.  
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5.4. Conclusions 

The systematic review presented in this chapter uses a pre-defined and 

registered protocol and presents the association between routinely collected 

risk factors and CV disease events in individuals with CKD. The results confirm 

that most traditional atherosclerotic related risk factors confer risk in CKD 

populations. These include age, gender, smoking, established CV disease and 

diabetes mellitus, all of which were statistically significant risk factors that are 

incorporated in general population risk prediction models and/or are established 

risk factors. 

Risk factors associated with the non-traditional pathological processes 

described in Chapter 1, such as uraemia-related arteriosclerosis and 

cardiomyopathy were also identified by the systematic review. Of these risk 

factors, albumin, haemoglobin and phosphate were included in at least four 

studies and had a statistically significant pooled hazard ratio for CV events. 

Other non-traditional risk factors had small quantities of evidence and may 

need further investigation. These include risk factors associated with 

cardiomyopathy, such as left ventricular hypertrophy, urate, and those 

associated with both cardiomyopathy and arteriosclerosis including calcium, 

parathyroid hormone and urea nitrogen. 

The results of some risk factors were more difficult to interpret. Systolic and 

diastolic blood pressures were not statistically significant in their association 

with CV events. However, mean arterial pressure was statistically significant in 

the single study in which it was considered. Previous studies, including 

individual participant meta-analysis, have suggested that the relationship of 

blood pressure with mortality and CV events in CKD is non-linear and may be 

due to uremic related myocardial and vascular remodelling (27, 145, 146). The 

limited availability of study-level data, and therefore the opportunity to study 

non-linear relationships of blood pressure to CV events in CKD, makes it 

difficult to draw a firm conclusion. The ‘Blood Pressure Lowering Treatment 

Trialists’ Collaboration’ identified that blood pressure lowering in CKD is 

probably beneficial but was unable to identify a clear target (147). Recent CKD 

subanalysis of SPRINT, a large general population randomised controlled trial 
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in hypertension, suggested a possible reduction of CV events with more 

intensive systolic blood pressure control of <120mmHg versus <140mmHg (HR 

0.81, 95% CI 0.63 to 1.05) (148). In summary, the evidence presented in this 

chapter in relationship to blood pressure is probably insufficient to alter the 

conclusions of IPD and SPRINT based findings. 

Similarly, lipid measurements, including total cholesterol and low density 

lipoprotein cholesterol, did not have a clear relationship. A previous study of 

myocardial infarction events has suggested a weaker association with low 

density lipoprotein cholesterol as CKD advances (149). Similarly, the 

association of body mass index with CV events was unclear. It was not possible 

to assess the risk associated with ethnicity as most studies did not present data 

that could be utilised in models, often because ethnicity was completely, or 

nearly, homogenous. 

Data for eleven risk factors were only included in one study each, of which four 

had statistically significant association with CV disease events. Therefore, 

replication of these findings for peripheral vascular disease, pulmonary 

hypertension, mean arterial pressure and serum urea nitrogen in other CKD 

populations is required. 

Heterogeneity between studies limits the interpretation of the results of the 

meta-analyses presented in this chapter, particularly in the observational 

studies (150-152). Further, poor reporting of individual studies makes 

comparison of results difficult (153, 154). Innumerable evidence exists to 

encourage the avoidance of categorisation of continuous variables, but despite 

this many studies were limited by this weakness (155-157). Further common 

limitations include the lack of pre-registered protocols for analysis, the sole 

reliance on the Cox model, including limited explanation of whether its 

assumptions were met. The use of published values for variables, often only to 

two decimal places, also meant that rounding errors may be been introduced 

into the summation of results in the meta-analyses. This was particularly the 

case where a single unit of change was associated with a small change in risk. 

An example of this is blood pressure where often results were presented for 

change in a single mmHg of blood pressure and rounding a HR to two decimal 
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places such as 1.01 could equate to a true risk of either 1.00500 or 1.01499, or 

a 50% misrepresentation of relative risk. 

The ideal method for selecting and combining studies, particularly between 

observational and randomised controlled trial data, is uncertain. The methods in 

this chapter try to limit this by only including results where at least some 

adjustment for traditional CV risk factors and CKD severity was considered. 

Disappointingly, despite often being published in high ranking kidney journals, 

not all studies adjusted for CKD staging, either via eGFR or proteinuria, which 

has strong evidence for its independent association with CV risk. This attempt 

to reduce heterogeneity may have been at the cost of reduced power, via 

exclusion of some cohort’s results, in the meta-analysis. This approach also 

ensured that the results of the reported risk factors reflect the additional 

prognostic information above already established risk factors. Whilst individual 

patient data meta-analysis is the ‘gold standard’, the additional unpublished 

data from six studies used in the current study may have reduced bias in the 

meta-analysis results. 

Despite the conservative approach taken to study exclusion, heterogeneity was 

substantial (122) for nine risk factors. Two characteristics of the cohorts and 

their analysis may explain this. Firstly, the difference in variable standardisation 

between studies’ models may contribute to heterogeneity. Secondly, cohorts 

varied in the typical stage of CKD, measured through both eGFR and 

proteinuria, represented and this may have further increased heterogeneity. 

The relatively small number of studies identified by the systematic review 

reflects its specific pre-specified inclusion criteria. This specificity relates to the 

outcome inclusion criteria of composite cardiovascular events including CV 

specific mortality but excluding all-cause mortality and renal related events. 

Prominent CKD related studies were identified by the literature review but 

excluded based on the inclusion criteria and/or the nature of the risk factors 

presented. Appendix 5.4 provides further information in relation to these studies 

and their exclusion. 
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5.5. Summary 

This chapter presented the findings from a pre-registered systematic review 

and meta-analysis of CV risk factors in CKD. Its findings suggest that traditional 

general population CV risk factors are also risk factors in CKD. It also suggests 

that the routinely collected risk factors of serum albumin, haemoglobin and 

phosphate should be considered as risk factors for use in CV risk prediction 

models in CKD populations. Whether these risk factors are already included in 

models will be established in the next chapter through an updated systematic 

review of CV risk prediction models in CKD. 

  



138 

Chapter 6  

6. Systematic Review of CV Prediction Models for Patients With 

Chronic Kidney Disease 

This chapter describes an update performed to a systematic review of risk 

prediction models in CKD previously published by Tangri et al in 2012 (73). It 

summarises the previously identified CKD specific models and those newly 

identified by the literature review. General population models used in clinical 

practice and/or recommended by guideline authors for CV disease 

management in the UK, the rest of Europe and North America are also 

identified and summarised. Finally, I describe which models could be externally 

validated in the LCC cohort and the reason why some models could not be 

considered. 

 

I would like to thank the following individuals who performed duplication of the 

literature review for the results presented in this chapter: 

Mr Robert Grant, Dr Jorge Jesus-Silva 

I would also like to thank Mr Keith Nockels for reviewing this chapter’s literature 

review search strategy and providing comments. 

I would like to thank Dr Navdeep Tangri for providing the literature search 

strategy originally used for the systematic review published in 2012 (73). 
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6.1. Introduction 

As was noted in Chapter 1, CV risk prediction models are well established tools 

in the assessment of CV risk in the general population (69-71). Models for use 

with those with CKD are less well incorporated into routine clinical care, despite 

the probable different risk profile in this group of patients. Specific CKD CV 

models have not been integrated into clinical care for many reasons, including 

the methodological limitations of their development and the use of non-routinely 

collected risk factors for CV disease (73). Similarly, in the general population 

there are over 300 CV risk prediction models, many of which have not, at least 

on a large scale, been implemented into routine clinical care (65). 

With this in mind, the aim of this chapter was to update a systematic review 

published in 2012 to identify new CV risk prediction models in CKD developed 

since its publication (73). Given the numerous general population models, it 

also aimed to establish a core group of risk prediction tools that are used in 

clinical practice, because of their recommendation in UK and international 

guidelines in the area. These identified models would then be assessed in 

external validation by the LCC cohort in the subsequent chapters of this thesis.  
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6.2. Methods 

An update to the systematic review of CV risk prediction tools in CKD 

previously published by Tangri et al was performed (73). The lead author was 

contacted and the search strategy was kindly provided to me. The previous 

study had performed a literature review between 1966 and November 2012. 

Therefore, Ovid MEDLINE was searched from the beginning of 2012 to 27th 

April 2017. The literature review search strategy is described in Appendix 6.1. 

The title and abstracts of all studies identified by the literature search were 

assessed. The inclusion criteria were as previous described by Tangri et al, 

‘longitudinal cohort studies involving at least 100 participants with CKD who 

were not treated with dialysis and had not had a kidney transplant at baseline 

and if they had at least one year of follow-up’ (73). Pre-existing CV disease and 

the use of CV prevention medications were not an exclusion criteria in Tangri et 

al’s original literature search (73). Outcomes were CV events including, if 

applicable, acute heart failure events. If tools included a non-CV composite 

outcomes such as CV events and all-cause mortality they were excluded. The 

full text of any abstract meeting the inclusion criteria was then reviewed in full. 

All newly identified models, and the previously identified models, had their 

development cohorts’ core characteristics extracted including size of cohort, 

definition of variables and the number of CV events extracted. The risk 

prediction models had the HRs and/or  coefficients for variables included in 

the model extracted, this included any information about a model’s interaction 

terms. Risk prediction timeframe, survival methods used and baseline survival 

in relation to models were also extracted. The methods for model development 

were recorded as well as the level of data presented as described in Table 3.2 

(107). The metrics used to present results of model fit, discrimination, 

calibration and the type of validation, if performed, were also collated. 

Information in relation to the inclusion and exclusion for both the cohort and, if 

different, the model were also reviewed and extracted. 

Once this information had been collected, assessment was made on the 

likelihood of the LCC cohort data being suitable to perform external validation of 

the identified models. In addition, where level three data, i.e. the values of the  
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co-efficients and the associated baseline survival function, for a study was not 

presented in the paper, the authors of the study were contacted in order to 

obtain further information in relation to the model. All stages of the literature 

review, data extraction and bias assessment were performed by myself and at 

least one other reviewer. 

A review of UK and international CV risk management guidelines was also 

undertaken. The most recent versions of UK, European and North American 

guidelines were reviewed (70-72). Superseded versions of guidelines were not 

reviewed because it would be unlikely that a risk prediction tool would be used 

in routine clinical practice if it was no longer recommended in current 

guidelines. These models again underwent the same process of review as for 

the CKD specific models with development cohort characteristics, model 

descriptors and their eligibility for external validation assessed. 
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6.3. Results 

6.3.1. Literature Review for CKD Models 

Three thousand one hundred and thirty-three abstracts were reviewed. Figure 

6.1 shows the screening process, including the number of publications and risk 

prediction models identified, and reasons for any exclusion. The full-text of 35 

papers was reviewed. Six publications, including seven models, were identified 

(74, 135, 158-161). Therefore, including the publications and models identified 

by Tangri et al, nine publications including 15 models were assessed for 

potential external validation (144, 161, 162). Three models presented CV 

mortality outcomes only (158, 163) and five models included variables, 

including experimental biomarkers, that were not available in the LCC cohort 

(74, 144, 159, 160). Therefore, seven separate CKD-specific models from three 

CKD cohorts were considered for external validation (135, 161, 162). There 

was heterogeneity of exclusion criteria between the three cohorts. Two 

excluded individuals with CV disease at baseline. The Weiner cohort (162) 

excluded individuals 75 years of age or older but the other two cohorts had no 

age-based exclusion criteria. No model specifically excluded individuals who 

were on a specific medications, such as a statin. 

The models’ characteristics are shown in Table 6.1. Similarly to Tangri et al’s 

earlier findings, presentation of models was suboptimal. None of the new 

models presented all core model metrics of discrimination, calibration, model fit, 

reclassification and external validation. Level one data, i.e. the values of the  

co-efficients for the variables in the respective models, were presented in all 

seven models. Four of these models used a baseline hazard function from 

another study, the Framingham Heart Study, and did not specify a re-calibrated 

baseline function for their own model. Variables included in the models are 

shown in Table 6.2. All models included age, gender, smoking, diabetes 

mellitus and hypertension. eGFR was included in one model but proteinuria 

was not included in any model. Variables assessing body habitus such as body 

mass index or waist circumference were not included in any models.
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Figure 6.1: Literature Review and Assessment of CKD Risk Prediction Models.  
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6.3.2. General Population Models 

Based on NICE and international guidelines, four main general population risk 

prediction models were identified for potential external validation. The risk 

prediction models recommended in their current guidelines by The American 

Heart Association combined cohort equation (‘AHA’) (70), The European 

Society of Cardiology (‘SCORE’) (71) and National Institute of Health and 

Clinical Excellence (England and Wales) (‘QRisk2’) were considered for 

external validation (72). Since the latter’s publication of its latest 

recommendation, an update of QRisk2 has been published, QRisk3 (67), and 

therefore, although not included in the guidelines, this was considered for 

assessment too. All general population models produced specific models for 

males and females and these were therefore assessed separately. AHA also 

produced separate models for non-Hispanic black populations, however, 

because the cohort used for assessment only included 14 events from the 123 

black individuals included, these models were not assessed. SCORE only 

assesses the risk of CV related mortality only and therefore this model was not 

considered further. 

Therefore the male and female models for each of QRisk2, QRisk3 and AHA 

were assessed, meaning that six general population models were externally 

validated. All six models presented Level 3 data. Summary of the general 

population models are presented in Tables 6.1 and 6.2. 

The general population cohorts were significantly larger than the CKD cohorts 

both in relation to the cohort size and the number of events during follow-up. All 

three were primary prevention cohorts and included age-based exclusion 

criteria, albeit at different cut-off points. QRisk2 and QRisk3 excluded 

individuals who were already receiving a statin medication. None of the general 

population models included continuous kidney function measurements such as 

eGFR or proteinuria in their model. A binary variable for the presence of CKD 

stages 4 or 5 was included in the QRisk2 model, and extended to include CKD 

stages 3a or 3b for QRisk3. Body mass index, and associated interactions 

terms, were included in the QRisk2 and QRisk3 models, but no body habitus 
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variable was included in AHA. All three general population models included 

interaction terms with age and other variables. 
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Table 6.1: Summary Characteristics of Risk Prediction Models for External Validation. Based on findings of Tangri et al and updated literature review. + - 
median follow-up, * - refers to derivation cohort.  

Name Year 

Cohort Model 

Timeframe 

(years) 

Baseline 

Exclusions 

Variables 

in Model 

Baseline Hazard 

Presented 

Model 

Validation 

Data 

Level n Events 

CKD          

Weiner FH 

(162) 

2007 934 65 5 75 years and older, coronary 

heart disease 

6 Not presented Internal 1 

Weiner CBF 

(162) 

2007 934 65 5 75 years and older, coronary 

heart disease 

6 Not presented Internal 1 

Matushita 

(161) 

2014 940 336 10 CHD, stroke, HF, ethnicities 

other than white or black 

8 Yes, from main 

Framingham paper 

None 1 

Alderson 

(135) 

2015 463 108 3.8+ None 13 Not presented None 1 

General 

Population 

         

AHA (70) 2013 20,338 2,161 10 <40 or >79 years of age, 

nonfatal myocardial 

infarction, stroke, HF, 

percutaneous coronary 

intervention, coronary artery 

bypass surgery, or atrial 

fibrillation 

7 Female 0.9665 

Male 0.9144 

Internal 10x10 

cross-validation 

technique and 

external 

validation 

3 

QRisk2 (69) 2008 1,535,583* 96,709* 10 <35 or >74 years of age, 

cardiovascular disease, 

statin use, no deprivation 

score 

14 Yes Random split by 

practice. 

2 3 ⁄ derivation, 

1 3 ⁄ validation 

3 

QRisk3 (67) 2017 7,889,803 363,565 10 <25 or >84 years of age, 

cardiovascular disease, 

statin use, no deprivation 

score 

20 Yes Random split by 

practice. 

3 4 ⁄ derivation, 

1 4 ⁄ validation 

3 
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Table 6.2: Variables included in identified models. N/A – no individuals with CVD in cohorts. * - separate models with same variables presented for male and 
female cohorts. FH – Framingham model, CBF – ‘Cox Best’ Framingham model, TC – total cholesterol, HDL – high density lipoprotein, BNP – brain natriuretic 
peptide, PTH – parathyroid hormone. 

 

Model Age Gender Smoking CVD DM HTN eGFR Proteinuria TC HDL Other 

Weiner FH (162) ● ●* ● N/A ● ● - - ● ● - 

Weiner CBF (162) ● ●* ● N/A ● ● - - ● ● - 

Matushita (161) ● ● ● N/A ● ● - - ● ● BNP 

Alderson (135) ● ● ● ● ● ● ● - - - 
Serum phosphate, calcium, albumin, 

haemoglobin, PTH 

AHA (70) ● ●* ● N/A ● ● - - ● ● 
Interaction terms include – age*TC, 

age*HDL, age*SBP, age*smoking 

QRisk2 (69) ● ●* ● N/A ● ● - - ● ● 

BMI, family history of CHD, deprivation, 

treated hypertension, rheumatoid arthritis, 

CKD, AF 

QRisk3 (67) ● ●* ● N/A ● ● - - ● ● 

BMI, family history of CHD, deprivation, 

treated hypertension, rheumatoid arthritis, 

CKD, AF, SBP variability, migraine, 

corticosteroid use, systemic lupus 

erythematosus, 2nd generation “atypical” 

antipsychotic use, severe mental illness, 

erectile dysfunction 
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6.4. Conclusions 

In this chapter I have presented results of an updated systematic literature 

review previously performed by Tangri et al. Six CV risk prediction models, from 

three different studies, had been previously identified, but all had significant 

methodological weaknesses and were unlikely to be able to be implemented 

into routine clinical practice (73). The updated findings from this chapter identify 

a further six studies, each presenting one model. Again, the models continued 

to have significant methodological flaws and/or utilised experimental 

biomarkers, meaning that they were unlikely to be usable on a population-wide 

scale as routine clinical prediction aides. In total, seven CKD-specific risk 

prediction models were identified as suitable for external validation by the LCC 

cohort. 

The review of general population guidelines for CV risk management identified 

four risk prediction models, male and female models for AHA and QRisk2 (69, 

70). In addition, during the course of the review a materially significant update 

to QRisk2 was published, QRisk3 (67). While QRisk3 is not included, in the 

current NICE guidelines it was considered eligible as it was identified in a 

‘surveillance report’ for consideration for incorporation into the guideline update 

(164). Four cohorts were assessed but one, SCORE, only assessed CV 

mortality and therefore was not considered further for external validation by 

LCC. Only one CKD specific model, Alderson, included a quantifier of the 

severity CKD, eGFR, in their model. Both QRisk2 and QRisk3 included 

medically coded CKD in their models, but both included it as a binary variable 

with no quantification, either through eGFR or ACR, included. In addition, the 

accuracy of medically coded CKD may be incorrect in up to a quarter of 

individuals, both in relation to false positives and false negatives compared to 

biochemical CKD diagnoses (21). 

The current literature review represents an update from the previous literature 

review and therefore the robustness of the current review relies on Tangri et 

al’s review methods and findings. Again, all searches were duplicated by a 

second individual and comparison of results probably improved the 

reproducibility of the findings. The fact that the updated model of QRisk3 was 
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identified through the literature review was also reassuring in relation to its 

thoroughness. An extended period of overlap of 11 months, between the 

current update starting and the previous literature review ending ensured that it 

would be unlikely that an eligible model was missed between the searches. 

There are some limitations to the current review and these mostly relate to the 

nature of the systematic review as an update as opposed to a new search per 

se. Only one medical literature database, OVID Medline, was searched for the 

purpose of the review. In addition, neither the work by Tangri et al nor this 

update registered pre-defined protocols. For the former, this may relate to the 

fact that prospective registries of systematic reviews such as PROSPERO had 

not been conceived when the review was originally performed (165). Finally, 

performance of different timeframe periods of the review by two different groups 

of researchers may have led to some differences in findings between groups. 

However, the process of literature searches for systematic reviews will always 

have a degree of heterogeneity between them and the methods set out above 

and in the previous chapter have aimed to minimise these issues. 
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6.5. Summary 

The first aim of this chapter was to update the systematic review of CV risk 

prediction models previously published by Tangri et al in 2012 (73). The second 

aim was to identify general population models recommended for use in routine 

clinical practice. The process for the chapter also set out to establish which 

models could be externally validated using the LCC cohort. A total of three CKD 

cohorts described seven CKD specific models (135, 161, 162) and three 

general population cohorts presented a further six models (67, 69, 70). Five out 

of the six cohorts published models for male and female groups within their 

datasets. In the following chapter, the external validity of these risk predictions 

models is further assessed in the LCC cohort.  
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Chapter 7  

7. External Validation of CKD and General Population CV Disease Risk 

Prediction Models 

This chapter performs external validation of CKD and general population 

models identified in the previous chapter using the LCC cohort. Firstly, model 

discrimination is assessed using both complete case and the imputed datasets. 

Secondly, where baseline risk (‘level three’) data were available from previously 

published model calibration was performed. Finally, results for simple re-

calibration of the baseline risk are presented for each model where calibration 

was performed. Due to the number of models identified, detailed results, 

including sensitivity analysis, for the QRisk3 model are presented with summary 

results for the other models. Results are also presented for the whole LCC 

cohort and the ‘cohort specific’ subcohort which would have been included 

under the inclusion criteria of the model’s original development cohort. 

 

The following presentation has been given in relation to this chapter: 

 ‘Heart Attack and Stroke Risk Prediction in Kidney Disease’, Kidney 

Research UK Fellows’ Day 2018 – oral presentation 
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7.1. Introduction 

In order to assess a risk prediction model, ideally prior to clinical 

implementation, it should be assessed in other independent datasets in a 

process referred to as external validation. The proportion of developed models 

undergoing external validation is low in CV risk prediction (65), although there 

are notable exceptions (166). The ‘Transparent Reporting of a Multivariable 

Prediction Model for Individual Prognosis or Diagnosis’ (TRIPOD) statement 

describes a checklist for reporting risk prediction models, including external 

validation and its suggestions are followed in the coming chapter (167). 

 

The LCC cohort was described in detail Chapter 4 and only the details relevant 

to external validation will be repeated in this chapter. Assessment of prediction 

was performed for gender specific models individually and in the Whole Cohort 

and Cohort Specific groups. Therefore specific cohort details will be set out in 

relation to this. The LP, or amount to which individual and population risk varies 

from the baseline risk, is described. Risk is compared between Whole Cohort 

and Cohort Specific groups, where the latter only includes individuals with the 

same inclusion criteria as the original development model. Also, where 

available, risk is compared to the original values of the LP in the development 

cohort. This allows for an overall comparison of risk between the development 

dataset and the LCC cohort. Discrimination of the risk prediction models, for 

both MI dataset results and complete case analysis, is then described and its 

difference to the originally reported C statistic compared. Where level three 

data were available the performance of calibration through OE plots, as 

described in Chapter 3, is then presented. Re-calibration is also performed 

where miscalibration has occurred and the change in baseline risk from 

development to the LCC cohort is described. 
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7.2. Methods 

As previously described in section 3.6, models were assessed for external 

validation if similar CV outcomes and variables were available in the LCC 

cohort, i.e. for outcomes acute coronary syndrome and cerebrovascular 

disease events. As previous described in Table 3.2, the ‘level’ of data in the 

original model dictated the level of external validation that could be performed. 

Level one information refers to where only regression coefficients are available 

and level two where regression coefficients, risk groups and associated Kaplan-

Meier plots are presented for the model. Level three information, which allows 

full assessment of both the discrimination and calibration of the model to take 

place, is only possible where level two data and the baseline hazard or survival 

function are available for the model (107). 

Multiple imputation of missing values of variables in models was performed as 

previously described. Imputed values were then used to calculate predicted risk 

before assessment of models was performed. The mean of C across the 

imputed datasets was used to assess general discrimination for all models. 

Calibration was assessed where level 3 data was presented by calculating the 

expected versus observed event ratio and using OE plots. The mean values 

across imputed datasets were again used for these metrics. All risk calculation 

was based on the full baseline risk reported for a model. In some cases this 

was described to up to 15 decimal places in the original publication but for 

simplicity in the thesis four decimal places are given. 

All assessments were made using every individual in the cohort (‘Whole 

Cohort’) of LCC and the subgroup of LCC that matched the inclusion and 

exclusion criteria of the model (‘Cohort Specific’) characteristics and outcomes 

of the cohort used in the risk prediction model’s development. For example, if a 

risk prediction model had been developed for primary prevention of CV disease 

then only individuals without a history of CV disease were included in the cohort 

specific model assessment. Equally, if use of a medication, such as a statin, 

was an exclusion criteria in the risk prediction model’s development cohort then 

it was also an exclusion criteria in the Cohort Specific group. 
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This approach of using a separate Cohort Specific group to test the models 

allowed the population with CKD similar to the original development cohorts 

group to be tested and validated. However, by also testing the Whole Cohort 

group it also allowed general testing of the validity of the models in all CKD, 

regardless of pre-existing co-morbidities, age and medication use. 

As previously described, the variables collected for the LCC were selected 

based on their inclusion in general population risk prediction models, including 

QRisk2 (69). QRisk3 was published after data had been collected for the LCC 

cohort and it was not possible to retrospectively collect some new variables 

included in QRisk3 that had not been previously included in QRisk3 (67). 

Eight new variables are included in the QRisk3 risk prediction model. One of 

these is a continuous variable, systolic blood pressure variability based on its 

standard deviation, and this data was available in the LCC cohort. Two 

categorical variables, an expanded definition of CKD to include stages 3a and 

3b, and the use of corticosteroid medications, were also available in the LCC 

cohort and therefore could be included in the assessment. The remaining six 

categorical variables, migraine, systemic lupus erythematosus, atypical anti-

psychotic use, severe mental illness and erectile dysfunction, were not 

available in the LCC cohort. Their prevalence in the QRisk3 cohort varied from 

approximately 6% for severe mental illness to less than 0.1% for systemic lupus 

erythematosus. For the external validation assessment of QRisk3, it was 

assumed that no individual in the cohort had any of these 

conditions/medications. 
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7.3. Results 

7.3.1. Summary of LCC Cohort 

The LCC cohort is described in detail in Chapter 4, but as suggested by the 

TRIPOD statement, the cohort’s descriptors relevant to external validation are 

briefly re-described. 

Forty-four GP practices participated in the LCC cohort representing 277,248 

registered adults. Individuals with a medical history at baseline of a kidney 

transplant or dialysis were excluded. 17,248 individuals (6.2%) had two or more 

EPI eGFRs <60 ml/min/1.73m2 >90 days apart and were included in the cohort. 

10,353 (60.0%) individuals were female, mean age was 77.4 years (SD10.0), 

12,560 (72.8%) were of white ethnicity, 11,410 (66.2%) had no known history of 

CV disease at baseline. 12,362 (71.7%) individuals has CKD stage 3a (EPI 

eGFR 45-59 ml/min/1.73m2) and 5,846 (33.9%) ACR stage A1 

(ACR<3mg/mmol). 5,592 (32.4%) of the cohort had diabetes mellitus and 

15,674 (90.9%) hypertension. Follow-up commenced on 1st November 2011 

and finished on 1st November 2016. During a median follow-up of 5.0 (IQR 3.3 

to 5.0) years 2,072 (12.0%) CV events occurred. 
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7.3.2. Description of Risk Prediction 

The mean values for predicted risk and the LP were calculated for the models 

with Level 3 information. LP were calculated for all model using the imputed 

datasets and on a complete case analysis. Table 7.1 describes these results for 

five year predicted risk. Compared to published data available for QRisk2, 

QRisk3 and AHA, both LCC Whole Cohort and Cohort Specific groups had 

substantially higher predicted mean risk than the original models. For instance, 

the absolute difference in mean predicted risk between QRisk2 Female 

development and LCC was 13.7% (95% CI 13.2 to 14.1, p<0.001). No 

comparative published data was available for QRisk3. Mean LP for the whole 

cohort group was higher in LCC Whole Cohort than in Cohort Specific groups 

for all models. For example, the  co-efficient 0.309 (95% CI 0.296 to 0.322, 

p<0.001) higher in the Whole Cohort compared to the Cohort Specific group. 

This was also reflected in mean predicted risk being higher in Whole Cohort 

groups compared to Cohort Specific groups. 
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Table 7.1: Summary Mean Predicted 5 Year Risk and LP values for CKD and General Population CV prediction models for Whole Cohort and Cohort Specific 
cohorts. *Figures based on mean predicted risk from external validation by Collins and Altman (166).  

Model 

Development Whole Cohort Cohort Specific 

5 Year 

Predicted Risk 

95%CI 5 Year 

Predicted Risk 

95% CI Mean 

LP 

95% CI 5 Year 

Predicted Risk 

95% CI Mean 

LP 

95% CI 

QRisk3 

Female 

- - 0.1969 0.1948 to 

0.1990 

3.533 3.520 to 

3.546 

0.1522 0.1484 to 

0.1559 

3.224 3.193 to 

3.255 

QRisk3 

Male 

- - 0.2392 0.2367 to 

0.2417 

3.083 3.070 to 

3.096 

0.2101 0.2047 to 

0.2155 

2.914 2.879 to 

2.950 

QRisk2 

Female 

0.0311* 0.0301 to 

0.0321* 

0.2268 0.2238 to 

0.2298 

3.717 3.701 to 

3.733 

0.1676 0.1630 to 

0.1723 

3.357 3.321 to 

3.392 

QRisk2 

Male 

0.0471* 0.0444 to 

0.0497* 

0.2542 0.2513 to 

0.2571 

3.203 3.188 to 

3.218 

0.2144 0.2084 to 

0.2205 

2.971 2.230 to 

3.012 

AHA 

Female 

0.0168 - 0.2796 0.2752 to 

0.2840 

2.603 2.580 to 

2.627 

0.1237 0.1204 to 

0.1270 

1.765 1.731 to 

1.799 

AHA 

Male 

0.0428 - 0.2383 0.2350 to 

0.2417 

1.631 1.611 to 

1.651 

0.1624 0.1580 to 

0.1669 

1.220 1.184 to 

1.255 
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7.3.3. Discrimination 

Overall discrimination for imputed and complete case analysis for the identified 

CKD and general population models is shown in Table 7.2. In general, all 

models had worse discrimination in the current cohort than in their original 

development models. 

The Matsushita Framingham based model had the best discrimination of the 

CKD based models. However, overall CKD based models performed worse 

than general population models both in the current Whole Cohort and Cohort 

Specific group. Results were similar for complete case analysis. 

In relation to the female general population models, the QRisk3 Female model 

had the best discrimination. For male population models, the AHA model had 

the highest c-statistic but it was not significantly different to the other male 

general population models. Therefore, the QRisk3 Female and QRisk3 Male 

models were selected for sensitivity analysis of their discrimination and for 

assessment of calibration. Table 7.3 shows the results of the sensitivity analysis 

for discrimination for QRisk3. Generally, model discrimination performed better 

in lower age groups, with the caveat of smaller sizes limiting their interpretation. 

All models had better discrimination in the female cohort compared to the male 

cohort. Discrimination was similar for the separate outcomes of myocardial 

infarction only, stroke only, death only and the composite outcome of either a 

cardiovascular event or death. 
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Table 7.2: Summary C-statistics for MI and Complete Case Results for CKD and General Population CV prediction models. C-statistics and 95% CI 

presented are the mean of c-statistic results for each imputed cycle. C – Harrell’s concordance statistic, CI – confidence interval. 

 

 

 

 

Model Original Performance 
MI Results Complete Case Results 

Whole Cohort Cohort Specific Whole Cohort Cohort Specific 
 

C 95% CI C 95% CI C 95% CI C 95% CI C 95% CI 

CKD 
      

    

Alderson 0.873 0.825 to 0.921 0.652 0.641 to 0.664 n/a n/a 0.587 0.575 to 0.600 n/a n/a 

Weiner Female Framingham 0.77 not reported 0.553 0.537 to 0.569 0.549 0.531 to 0.568 0.563 0.545 to 0.580 0.567 0.535 to 0.598 

Weiner Male Framingham 0.62 not reported 0.569 0.554 to 0.585 0.577 0.556 to 0.599 0.586 0.567 to 0.605 0.606 0.570 to 0.641 

Weiner Female Best Cox 0.82 not reported 0.542 0.525 to 0.559 0.542 0.523 to 0.562 0.540 0.522 to 0.558 0.549 0.517 to 0.582 

Weiner Male Best Cox 0.72 not reported 0.564 0.546 to 0.583 0.560 0.533 to 0.586 0.560 0.540 to 0.579 0.557 0.520 to 0.593 

Matsushita Female Framingham 0.679 not reported 0.601 0.585 to 0.617 0.610 0.586 to 0.633 0.570 0.581 to 0.614 0.611 0.586 to 0.636 

Matsushita Male Framingham 0.679 not reported 0.591 0.572 to 0.610 0.645 0.613 to 0.677 0.588 0.569 to 0.607 0.640 0.606 to 0.674 
 

          

General Population           

QRisk3 Female 0.880 0.879 to 0.882 0.666 0.651 to 0.681 0.684 0.647 to 0.720 0.625 0.606 to 0.644 0.637 0.574 to 0.699 

QRisk3 Male 0.858 0.857 to 0.860 0.618 0.599 to 0.637 0.628 0.573 to 0.683 0.676 0.660 to 0.691 0.680 0.639 to 0.720 

QRisk2 Female 0.817 0.814 to 0.820 0.656 0.641 to 0.671 0.670 0.633 to 0.707 0.608 0.582 to 0.634 0.640 0.542 to 0.739 

QRisk2 Male 0.792 0.789 to 0.794 0.625 0.606 to 0.643 0.634 0.579 to 0.688 0.664 0.644 to 0.683 0.695 0.643 to 0.747 

AHA Female 0.806 not reported 0.665 0.650 to 0.680 0.645 0.607 to 0.684 0.616 0.597 to 0.635 0.663 0.611 to 0.714 

AHA Male 0.746 not reported 0.621 0.603 to 0.639 0.667 0.617 to 0.717 0.665 0.650 to 0.680 0.645 0.607 to 0.684 
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Table 7.3: Sensitivity Analysis for C-Statistics for QRisk3 Models. C and 95% CI presented are the mean of C results for each imputed cycle. *change in C 
based on recalculated risk of models with the addition of log transformed eGFR and ACR as additional continuous predictor variables. C – Harrell’s 
concordance statistic, CI – confidence interval. 

 QRisk3 Female QRisk3 Male 
 

Whole Cohort Cohort Specific Whole Cohort Cohort Specific 

 C 95% CI C 95% CI C 95% CI C 95% CI 

All CVD events 0.684 0.647 to 0.720 0.666 0.651 to 0.681 0.628 0.573 to 0.683 0.618 0.599 to 0.637 
  

 
  

    

Age Group 
 

 
  

    

<59 0.712 0.583 to 0.840 0.792 0.586 to 0.998 0.591 0.476 to 0.705 0.571 0.269 to 0.873 

60-69 0.696 0.625 to 0.767 0.578 0.373 to 0.783 0.591 0.529 to 0.652 0.455 0.306 to 0.605 

70-79 0.581 0.550 to 0.613 0.559 0.483 to 0.635 0.602 0.571 to 0.634 0.589 0.495 to 0.684 

80+ 0.580 0.560 to 0.601 0.566 0.505 to 0.627 0.554 0.526 to 0.582 0.568 0.486 to 0.651 
 

        

Outcomes         

Myocardial Infarction Only 0.666 0.643 to 0.690 0.668 0.603 to 0.734 0.611 0.584 to 0.638 0.562 0.462 to 0.661 

Stroke Only 0.668 0.650 to 0.685 0.688 0.646 to 0.730 0.621 0.597 to 0.646 0.672 0.604 to 0.741 

Death Only 0.701 0.691 to 0.710 0.675 0.651 to 0.699 0.655 0.643 to 0.666 0.651 0.617 to 0.685 

Myocardial infarction, Stroke & Death 0.687 0.678 to 0.696 0.677 0.656 to 0.698 0.64 0.629 to 0.651 0.642 0.611 to 0.674 
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7.3.4. Calibration 

7.3.4.1. QRisk3 Female 

For the current analysis the calibration of the QRisk3 Female model was initially 

assessed, based on its good performance in relation to discrimination, the 

contemporary nature of its development in relation to other models and its 

development in a UK primary care population (67). Calibration was assessed 

using the originally published 10-year CV event survival estimate for the QRisk3 

Female of 0.9889 (67). To initially estimate five year risk, baseline risk was 

halved to produce a new survival estimate of 0.9944. Calibration for this initial 

model, as shown in Figure 7.1, substantially overestimated the risk of a 

cardiovascular event for both Whole Cohort and Cohort Specific groups. 

The baseline survival value was calculated from the mean of the survival re-

estimates at 5 years for each imputed dataset. Each re-estimate of survival was 

based on the Cox model results using the off-set beta-coefficient for the 

imputed dataset. For Whole Cohort the five year survival estimate was 0.9960, 

or a 28.6% increase. The Cohort Specific had a re-calibrated baseline risk of 

0.9969, representing a 44.6% increase in the baseline survival estimate. These 

re-estimated baseline risks, as shown in Figure 7.2, led to improved calibration 

for each decile for both Whole Cohort and Cohort Specific groups for QRisk3 

Female. 
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Figure 7.1: Calibration plot for Female QRisk3 for a cardiovascular event for Whole Cohort 
(top) and Cohort Specific (bottom). Groups split in to deciles and risk based on original baseline 
risk as published in QRisk3.  
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Figure 7.2: Calibration plot for recalibrated Female QRisk3 risk equation for a cardiovascular 
event for Whole Cohort (top) and Cohort Specific (bottom). Baseline 5 year risk for Whole 
Cohort=0.99602109, Baseline 5 year risk for Cohort Specific=0.9968673. Groups split in to 
deciles.  
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7.3.4.2. Other Models 

Calibration for the other models, QRisk3 Male, QRisk2 Female, QRisk2 Male, 

AHA Female and AHA Male, was also performed and the results are shown in 

Figures 7.3 to 7.7 inclusive. Similar methods were used to adjust the baseline 

risk for five year prediction. All models again showed similar over prediction of 

risk based on their individual original baseline risk estimations. All models had 

improvement in prediction when they were recalibrated. For the latter, some 

models continued to display overestimation of risk in higher risk deciles. 

       

Figure 7.3: Calibration plots for QRisk3 Male for Whole Cohort (left column) and Cohort 
Specific (right column). Top row – original risk prediction model, bottom row – re-calibrated risk 
prediction model.  
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Figure 7.4: Calibration plots for QRisk2 Female for Whole Cohort (left column) and Cohort 
Specific (right column). Top row – original risk prediction model, bottom row – re-calibrated risk 
prediction model.  
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Figure 7.5: Calibration plots for QRisk2 Male for Whole Cohort (left column) and Cohort 
Specific (right column). Top row – original risk prediction model, bottom row – re-calibrated risk 
prediction model.  
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Figure 7.6: Calibration plots for AHA Female Whole Cohort (left column) and Cohort Specific 
(right column). Top row – original risk prediction model, bottom row – re-calibrated risk 
prediction model.  
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Figure 7.7: Calibration plots for AHA Male for Whole Cohort (left column) and Cohort Specific 
(right column). Top row – original risk prediction model, bottom row – re-calibrated risk 
prediction model. 
  



169 

7.4. Conclusions 

Despite the plethora of CV risk prediction models external validation is rarely 

performed (65). Results of this process for CKD specific and general population 

models in the LCC cohort are presented in this chapter. The vast majority of 

models were split by gender. Whilst the Whole Cohort for male and female 

groups remained large with more than five hundred events each, the Cohort 

Specific groups were smaller, reflecting the exclusion of individuals with many 

of the co-morbidities associated with CKD. However, the groups probably 

remained adequate in size to allow for appropriate external validation of these 

identified models (119). 

Predicted risk was probably higher, based on the mean LP values, in the LCC 

cohort compared to the development models’ cohorts. However, the limited 

presentation of this information in models meant this could not be tested for all 

of them. This is likely to reflect a more co-morbid population in the LCC cohort 

compared to general population groups. 

Discrimination was worse, as suggested by a lower value of C, in the LCC 

cohort than in the original development cohorts. This is a common finding in 

external validation and does not necessarily invalidate the use of the risk 

prediction model in clinical care (168). No CKD specific model substantially 

outperformed the general population models. Again, this may reflect that the 

CKD-specific models were developed in secondary care CKD groups and not in 

primary care as the LCC cohort was. All models had better discrimination in 

women than in men in the LCC cohort. This finding was consistent with the 

original development models. This general finding may be explained by a 

number of differences in CV disease pathophysiology in men compared to 

women. As an example, pre-menopausal women are at low risk of CV events 

(169), suggesting that all these women would have low predicted risk and 

actual events. This would likely lead to a substantial increase in the number of 

correct rankings, ‘E’ in equation 3.5, thus increasing the value of the C-statistic. 

This broad menopausal ‘cut-off’ for CV risk is not present in men and so the 

effect on increasing the C-statistic is less pronounced. These findings justifies 
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the development and validation of separate CV risk prediction models for the 

different genders. 

As general population models showed equal or superior performance to CKD-

specific models, calibration was assessed in detail in the former. Although LP 

suggested mean predicted risk was probably higher than the general 

population, calibration indicated that this reflected an overprediction of 

observed risk. This re-calibration saw a 28.6% increase in baseline risk for the 

whole cohort and 44.6% for the Cohort Specific group. The reasons for this 

change will be analysed, explored and discussed in the next chapter. 

Overall, re-calibrated models showed improved graphical calibration despite 

ongoing sub-optimal discrimination compared to the original models. This 

probably suggested that although calibration was improved overall by 

adjustment of the baseline risk there continued to be ongoing sub-optimal 

calibration. This was most evident in the highest risk groups, where many of the 

95% confidence intervals for the highest three deciles did not all cross the 45° 

line. This suggested mis-calibration was ongoing even after the adjustment of 

the five year baseline risk.  
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7.5. Summary 

This chapter presents results of the external validation of risk prediction models 

identified in Chapter 6 in a CKD population, the LCC cohort. It assesses both 

models developed in CKD and general populations. The external validation 

assesses overall model performance through assessment of LP, discrimination 

and calibration. Analysis was performed using both complete case analysis and 

in the MI datasets. In addition, the models’ performance in the whole LCC 

cohort, Whole Cohort, and in a population, Cohort Specific, matched to the 

original development datasets inclusion and exclusions criteria was assessed. 

Generally, predicted risk was higher in the Whole Cohort groups than in the 

Cohort Specific subgroups. Discrimination was worse in the LCC cohort than in 

the development cohorts. No CKD specific model substantially outperformed 

the general population models assessed. General population models, with 

particular emphasis on QRisk3 Female, were calibrated using OE plots. 

Overall, risk was overpredicted by the tested models. This was more the case 

in the Cohort Specific than in the Whole Cohort group. Re-calibration of the 

baseline risk was able to adequately adjust the predicted risk to improve 

calibration, except for in some of the models highest predicted risk deciles. 

Mean change in baseline risk for QRisk3 Female was 28.6% for the Whole 

Cohort and 44.6% for the Cohort Specific subgroup. 

As previously suggested, the LCC cohort probably represents a higher risk 

prediction group than the general population. However, this predicted risk 

probably is an overestimation of reality. The potential reasons for this are 

investigated in the next chapter. 
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Chapter 8  

8. Risk Prediction Model Adjustment 

This chapter identifies and investigates the hypotheses regarding why CV risk 

prediction models may have performed less well in the LCC cohort compared to 

their original development cohorts. Firstly, I analysed whether assumptions of 

the current models were met, and if not, what could be done to adjust models 

for these issues. Secondly, the effect of outliers within the dataset is explored. 

Thirdly, I investigated whether differences between the cohorts may account for 

the differences. In the penultimate section I considered alterations to the 

models, based on some of the evidence base established in earlier chapters. 

Finally, I considered alternative approaches including adjustments to the Cox 

model. All results are again presented in full detail for the QRisk3 Female and 

QRisk3 Male models. 
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8.1. Introduction 

Chapter 7 described the external validation of CV risk prediction models in the 

LCC cohort and showed the performance, measured through discrimination and 

calibration, was suboptimal in a CKD population. This chapter will explore the 

possible reason for these results, with a focus on the dataset and the models 

tested including their assumptions and limitations.  

Firstly, I discuss the limitations of the data, as initially described in Chapter 4, 

and expand to include new issues raised by the external validation analysis. 

These limitations were noted in Chapter 4, particularly in relation to the routinely 

collected nature of the data and the limitations of how the CV outcomes were 

identified in relation to the linked secondary care sources. This will lead to 

exploration of the role of baseline risk calculations and re-calculations, as well 

as assessment of outliers in the dataset and their influence. Subsequently, this 

will lead to an analysis of the assumptions of the Cox model including its two 

main tenets, proportional hazards and non-informative censoring. If there is 

evidence for violation then the whole risk prediction model(s) may be invalid. 

I then consider eGFR, ACR (74) and the variables identified in Chapter 5 as 

predictors of risk in the LCC cohort. Initially, their association with risk is tested 

in unadjusted analysis, then in adjusted analysis, before they were finally added 

to the risk prediction models. Their influence on risk prediction, through 

changes in discrimination and calibration, is assessed and then discussed. 

Subsequently, I investigate the assumptions of the conversion of baseline risk 

from a 10 to five year risk prediction timeframe. This is followed by assessment 

of other outcomes, including the role of ‘competing risk’. 

The models identified so far have considered the risk of CV events in isolation.  

Therefore they assess the risk of a CV event given that there is no risk of other 

events, such as death, that would terminate follow-up and prevent a CV event 

occurring. This simplification is likely to have an effect on any population but 

particularly those with a high risk of death in the follow-up period, such as in 

LCC. Finally alternatives outcomes, including competing risk, for the risk 

prediction model are assessed. The difference in the CKD population compared 

to the general population in relation to both increased CV and all-cause 
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mortality may account for some of this phenomenon and this will be 

investigated. The simplest adjustment of outcomes through prediction of a 

composite endpoint of CV events and mortality is first considered. Competing 

risk of death and its effect on CV event risk is also analysed. How and what 

effect it might have is addressed and alternative available approaches are then 

considered. 

As no CKD cohort risk prediction model substantially outperformed general 

population tools in relation to discrimination and no baseline risks were 

reported, the CKD models were not considered further in this chapter. The 

results are therefore for the general population models, with a particular focus 

on the models most relevant to UK primary care, QRisk3 Female and QRisk3 

Male. 
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8.2. Model Assumptions 

All the models identified and tested used the Cox model to develop their 

respective risk prediction tools. As discussed in more detail in Chapter 2, the 

two main assumptions of this type of model are proportional hazards across 

time and non-informative censoring of individuals. In addition, the major 

assumption of the previous chapter for predicting risk was the estimation of the 

baseline risk for five year risk prediction. Each of these issues will be explored 

in turn. 

 

8.2.1. Proportional Hazards 

The proportional hazards assumption was tested using the methods described 

in Chapter 2. Results for all of the non-graphical tests described in this section 

are shown in Table 8.1. The ‘link test’ was used across the six models to screen 

models for violation of the proportional hazards assumption. The mean values 

for the coefficients for hat2 across the imputed datasets for both the Whole 

Cohort and Cohort Specific groups were calculated. The coefficient values for 

QRisk3 Female suggested a possible difference from zero in the Whole Cohort 

(hat2 co-efficient -0.297, 95% CI -0.456 to -0.138, p<0.001) but probably not in 

the Cohort Specific subgroup (hat2 co-efficient -0.327, 95% CI -0.650 to -0.005, 

p=0.047). The group who would have been excluded from the original 

development model, i.e. Whole Cohort with the Cohort Specific individuals 

excluded, had evidence of violation (hat2 co-efficient -0.309, 95% CI -0.531 to -

0.086, p=0.007). The related model, QRisk2 Female, also showed some 

potential evidence of divergence from proportional hazards (hat2 co-efficient -

0.201, 95% CI -0.326 to -0.076, p=0.002). QRisk3 Male, and the other models, 

showed no such evidence of such an effect. 

  



176 

8.2.1.1. Statistical Assessments 

Time varying interactions were tested for all models using the model’s beta-

coefficient interacting with time and log(time). There was limited evidence for 

interaction with log(time) in QRisk3 Female (p=0.030), which may have been 

accounted for due to multiple testing as Bonferroni adjusted p-values were non-

significant. The strongest evidence of an interaction was in AHA Male (time 

0.111, 95% CI 0.044 to 0.179, p=0.001 and for log(time) 0.114, 95% 0.035 to 

0.192, p=0.004). As there was evidence for potential violation of proportional 

hazards in both hat2 and in time interactions for QRisk3 Female, this model was 

selected for further investigation into this possible breach. 
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Table 8.1: Results of Tests of Proportional Hazard Assumptions for Whole Cohort for all Risk Prediction Models. F –female, M- male. 

Model hat2 

Coefficient 

95% CI p-value Time 

Interaction 

95% CI p-value Ln(Time) 

Interaction 

95% CI p-value 

QRisk3 F -0.297 -0.456 to -0.138 <0.001 0.029 -0.023 to 0.081 0.277 0.079 0.008 to 0.150 0.030 

QRisk3 M -0.162 -0.431 to 0.108 0.241 0.053 -0.043 to 0.148  0.280 0.079 -0.039 to 0.198 0.188 

QRisk2 F -0.201 -0.326 to -0.076 0.002 0.015 -0.038 to 0.069 0.542 0.053 -0.016 to 0.123 0.130 

QRisk2 M -0.061 -0.276 to 0.155 0.581 0.097 0.009 to 0.185 0.031 0.127 0.021 to 0.232 0.018 

AHA F -0.312 -0.879 to 0.256 0.282 -0.011 -0.049 to 0.027 0.568 0.011 -0.039 to 0.062 0.669 

AHA M 0.019 -0.203 to 0.240 0.869 0.111 0.044 to 0.179 0.001 0.114 0.035 to 0.192 0.004 
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8.2.1.2. Graphical Assessment 

For the graphical assessments, I visually assessed the plots in all imputed 

datasets. For the purposes of brevity, results are presented for one dataset 

only. A different dataset from separate imputations is presented for each type of 

graphical assessment to demonstrate that results were not dependent on 

choice of the imputed dataset. 

Schoenfeld residuals were then calculated and plotted against time for QRisk3 

Female. These graphs were then visually inspected and evidence for non-zero 

slope gradient was tested. There was no evidence of deviation from the 

proportional hazards assumption using this method. An example plot of the 

residuals for each model using dataset eight in shown in Figure 8.1. The Chi2 

for the global test of proportional hazards were not significant for all models. 

Log-log plots of survival were then made for each model and each imputed 

dataset. In QRisk3 Female, when follow-up time was less than log(-2) years 

(equivalent to less than two months) there was some evidence of violation 

proportional hazards, but data were sparse. When follow-up time increased 

beyond log(-2) years, there was no visual evidence of divergence from 

proportional hazards. Figure 8.2 shows these plots for QRisk3 Female using 

imputed dataset four as an example and different groups based on predicted 

risk. There was no significant difference in results between different datasets 

and using difference numbers of categories for risk. 

Kaplan Meier observed survival was then plotted with the Cox model’s 

predicted survival. Again, there was no visual evidence of major deviation from 

the proportional hazards assumption using this method, even with varying 

number of risk groups. In the highest risk group, lowest groups in the plots, 

there was perhaps some minor deviation from predicted hazard between two 

and four years of follow-up. Example plots for QRisk3 Female using dataset five 

are shown in Figure 8.3. 
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Figure 8.1: Schoenfeld Residuals plotted against Time for the Whole Cohort for all Risk 
Prediction Models using imputed Dataset 8 except AHA Male where only five datasets were 
impute and Dataset 5 is plotted. Note difference in y-axis scales. 
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 5  

   

Figure 8.2: Log-log Plots of Survival for QRisk3 Female using different numbers of quantiles 
and Dataset 4 as an Example. Note difference in y-axis scales.  
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Figure 8.3: Graphs of Kaplan-Meier observed survival versus Cox Survival Functions for 
QRisk3 Female using different size quantiles Model using Imputed Dataset Five as an example. 
Note difference in y-axis scales.  
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8.2.2. Non-informative Censoring 

Non-informative censoring of individuals in the LCC cohort would occur if 

individuals who were censored during follow-up were equally as likely to have 

experienced an event in the unobserved follow-up period as those who 

remained in the study. There are a number of potential reasons why an 

individual may have been censored prior to the end of the study, including 

death and moving away from the GP practice the individual was registered at to 

another practice that was not within the study. Assessment of non-informative 

censoring would require data beyond the censoring date of an individual, 

meaning that they would no longer be censored at that date. Therefore 

investigation of the non-informative censoring assumption is difficult. The 

literature in relation to formally assessing these assumptions is sparse and 

mainly focuses on clinical trial settings where ‘progression free survival’ of 

cancer is considered and may not have occurred at the exact time of the 

study’s follow-up visit (170-172). 

Formal assessment of methods to assess the non-informative censoring 

assumption are difficult to apply when a model has already been specified, 

such as in the case of external validation. However, it is possible to assess how 

many individuals could potentially be affected by this phenomenon and to 

categorise the potential reasons for censoring. In addition, the predicted risk of 

these individual with early censoring can be assessed to see if they differ from 

individuals censored at the end of the study. 

More individuals were censored because they had died than because they had 

left the practice in both QRisk3 Female Whole Cohort (absolute difference 

14.0%, 95% CI 13.0% to 15.0%, p<0.001) and Cohort Specific (absolute 

difference 5.7%, 95% CI 3.9% to 7.5%, p<0.001). In general terms, individuals 

who were censored because of death were likely to be more similar in predicted 

risk and age to those who were not censored, i.e. experienced a CV event 

during follow-up. Likewise, there were similarities in relation to these two 

variables when those who were censored at the end of the study were 

compared with those censored because they deregistered from the practice. 

Similar findings were found for QRisk3 Male for all the same groups of 
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censoring and for mean  co-efficient values and age. Table 8.2 details these 

results. 

Therefore, if individuals censored because they died are older and at higher 

predicted risk than those censored for other reasons then it suggests that the 

assumption of non-informative censoring in the Cox model, used to develop the 

risk prediction models, has been violated.



184 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 8.2: Difference in Censored Individuals for QRisk3 Female for Predicted Risk () and Age by Reason for Censoring. ‘Difference’ uses those censored 
at the end of the study as the reference category. Means refer to mean values across all imputed datasets. Non-censored refers to individuals experiencing a 
CV event.

Censoring n (%) Mean  (95% CI) Difference 

in  

p-value for 

Difference 

Mean Age Linear Regression 

Co-efficient 

p-value for 

Co-efficient 

QRisk3 Female        

Whole Cohort        

End of study 5,714 (56.7%) 3.35 (3.33 to 3.36) - - 75.0 (74.7 to 75.2) - - 

Death before CV Event 2,301 (22.9%) 3.88 (3.86 to 3.91) 0.54 <0.001 83.7 (83.4 to 84.1) 8.78 <0.001 

Deregistered from practice 895 (8.9%) 3.52 (3.48 to 3.57) 0.18 <0.001 77.8 (77.1 to 78.4) 2.73 <0.001 

Non-censored 1,161 (11.5%) 3.80 (3.77 to 3.83) 0.46 <0.001 81.8 (81.4 to 82.3) 6.87 <0.001 

Cohort Specific        

End of study 1,688 (67.5%) 3.07 (3.04 to 3.11) - - 71.9 (71.4 to 72.4) - - 

Death before CV Event 385 (15.4%) 3.55 (3.48 to 3.61) 0.47 <0.001 78.1 (77.3 to 78.8) 6.26 <0.001 

Deregistered from practice 242 (9.7%) 3.16 (3.07 to 3.26) 0.09 0.065 72.7 (71.3 to 74.1) 0.69 0.278 

Non-censored 186 (7.4) 3.56 (3.48 to 3.63) 0.48 <0.001 78.3 (77.4 to 79.2) 6.39 <0.001 

        

QRisk3 Male        

Whole Cohort        

End of study 3,596 (53.8%) 2.93 (2.91 to 2.95) - - 73.4 (73.1 to 73.7) - - 

Death before CV Event 1,723 (25.8%) 3.30 (3.28 to 3.32) 0.37 <0.001 81.5 (81.1 to 81.9) 8.08 <0.001 

Deregistered from practice 508 (7.6%) 3.05 (3.00 to 3.11) 0.12 <0.001 75.5 (74.6 to 76.3) 1.89 <0.001 

Non-censored 863 (12.9%) 3.23 (3.20 to 3.26) 0.29 <0.001 78.7 (78.2 to 79.4) 5.37 <0.001 

Cohort Specific        

End of study 882 (64.7%) 2.78 (2.74 to 2.83) - - 71.4 (70.8 to 72.1) - - 

Death before CV Event 246 (18.0%) 3.14 (3.09 to 3.19) 0.36 <0.001 78.3 (77.4 to 79.2) 6.83 <0.001 

Deregistered from practice 136 (10.0%) 2.84 (2.71 to 2.96) 0.05 0.378 71.8 (69.7 to 73.9) -0.03 0.974 

Non-censored 100 (7.3%) 3.09 (2.98 to 3.20) 0.31 <0.001 76.7 (75.0 to 78.5) 5.33 <0.001 
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8.3. Baseline Risk Re-estimation 

For the purposes of the estimation of risk over a five year period the 10 year 

baseline hazard was adjusted as set out in Section 7.2.5. The initial assumption 

when assessing calibration was that the change in risk was directly proportional 

to the amount of time i.e. that the risk for five years was exactly half of that of 

the risk for 10 years. This section performs sensitivity analysis for this 

assumption. 

Firstly, an exponential method is used, as set out in equations 8.1, 8.2 and 8.3 

below. Secondly, the role of event identification is consider and its potential 

influence on baseline risk. This includes an estimation of the proportion of 

events identified in data sources not linked to LCC that would be required in 

order for the models to be well calibrated. This part of the analysis utilises the 

data previously presented by Herrett et al (81). 

 

8.3.1. Exponential Method for Re-estimation 

Instead of a simple halving of risk, using an exponential calculation of risk is 

based on: 

 

𝑅0(𝑥1) = 𝑅0(𝑥2)𝑥1/𝑥2    (8.1) 

 

Where R0 is the baseline risk, x1 is the new time period for risk calculation and 

x2 is the old time period. For this sensitivity analysis where risk is change from 

10 to five years this equates to: 

 

𝑅0(5) = 𝑅0(10)5/10     (8.2) 

 

 

Or more simply: 
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𝑅5(𝑥1) = √𝑅10(𝑥2)2      (8.3) 

 

Table 8.3 shows the recalculated mean risks and differences using this method 

for risk calculation. As only the baseline risk has changed and s remain the 

same, the ranking of individuals does not change and therefore C does not 

change. Figure 8.4 shows a histogram of the change in risk for a single dataset 

of QRisk3 Female and QRisk3 Male. There was a bigger difference in change 

in mean predicted risk difference for male models than for female models. 

There were no clinically significant changes between imputed datasets of 

models assessed. When calibration plots were visually inspected there were no 

substantial differences for risk calculated through these two different baseline 

risk estimator methods. Figure 8.5 shows a comparison of QRisk3 Female and 

QRisk3 Male. There was no significant difference between changes in risk or 

calibration plots between Whole Cohort and Cohort Specific groups.  
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Table 8.3: Difference in Baseline Risk and Calculated Risk by using Exponential Calculation for Baseline Risk Conversion. Baseline risks are shown to 4 
decimal places, but all calculations were made using as many decimal places as provided by the published model. 

 

Risk Model Original 

Baseline R10 

Linear 

Calculated R5 

Exponential 

Calculated R5 

Percentage Risk 

Difference 

Mean (95%CI) of Calculated 

Risk Difference 

QRisk2 Female 0.9897 0.9949 0.99490 -0.048 -0.048 to -0.048 

QRisk2 Male 0.9788 0.9894 0.98934 -0.112 -0.113 to -0.111 

QRisk3 Female 0.9889 0.9944 0.99442 -0.048 -0.048 to -0.047 

QRisk3 Male 0.9773 0.9886 0.98857 -0.116 -0.117 to -0.115 

AHA Female 0.9665 0.9833 0.98311 -0.170 -0.172 to -0.168 

AHA Male 0.9144 0.9572 0.95624 -0.442 -0.447 to -0.437 
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Figure 8.4: Difference in Calculated Risk Percentage between originally calculated 5 Year Risk and 5 Year Risk using the exponential methods for baseline 
risk. Results shown are for Dataset 3 for QRisk3 Female (left) and QRisk3 Male (right). Note difference in x and y-axes’ scales. 
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7  

 

Figure 8.5: Whole Cohort Calibration Plots for QRisk3 Female (top row) and QRisk3 Male 
(bottom row) using the Original Baseline Risk Calculation (left of figure) and the Exponential 
Baseline Risk Calculation (right of figure). 
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8.3.2. Sensitivity Analysis for Baseline Risk Re-estimation 

As a reminder, compared to the QRisk2 and QRisk3 models, LCC was not 

linked to ONS data for CV mortality but did have linked local MINAP data. The 

former may have accounted for 3.0% of fatal and non-fatal myocardial 

infarctions and the latter 8.0% of fatal and non-fatal myocardial infarctions. As 

the HES and MINAP data are locally sourced and not nationally, a secondary 

care event occurring outside of University Hospitals of Leicester and not 

recorded in the primary care notes, would have not been identified for the 

study. 

Sensitivity analysis was performed to calculate the proportion of additional 

events in the LCC cohort that would be required, i.e. not currently identified, in 

order for the original model to be well calibrated: 

 

𝑒𝑥𝑡𝑟𝑎 𝑒𝑣𝑒𝑛𝑡𝑠 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 % =  
(𝑚𝑒𝑎𝑛 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑖𝑠𝑘 %)−(𝑚𝑒𝑎𝑛 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑟𝑖𝑠𝑘 %) 

𝑚𝑒𝑎𝑛 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑟𝑖𝑠𝑘 %
  (8.4) 

 

Where h0(orig) refers to the original baseline hazard, h0(recal) to the 

recalibrated baseline hazard. 

As can be seen for Table 8.4, the estimated percentage of events required to 

have been missed during event identification would have to be substantially 

higher than the data from Herrett et al would suggest may have been missed 

(81). Therefore, it is unlikely that misidentification of events is the sole reason 

for poor calibration in the external validation of the model in the LCC cohort. 
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Model Mean Predicted 

Risk 

Mean Observed 

Risk 

Difference in 

Mean Risk 

95% CI Events 

Required 

95% CI 

Whole Cohort       

QRisk3 Female 17.5 14.7 2.8 1.9 to 3.6 18.7 12.9 to 24.3 

QRisk3 Male 21.9 16.8 5.1 3.9 to 6.2 30.2 23.3 to 36.6 

Cohort Specific       

QRisk3 Female 12.7 8.7 4.0 2.7 to 5.2 46.5 31.2 to 59.8 

QRisk3 Male 18.4 8.8 9.6 7.7 to 11.1 109.4 88.0 to 127.1 
 

Table 8.4: Comparison of predict and observed risk. Events required refers to the additional percentage of events that would be required for the mean 
observed risk to match the mean predicted risk. All figures are for percentage risk over 5 years. 
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8.4. Influence of Outliers 

The influence of outliers within the dataset was considered next. Firstly, the 

difference of  co-efficients when an individual was removed was assessed 

(‘DFBETA’). This represents an approximation of the difference in the model’s 

estimated parameter  for the whole dataset versus an estimate of  for every 

dataset with a single observation removed in turn. As the computational 

requirements for this is high, for instance when the size and the number of 

imputed datasets is accounted for in this thesis over a quarter of a million  

values per model would require calculation for some models. DFBETA is an 

approximation of this value and is calculated through the product of the 

variance-covariance matrix of  and the efficient score residuals. IT represents 

the change in the value of the  co-efficient if the particular individual was 

removed from the dataset. 

Secondly, likelihood displacement values were calculated. This compares the 

difference in the model’s value for the log likelihood when an individual is 

removed as opposed to the full dataset. The difference in the two values will be 

small if the value removed is not influential on the two vectors of the coefficient. 

The maximum value of the likelihood displacement value (LMax) calculates the 

largest value of displacement of ’s vector caused by, again, the deletion of a 

single value from the dataset. 

These three methods are assessed through visual inspection of their values 

plotted against time. There may be some subjectivity to their interpretation. 

Figure 8.6 shows the results for DFBETA, likelihood displacement and LMax 

values for QRisk3 Female and QRisk3 Male. 

Four individuals identified from these plots as potential outliers for QRisk3 

Female. They were evaluated for their reason for influence and considered for 

possible removal from the dataset. Two individuals had the two highest values 

of  co-efficient, which was attributable to a combination of both high level of 

blood pressure variability and extreme low values of HDL cholesterol, which 

subsequently greatly increased the value of the TC:HDL ratio, a variable used 

in all QRisk models. This issue has been previously noted by the authors of the 

original QRisk model when the original model was published where imputation 
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of individual components of ratios led to some extreme values of TC:HDL 

cholesterol. Another had a value of  in the lowest ten values and experienced 

a CV event ten days before the end of the study, when a high number of 

individuals were censored. The final individual had a CV event within 10 days of 

the follow-up period starting and had a  value in the lowest 1%. Similarly, in 

QRisk3 Male up to ten individuals were visually noted to be significant outliers 

across the plots. All had had a CV event during follow-up and most within two 

years of the study commencing. In addition, all had extreme values  which was 

typically explained by extreme values of blood pressure variability, HDL and/or 

age. 

Given that these individuals represented in the region of one in a thousand 

individuals in the cohort, they were unlikely to influence the overall results of the 

external validation in relation to discrimination and calibration. Therefore, 

exploratory analysis was performed in one QRisk3 Female dataset and no 

influence on the values of C or calibration of the model were found (data not 

shown). 
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Figure 8.6: DFBETA, Log-likelihood and LMax for Individuals in Female (left column) and Male 
(right column) QRisk3 Female. Model using Imputed Dataset Five as an example. All graphs 
underwent jittering to prevent over plotting so exact positioning on graphs, particularly for time 
may not accurately represent their values. 
  



195 

8.5. Addition of Additional Co-variables 

The addition of further co-variables is now considered in order to improve the 

performance of the models. Firstly, the co-variables were selected based on 

previous individual patient data meta-analysis evidence that the kidney markers 

of eGFR and urine ACR improved prediction. Secondly, the evidence collated in 

Chapter 5, meant that the additional markers of serum albumin, haemoglobin 

and phosphate were tested. eGFR and ACR were non-normally distributed 

variables and were log transformed and centred around their mean before 

being used for analysis. Initially their prediction of CV events in unadjusted 

analysis was tested, then individually added to each risk prediction tool, 

followed by the addition of both eGFR and ACR, and finally the addition of all 

five risk co-variables. Tables 8.4 and 8.5 summarises the results for QRisk3 

Female and QRisk3 Male for the analysis in the following three sections. 

 

8.5.1. Unadjusted Analysis 

In unadjusted analysis all five variables were statistically significant in their 

association with CV event prediction (p<0.001 for all variables) in QRisk3 

Female Whole Cohort. In the Cohort Specific subcohort only eGFR and albumin 

were associated with statistically significant increased risk (p<0.01 for both). 

Similar results were found for QRisk3 Male, except that ACR was the only 

statistically significant variable in the Cohort Specific group. 

 

8.5.2. Adjusted Analysis 

In QRisk3 Female Whole Cohort, all variables, except for haemoglobin (HR 

0.997, 95% CI 0.992 to 1.001, p=0.180), were associated with risk when added 

to a model including  sum from the original risk prediction model. In the Cohort 

Specific group, only log(eGFR) was associated with increased risk of CV events 

(HR 0.338, 95% CI 0.188 to 0.605, p=0.180). For QRisk3 Male Whole Cohort, 

similar patterns to the female model were seen except that phosphate, instead 

of haemoglobin, was the only variable not associated with risk (HR 1.375, 95% 
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CI 0.888 to 2.129, p=0.153). In the Cohort Specific group, only log(ACR) was 

associated with risk (HR 1.234, 95% CI 1.061 to 1.435, p=0.006). 

All five variables were then added to the model with  sum. Again, haemoglobin 

(HR 1.003, 95% CI 0.999 to 1.008, p=0.163) was the only variable not 

statistically significant in its relationship with CV events in QRisk3 Female 

Whole Cohort. In the cohort specific group, only log(eGFR) was associated with 

risk (HR 0.327, 95% CI 0.177 to 0.604, p<0.001). In analysis of QRisk3 Male 

Whole Cohort, only log(ACR) (HR 1.136, 95% CI 1.083 to 1.192, p<0.001) and 

albumin (HR 0.972, 95% CI 0.949 to 0.996, p=0.022) were associated with risk. 

In the Cohort Specific group, log(ACR) (HR 1.292, 95% CI 1.095 to 1.526, 

p=0.003) was the only variable associated with risk. Throughout the adjusted 

analysis  sum remained associated with risk in both models and in Whole 

Cohort and Cohort Specific analysis. 
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Table 8.5: Unadjusted and adjusted hazard ratios for variables using the QRisk3 Female model. ‘Model ’ columns refer to the hazard ratio for the variable 

when an adjusted model was used with the value of  for an individual from QRisk3 Female was included. Unadjusted for this line refers to adjustment for the 
‘with’ second kidney marker. 

Altered Q3Risk3 

FEMALE Model 

Unadjusted Model  with Variable Model  with 5 Variables 

HR 95% CI p-value HR 95% CI p-value HR 95% CI p-value 

Whole Cohort          

Ln(ACR) 1.165 1.117 to 1.214 <0.001 1.125 1.077 to 1.175 <0.001 1.098 1.052 to 1.145 <0.001 

Ln(eGFR) 0.404 0.337 to 0.483 <0.001 0.512 0.420 to 0.625 <0.001 0.616 0.498 to 0.762 <0.001 

Albumin 0.922 0.904 to 0.940 <0.001 0.947 0.929 to 0.966 <0.001 0.951 0.932 to 0.971 <0.001 

Haemoglobin 0.991 0.987 to 0.996 <0.001 0.997 0.992 to 1.001 0.180 1.003 0.999 to 1.008 0.163 

Phosphate 2.013 1.414 to 2.867 <0.001 1.965 1.357 to 2.845 <0.001 1.777 1.212 to 2.606 0.003 

Ln(ACR) with Ln(eGFR)* 1.127 1.081 to 1.175 <0.001 1.104 1.057 to 1.152 <0.001 - - - 

Ln(eGFR) with Ln(ACR)* 0.478 0.395 to 0.579 <0.001 0.577 0.470 to 0.709 <0.001 - - - 

Cohort Specific          

Ln(ACR) 1.020 0.926 to 1.125 0.683 1.051 0.955 to 1.156 0.308 0.991 0.906 to 1.084 0.839 

Ln(eGFR) 0.270 0.157 to 0.463 <0.001 0.338 0.188 to 0.605 <0.001 0.327 0.177 to 0.604 <0.001 

Albumin 0.930 0.884 to 0.979 0.005 0.953 0.904 to 1.004 0.068 0.948 0.899 to 1.000 0.051 

Haemoglobin 0.999 0.988 to 1.010 0.844 1.003 0.992 to 1.015 0.570 1.011 0.999 to 1.022 0.078 

Phosphate 1.810 0.780 to 4.199 0.167 1.847 0.756 to 4.512 0.178 1.750 0.712 to 4.305 0.222 

Ln(ACR) with Ln(eGFR)* 1.013 0.927 to 1.106 0.780 0.997 0.909 to 1.093 0.944 - - - 

Ln(eGFR) with Ln(ACR)* 0.276 0.157 to 0.486 <0.001 0.336 0.184 to 0.612 <0.001 - - - 
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Table 8.6: Unadjusted and adjusted hazard ratios for variables using the QRisk3 Male model. ‘Model ’ columns refer to the hazard ratio for the variable 

when an adjusted model was used with the value of  for an individual from QRisk3 Male was included. Unadjusted for this line refers to adjustment for the 
‘with’ second kidney marker.  

Altered Q3Risk 

MALE Model 

Unadjusted Model  with Variable Model  with 5 Variables 

HR 95% CI p-value HR 95% CI p-value HR 95% CI p-value 

Whole Cohort          

Ln(ACR) 1.174 1.123 to 1.227 <0.001 1.148 1.098 to 1.200 <0.001 1.136 1.083 to 1.192 <0.001 

Ln(eGFR) 0.624 0.503 to 0.774 <0.001 0.723 0.572 to 0.912 0.006 1.062 0.808 to 1.397 0.666 

Albumin 0.945 0.924 to 0.967 <0.001 0.957 0.935 to 0.980 <0.001 0.972 0.949 to 0.996 0.022 

Haemoglobin 0.989 0.985 to 0.993 <0.001 0.994 0.989 to 0.998 0.004 0.996 0.991 to 1.001 0.145 

Phosphate 1.583 1.039 to 2.410 0.038 1.375 0.888 to 2.129 0.153 1.174 0.735 to 1.876 0.500 

Ln(ACR) with Ln(eGFR)* 1.162 1.108 to 1.219 <0.001 1.144 1.091 to 1.200 <0.001 - - - 

Ln(eGFR) with Ln(ACR)* 0.843 0.662 to 1.073 0.164 0.942 0.730 to 1.122 0.645 - - - 

Cohort Specific          

Ln(ACR) 1.255 1.086 to 1.449 0.002 1.234 1.061 to 1.435 0.006 1.292 1.095 to 1.526 0.003 

Ln(eGFR) 1.416 0.552 to 3.634 0.470 1.832 0.632 to 5.311 0.265 2.878 0.892 to 9.283 0.077 

Albumin 1.001 0.933 to 1.073 0.986 1.023 0.951 to 1.100 0.547 1.027 0.951 to 1.109 0.496 

Haemoglobin 0.999 0.986 to 1.012 0.842 1.003 0.990 to 1.017 0.607 1.002 0.987 to 1.017 0.805 

Phosphate 1.206 0.364 to 3.995 0.759 1.228 0.393 to 3.834 0.724 1.372 0.401 to 4.692 0.613 

Ln(ACR) with Ln(eGFR)* 1.301 1.112 to 1.523 0.001 1.285 1.090 to 1.514 0.003 - - - 

Ln(eGFR) with Ln(ACR)* 2.413 0.863 to 6.750 0.093 2.988 0.968 to 9.220 0.057 - - - 
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8.5.3. Change in Discrimination 

The change in C (‘ΔC’) by adding variables to the original model of QRisk3 

Female was then assessed for both Whole Cohort and Cohort Specific groups. 

Table 8.6 presents these findings. The point mean estimate for all ΔC were 

positive i.e. C was improved with addition of the variables. The addition of ACR 

and eGFR have been previously shown to improve CV risk prediction in 

individual participant data meta-analysis (74), so ΔC was first tested with the 

additional of these two kidney markers. Neither were able to show a statistically 

significant improvement in ΔC in either Whole Cohort or Cohort Specific, but the 

magnitude of ΔC was of similar size to the previously published work. The 

addition of phosphate and albumin to kidney markers in the model led to a 

further increase in ΔC that was statistically significant in Whole Cohort but not 

Cohort Specific. Additional small improvement was gained from adding 

haemoglobin to the model. For QRisk3 Male, there were again similar 

improvements in the point estimates for ΔC to those previously reported, but 

none were statistically significant. 
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Table 8.7: Change in C-Statistic with Addition of New Variables for QRisk3 Female and QRisk3 

Male: ‘ΔC’ refers to increase in C when for the new variable the product of the  co-efficient and 

its value is added to the  value calculated from the original model. p-value refers to interaction 
between QRisk3 Female model and updated model. 

  

Updated Model ΔC 95% CI p-value 

Q3 FEMALE    

Whole Cohort    

Ln(eGFR) & Ln(ACR) 0.0167 0.0021 to 0.0313 0.114 

Plus Phosphate & Albumin 0.0227 0.0081 to 0.0374 0.040 

Plus Haemoglobin 0.0234 0.0087 to 0.0381 0.035 

    

Cohort Specific    

Ln(eGFR) & Ln(ACR) 0.0144 -0.0225 to 0.0513 0.344 

Plus Phosphate & Albumin 0.0172 -0.0197 to 0.0541 0.324 

Plus Haemoglobin 0.0211 -0.0165 to 0.0586 0.293 

    

Q3 MALE    

Whole Cohort    

Ln(eGFR) & Ln(ACR) 0.0140 -0.0047 to 0.0326 0.231 

Plus Phosphate & Albumin 0.0158 -0.0030 to 0.0346 0.200 

Plus Haemoglobin 0.0158 -0.0030 to 0.0346 0.199 

    

Cohort Specific    

Ln(eGFR) & Ln(ACR) 0.0366 -0.0242 to 0.0973 0.272 

Plus Phosphate & Albumin 0.0384 -0.0218 to 0.0986 0.260 

Plus Haemoglobin 0.0391 -0.0287 to 0.0990 0.256 
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8.5.4. Change in Calibration 

In order to assess the change in calibration between the adjusted models 

calibration plots were plotted and compared. Figures 8.7, 8.8, 8.9 and 8.10 

display these plots. There was no substantial improvement in risk prediction in 

either QRisk3 Female or QRisk3 Male and no difference for Whole Cohort or 

Cohort Specific groups. All models continued to overpredict risk, more so in 

higher deciles of risk. There was some increased spread of predicted risk, with 

again higher risk deciles increasing their mean risk predictions more than lower 

risk groups. For QRisk3 Female, the plots of the deciles became visually more 

linear, suggesting that there may have been minor improvements in risk 

prediction ranking in keeping with the improved C-statistic. This did not occur to 

such a degree in the QRisk3 Male adjusted models. Other than some of the 

lowest risk groups, most 95% CI did not include the 45° line and therefore, 

there was no evidence for good calibration of the models. 
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Figure 8.7: Calibration Plots for Whole Cohort original QRisk3 Female model (top left), with 
addition of eGFR and ACR (top right), eGFR, ACR, Albumin and Phosphate (bottom left) and 
eGFR, ACR, Albumin, Phosphate and haemoglobin (bottom right).  
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Figure 8.8: Calibration Plots for Cohort Specific original QRisk3 Female model (top left), with 
addition of eGFR and ACR (top right), eGFR, ACR, Albumin and Phosphate (bottom left) and 
eGFR, ACR, Albumin, Phosphate and haemoglobin (bottom right).  



204 

 

Figure 8.9: Calibration Plots for Whole Cohort original QRisk3 Male model (top left), with 
addition of eGFR and ACR (top right), eGFR, ACR, Albumin and Phosphate (bottom left) and 
eGFR, ACR, Albumin, Phosphate and haemoglobin (bottom right). 
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Figure 8.10: Calibration Plots for Cohort Specific original QRisk3 Male model (top left), with 
addition of eGFR and ACR (top right), eGFR, ACR, Albumin and Phosphate (bottom left) and 
eGFR, ACR, Albumin, Phosphate and haemoglobin (bottom right).   
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8.6. Alternative Prediction Approaches 

Alternative approaches to risk prediction were considered next. Firstly, 

predicting the composite outcome of CV event and all-cause mortality was 

assessed. The role of death as a competing risk was then considered. This part 

was considered in two stages. Firstly, how adjusted incidence for CV events 

were altered in the presence of death as a competing risk. This initially included 

adjustments to the Cox model’s estimation of baseline risk calculated through 

the Kaplan-Meier estimator. Secondly, recent developments of assessment of 

multiple outcomes, including multi-state models was considered. This included 

how the recently developed model for advanced CKD developed by the CKD 

Prognosis Consortium might be adjusted and adapted to include the less 

advanced forms of CKD which predominate in the LCC cohort. 

 

8.6.1. Composite Outcomes 

The composite outcome of time to the first of either death or CV event was 

tested in the QRisk3 Female and QRisk3 Male models. Out of a population of 

10,353 in QRisk3 Female, there was an additional 2,369 (22.9%) mortality 

event in those who did not have a CV event. Within Cohort Specific for QRisk3 

Female, 397 (15.5%) additional events were included in the outcome using the 

composite method. The use of the composite outcome of CV and death led to 

no significant change in discrimination with C similar for the composite outcome 

as it was for the original outcome of CV events. When calibration plots were 

assessed the composite outcome led to significant underestimation of risk in 

both Whole Cohort and Cohort Specific, but the magnitude was less in the 

latter. Calibration plots for the composite outcome are shown in Figure 8.11. 
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 0  

Figure 8.11: Calibration plot for QRisk3 Female and QRisk3 Male for the composite endpoint of 
a cardiovascular event or death for Whole Cohort (top) and Cohort Specific (bottom). Groups 
split in to deciles and risk based on original baseline risk as published in QRisk3. 
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8.6.2. Competing Risk 

So far in this thesis, risk of outcomes have been considered in isolation. The 

sole purpose of the risk prediction tools assessed have been to quantify the risk 

of a CV event within a follow-up period. As was described in Table 4.4, the 

event rate for death was more than twice that of CV events during follow-up 

(73.4 versus 31.1 per 1000 person-years). As explained earlier in this chapter, 

death is a censoring event, an individual has no more follow-up beyond this 

period and cannot experience a CV event. Contrast this with individuals who 

have left the practice and study follow-up, who can have a CV event in the 

future. However, Cox model treats these individuals in the same way, despite 

the fact that they may be very different, as was shown in Table 8.2, in their 

characteristics. Therefore how the Cox model models this difference is of 

importance to how risk is assessed. 

When an individual is at risk of an event, such as death, that precludes them 

from having a second different event, then this is described as a competing risk. 

In the current analysis, death is counted as an ‘absorbing’ state, the person can 

never continue follow-up and experience the other event, a CV outcome. 

However, in a full model of competing risk CV events are considered a 

‘transition’ state as after a CV event occurs an individual can still go on to the 

absorbing state, i.e. die. 

Under the current framework of the models that were externally validated in 

Chapter 7, net survival, has been the way risk has been described. The issue 

with this description is that it produces results from a theoretical world where an 

individual is only at risk of the event of interest. So, for the LCC cohort we are 

predicting risk for individuals who cannot die from a non-CV event. As can be 

seen from the event rates described above, probably related to the older age of 

the cohort, this precludes a significant number of the cohort and may prevent 

accurate individual risk prediction in the real world. 

Instead, the concept of relative survival using cause-specific hazard ratios aims 

to address this issue and provide quantification of risk of an event in overall 

context. Relative survival is more commonly used in cancer risk prediction, 

where specific survival from the cancer is of interest in isolation i.e excluding 
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other potential causes of death (173). A similar approach is desirable in CV risk 

prediction particularly in the context of a high level of competing risk from non-

CV events, as is the case in the LCC cohort. A relative survival approach would 

result in both different hazard ratios and baseline risk for the cause-specific CV 

event risk compared to the Cox model’s results. However, because external 

validation was performed of models in Chapter 7 only the baseline risk can be 

altered if this alternative approach to risk prediction is taken. If beta coefficients 

were adjusted too then a different de novo model would have been developed 

and external validation would no longer be taking place (107). This alternative 

way to model the baseline risk is known as the cumulative incident function. 

The cumulative incidence function models the cumulative failure rate over time 

for a specific causes and accounts for the effect of other competing events. By 

modelling individual curves for each cause, a sum of the individual causes can 

be made. These can be ‘stacked’ upon each other to provide a visual example 

of how total risk accumulates across time from the individual outcomes of 

interest. 

Figures 8.12 and 8.13 displays the stacked cumulative incidence for CV events 

and death over time for QRisk3 Female Whole Cohort and Cohort Specific. The 

y-axes for the cumulative incidence are scaled differently for the purpose of 

displaying the relative difference in event accumulation rather than the absolute 

accumulation. The relative accumulation of the two events was similar for 

Whole Cohort and Cohort Specific. 75 years of age, the median to the nearest 

five years for the Cohort Specific QRisk3 Female, was used to divide the cohort 

for the figures. Again, the relative contribution of cumulative incidence was 

probably similar. 
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Figure 8.12: Stacked Cumulative Incidence for QRisk3 Female. Clockwise from top left, Whole Cohort, Cohort Specific, Whole Cohort under 75 years of age, 
Whole Cohort over 75 years of age. Note difference in y-axis scales.  



211 

 

  

Figure 8.13: Stacked Cumulative Incidence for QRisk3 Male. Clockwise from top left, Whole Cohort, Cohort Specific, Whole Cohort under 75 years of age, 
Whole Cohort over 75 years of age. Note difference in y-axis scales.  
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8.6.3. Analysis of Adjusted Incidence 

The cumulative incidences for CV and death events suggest that the baseline 

risk estimation may be affected by the presence of competing risk. In 

exploratory analysis, the adjusted incidence of CV events using the cumulative 

incidence function was utilised to change the baseline risk for all six models. 

This was based on the percentage change from the Kaplan-Meier estimated 

risk to the cumulative incident function percentage for each decile. This was 

then used to adjust the model’s baseline risk for each decile. 

Table 8.7 presents the changes in baseline risk calculated from these methods. 

The increase in baseline survival was greatest in those at highest predicted risk 

as they were also the deciles who had the greatest competing risk of death. 

The highest four deciles for both QRisk3 Female and QRisk3 Male had over 

one percent mean increase in survival i.e. calculated mean risk was lower in 

these groups due to the competing risk. Calibration was improved by a marginal 

amount, but still continued to mainly overpredict risk. Some of the QRisk3 

Female upper 95% CI for some deciles crossed the 45° line suggesting the 

appropriate calibration could not be ruled out from the dataset. The calibrations 

plots for these findings are shown in Figure 8.14. 
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Table 8.8: QRisk3 Female and QRisk3 Male Re-estimated 5 Year Baseline Risk and Mean 
Change in Percentage Predicted Risk. Re-estimation based on Cumulative Incidence Function 
adjusted baseline risk by decile.  

Risk Decile Re-estimated 

Baseline 

Mean (95% CI) % Δ in 

Predicted Risk 

Q3 Female 

Baseline 0.99444 

  

1 0.99445 0.014 (0.014 to 0.015) 

2 0.99446 0.043 (0.043 to 0.044) 

3 0.99451 0.170 (0.170 to 0.171) 

4 0.99453 0.223 (0.222 to 0.224) 

5 0.99456 0.356 (0.355 to 0.358 

6 0.99466 0.707 (0.705 to 0.709) 

7 0.99474 1.071 (1.069 to 1.073) 

8 0.99470 1.059 (1.057 to 1.062) 

9 0.99480 1.637 (1.632 to 1.642) 

10 0.99491 2.651 (2.632 to 2.670) 

Q3 Male 

Baseline 0.98863 

  

1 0.98866 0.022 (0.022 to 0.023) 

2 0.98869 0.061 (0.061 to 0.062) 

3 0.98880 0.224 (0.222 to 0.225) 

4 0.98882 0.284 (0.282 to 0.285) 

5 0.98889 0.439 (0.436 to 0.442) 

6 0.98909 0.838 (0.835 to 0.840) 

7 0.98924 1.231 (1.229 to 1.234) 

8 0.98917 1.192 (1.189 to 1.194) 

9 0.98937 1.803 (1.797 to 1.809) 

10 0.98960 2.791 (2.774 to 2.808) 
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Figure 8.14: Calibration Plots Using Re-estimated Baseline Risks from Cumulative Incidence 
Function Adjusted Baseline Risk. Top row QRisk3 Female, bottom row QRisk3 Male, left Whole 
Cohort, right Cohort Specific.  
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8.6.4. Multi-State Models 

Despite these updates and improvements to the models, they would still only 

predict CV risk in isolation and provide no information on other event risks. The 

interest to the patient and clinician would be in simultaneous prediction of these 

competing risks. For example, a 10% risk of a CV event risk might be managed 

differently if the risk of death in the same period was 2% or 30%. Whilst there 

are directly modifiable risk factors for CV disease such as hyperlipidaemia, the 

general risk of death has fewer modifiable factors with diminishing returns as 

the probability over a long enough time span always reaches one. 

In the case of simultaneous event prediction in CKD, the events of interest 

would probably include death, CV events and ESRD. This has recently been 

modelled in advanced CKD (eGFR <30 ml/min/1.73m2) by the CKD Prognosis 

Consortium. This tool uses the variables of age, sex race (white or black), 

eGFR, ACR, systolic blood pressure, previous history of CV disease, diabetes 

mellitus and smoking history to give two and four year risk of CV, ESRD and all-

cause mortality events. This estimation includes probability of transition through 

the eight combinations of these events, or potential pathways. Risk of no event 

is also calculated. For instance, it can provide the percentage risk of any CV 

event, as well as the risk within the next four years of a CV event followed by 

death. An example of the tool and its related output is shown in Figure 8.15. 
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Figure 8.15: An example of risk prediction by the CKD Prognosis Consortium’s ‘Low GFR Events’ tool. The clinical characteristics used for the example are 
the same as those used for the earlier example in the chapter of predicted risk for QRisk3.  
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8.7. Conclusions 

This chapter has explored the potential reasons why models may not perform 

as well in the LCC, and potentially wider CKD groups, compared to the general 

population. Results of testing these potential reasons are summarised in Table 

8.9. 

 

Reason Summary Result Possible Impact 

Proportional 

hazards 

assumption 

No strong evidence for violation of proportional 

hazards either from statistical testing or 

graphically 

Minimal 

Non-

informative 

censoring 

Formal statistical testing methodology difficult to 

perform as model already specified. ~25% of 

individuals were censored due to death as 

opposed to moving out of practice in study (loss to 

follow-up). Individuals who died were more likely 

to have higher predicted risk than those who left 

the practice for another reason 

May have 

impacted the 

baseline risk 

calculation 

Baseline risk 

re-estimation 

<0.5% change in baseline risk for all models when 

using the exponential method 

Minimal 

Event 

identification 

from linked 

data 

Percentage of events missed by methodology in 

thesis would have needed to be substantial higher 

than data from Herrett et al would suggest 

Some, but very 

unlikely to 

account for all of 

the difference 

Addition of 

new co-

variables 

Addition of new variables were associated with 

statistically significant HRs, but no clinically 

meaningful change in discrimination or calibration 

Minimal 

Composite 

outcome 

including 

mortality 

Substantial underprediction of risk Substantial, but 

would lead to 

ongoing mis-

calibration in 

other direction 

Cumulative 

incidence to 

model 

baseline risk 

Improvement in calibration, but model continued 

to overestimate risk 

Some, reduced 

degree of mis-

calibration in all 

models 

 

Table 8.9: Summary of tests performed to assess hypotheses for model underperformance. 
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Firstly, the dataset was discussed as a possible reason for this finding. This 

was initially highlighted in Chapter 4 in relation to the identification of outcomes 

and routine nature of the data collected. It is unlikely that non-identification of 

CV outcomes from secondary care sources is the sole major reason for the 

overestimation of risk. Approximately four in ten CV events would have had to 

have been missed in order for the risk prediction models tested to have been 

well calibrated. Even using the upper 95% CI, a quarter of events would have 

needed to have been missed. It is important to note that the QRisk tools, may 

have themselves missed events through a lack of linkage to MINAP, therefore 

this may cancel out the LCC’s lack of ONS data. 

Next the assumptions of the assessed models were considered. There was 

limited evidence for deviation from the proportional hazard assumptions in all 

models. Perhaps the greatest deviation was in the QRisk3 Female model, 

where there was minor evidence of non-proportional hazards in the highest risk 

groups. However, given the number of multiple comparisons, it is not possible 

to rule out that this was simply artefact of the data. Non-informative censoring is 

harder to assess, particularly in observational data, due to the lack of suitable 

methodologies. A simple comparison of characteristics by reason for censoring 

suggested that those who experienced a CV events and individuals who were 

censored due to death, were similar in relation to predicted risk and age. 

Similarly, those who completed follow-up and those who were censored as they 

had left the practice during the study follow-up were also similar. This suggests 

that the censoring process within the study may indeed have been informative 

about the possible outcomes of individuals. 

The methods used to convert baseline risk from 10 to five years was also 

considered. For all models there were minor changes to mean risk when an 

exponential method was used to recalculate this figure, instead of a 

proportional method. There was no evidence that this improved calibration and 

as ranking was unchanged, there was no difference in discrimination. 

The role of outliers within the dataset was also explored. Based on visual 

inspection of subjective methods to identify significant outliers, less than one in 

a thousand individuals were identified and they had no major influence on the 



219 

findings. These outliers were more likely to have extreme values of the  sum 

for the model, typically due to extreme values of blood pressure variability, age 

and cholesterol constituents. They also had events either very early on in 

follow-up or extremely late. 

Based on the evidence collated in Chapter 5 and from the CKD Prognosis 

Consortium, the addition of eGFR, ACR, albumin, haemoglobin and phosphate 

was tested for the models. Generally, all were associated with increased risk in 

unadjusted analysis. In adjusted analysis, first with  sum, then with all the 

other variables, only the kidney markers were consistently associated with 

increased risk. In relation to performance of the model with these additions, 

there was some minor improvement in discrimination seen, but no substantial 

correction of the miscalibration. 

Finally, alternatives approaches to prediction were considered, and where 

possible assessed. The first method was to predict a composite output of CV 

events and death, but this led to no major improvement in discrimination and 

reversal of the direction of miscalibration of risk to underestimation. The 

concept of competing risk was then introduced and alternative methods to 

predict the baseline risk were considered. These alternative approaches 

accounted for the high incidence of death during follow-up and corrected risk 

predictions for this issues. These exploratory approaches using an adjusted 

baseline risk from the cumulative incidence function led to minor improvements 

in calibration.  

However, this improvement is perhaps not the most methodological sound 

approach to risk prediction in this group as it does not include quantifiable 

prediction of risk for death, or other events such as ESRD. The recently 

published CKD Prognosis Consortium’s ‘Low GFR Events’ tool begins to 

address this clinical problem. However, with its restriction to eGFR<30 

ml/min/1.73m2 it is unlikely to be applicable to many individuals in the LCC 

cohort, who are not already under the care of secondary care renal services. 

Nevertheless, this concept of simultaneous risk prediction of multiple events 

should be expanded to include a wider range of individuals with earlier stages 

of CKD.  
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8.8. Summary 

The results of Chapter 7 suggested that general population CV risk prediction 

models overestimated risk in CKD populations. This chapter explored some of 

the reasons why this may have occurred. LCC has robustly identified CV events 

and even in a worst case scenario of missed events this would not account for 

the miscalibration seen. The cohort also showed no major violation of the 

proportional hazards of the Cox model used in development of the six risk 

predictions models. However, there was evidence that censored individuals 

varied between the two main reasons censoring: death and de-registration from 

the practice. In both groups the characteristics were different in relation to age 

and predicted risk based on the  value. This suggests there may have violation 

of the non-informative censoring assumption. This hypothesis led to 

investigation of the role of death in risk prediction within the cohort. Using a 

cause specific approach, i.e. when death was accounted for, the observed risk 

of a CV event was lower. This suggests that current standard Cox models may 

overestimate predicted risk of a CV event. Exploratory analysis of adjusting 

baseline risk in the Cox models did not lead to substantial improvement in 

models’ calibration. Further work, to complement and extend that by the CKD 

Prognosis Consortium, is required in relation to multi-variate and multi-state 

models in primary care CKD populations. 
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Chapter 9  

9. Thesis Discussion 

This chapter aims to summarise the thesis and consolidate the conclusions for 

each individual chapter. The overall strengths and weaknesses of the thesis are 

then discussed, followed by how the findings may influence clinical practice and 

health resource planning. Finally, there is a summary of the future work 

required in this research area. 
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9.1. Introduction 

CKD is independently associated with increased risk of adverse outcomes, 

including CV events (2, 32). Existing CV risk prediction tools have been 

developed using flawed methodology and are therefore not suitable for clinical 

use (73). Equally, general population CV risk prediction tools have not been 

specifically externally validated in CKD populations. CV risk factors may be 

different in CKD compared to the general population in two ways. Firstly, 

traditional risk factors may have different magnitudes and directions of effect in 

CKD. Secondly, non-traditional risk factors related to arteriosclerosis, 

cardiomyopathy and inflammation are likely to have a role in increasing CV 

disease risk in CKD (33). 

Whilst methods for survival analysis, including the Cox model, have been 

available for more than 50 years (64), it is only more recently that they have 

been applied to prognostic research in the form of risk prediction models (60). 

However, risk prediction models rarely progress to inform routine clinical care 

decisions because of their methodology limitations (60, 73). 

Therefore, as set out in this thesis, the specific role of CV risk prediction in CKD 

warrants further investigation and testing in order to aid its fuller integration into 

primary care management of individuals with CKD. 
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9.2. Thesis Findings Summary 

This thesis has aimed to establish risk factors for and prediction of CV events in 

individuals with CKD. Chapter 4 described the primary care CKD cohort 

developed for this thesis, The Leicester City and County Chronic Kidney 

Disease (LCC) Cohort. Forty-four out of 106 (41.5%) practices participated in 

the study representing a patient population of over 275,000 adults. Using the 

full KDIGO definition, 17,248 (6.2%) individuals had CKD. The mean age was 

77 years, three-fifths were female and just over a half had CKD 3a with either 

A1 or no recorded data for albuminuria. Less than 1% of the general population 

under the age of 50 years had CKD but more than 50% aged over 80 had a 

biochemical diagnosis of CKD. CV related co-morbidities were common with 

just under a third having diabetes mellitus, more than nine in ten having 

hypertension and approximately a quarter having established CV disease. 

During follow-up, two outcomes were collected through both primary and 

secondary care records, all-cause mortality and CV events. Death was the most 

common event, with just under three in ten of the cohort dying. CV events 

occurred in approximately one in eight of the cohort. 

Chapter 5 described a systematic review of CV risk factors in CKD cohorts. 

Most of the papers described secondary care cohorts with more advanced 

CKD, identified through low eGFRs and significant proteinuria. After adjustment 

for establish traditional CV risk factors, a number of non-traditional risk factors 

were associated with CV disease events. Serum albumin, haemoglobin and 

phosphate were the most commonly reported non-traditional risk factors and 

each was associated, in adjusted analysis, with a statistically significant change 

in CV event risk. Other risk factors that may be associated with CKD related 

mechanisms for CV disease such as serum calcium, urate and left ventricular 

hypertrophy had limited evidence for their association. 

Chapter 6 described an update to the systematic review into risk prediction 

tools in CKD as previously published by Tangri et al (73). There was a limited 

number of new publications for CV disease event prediction identified. There 

was also no identified external validation of existing CV prediction previously 

identified by Tangri et al. Therefore, there is no reason to differ from their final 
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conclusions that ‘further development of models for cardiovascular events [in 

CKD]…is needed’. 

The LCC cohort was then used to externally validate existing CV disease risk 

prediction tools, both those used in clinical practice in the general population 

and those specifically developed in CKD, as identified in Chapter 6. Due to the 

routine nature of the data, multiple random imputation was used to account for 

missing data and compared to results from complete cases analysis. C-statistic 

and OE plots were the primary measures to assess discrimination and 

calibration respectively. The C-statistic was lower in all CKD and general 

population models. The Weiner model was the least well performing model of 

all the CKD models, with even the best performing CKD model having a C in 

the region of 0.65. General population models, performed slightly better with the 

QRisk models probably performing better in the female population and the AHA 

perhaps performing better in males. Results were similar whether exclusion 

criteria according to the development model, the Cohort Specific group, or the 

whole LCC cohort was analysed. Similarly, complete case analysis had 

comparable performance to multiple random imputation analysis. 

Assessment of calibration was limited by the limited availability of the baseline 

risk function for the models. For Framingham based CKD models, the baseline 

risk function was utilised. General population risk prediction models were 

recalibrated to assess five year, instead of 10 year, risk. All models 

substantially overestimated risk. For QRisk3 Female, 5-year year baseline 

survival was adjusted from 0.9944 to 0.9969, a 44.6% increase, which led to 

good model calibration. A similar magnitude of re-calibration of baseline risk 

was required for all other general population models to provide good calibration. 

Chapter 8 described model adjustments made to improve risk prediction using 

QRisk3 Female as an example. Firstly, methods to improve discrimination were 

tested. Markers of CKD severity previously identified as being associated with 

increased risk of CV events, eGFR and ACR, were assessed (174). The 

addition of these improved the C-statistic by a similar magnitude to what has 

been previously described (74). Following on from the systematic review 

findings in Chapter 5, the other biochemical risk factors associated with CV 
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disease in CKD, serum albumin, haemoglobin and phosphate were then tested. 

All were associated with statistically significant increases in risk in unadjusted 

analysis both in Whole Cohort and Cohort Specific groups. In adjusted analysis 

including the  coefficient for the model, all variables remained associated with 

risk in Whole Cohort except for haemoglobin. In the smaller Cohort Specific 

group, only eGFR remained significantly associated with risk. Results were 

similar in a full adjusted model using  coefficients and the other identified 

variables. Patterns of results were similar in QRisk3 Male, except phosphate 

instead of haemoglobin was not statistically significant in Whole Cohort and 

ACR was associated with risk in the Cohort Specific group. 

Performance of the QRisk3 Female and QRisk3 Male models were then 

assessed. When the kidney markers, eGFR and ACR, were added to the model 

there were similar magnitudes of change in change in C as to those previously 

reported (74). However, the changes were not statistically significant. When the 

three identified risk factors identified in Chapter 4 were also added to the 

altered risk prediction model, there were further improvements in C but not to a 

statistically significant level. Calibration showed similar small improvements 

with the addition of these risk factors, but risk continued to be overpredicted. 

Alternative risk prediction approaches and methods were then considered, 

particularly in relation to the high number of deaths in the cohort and its 

possible role as a competing risk. A change to the models to predict a 

composite outcome of CV events or death, led to no change in discrimination 

and continuing large amounts of model miscalibration, except for now 

underprediction of risk by the models. Cause specific risk was then assessed, 

through stacked cumulative incident plots and compared to risk plots using the 

standard approaches used for the original development of the models. 

Adjusting the baseline risk to account for this different approach did lead to 

some improvement, but not enough to adjust for the full amount of 

miscalibration. Multi-state models were then introduced and identified as a 

potential area for improvement in risk prediction. Potential adjustments to the 

CKD Prognosis Consortium’s recently published multi-state model (175) to 

include individual likely to be under primary care CKD were then discussed.  
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9.3. Strengths 

The strengths of this thesis are again considered chapter-by-chapter. The LCC 

cohort was developed in a number of ways to address known limitations of 

observational studies in CKD. KDIGO definitions for CKD stage 3a, or more 

advanced, ensured that individuals were appropriately identified. The 

conversion to EPI eGFR, instead of MDRD eGFR most commonly used in 

routine clinical practice at the beginning of thesis, ensured that again a suitable 

population was identified. Geographical and socioeconomic variation was 

ensured through the inclusion of even split of practice from urban and rural 

areas. Event identification often varies in epidemiological studies. To address 

this, comparative methods were used for both identifying baseline 

characteristics and follow-up events. Baseline characteristic definitions were 

consistent with definition used by the CKD Prognosis Consortium, probably the 

largest and most influential CKD based epidemiology collaboration in the world 

(44). This ensured that any results would be comparable and consistent with 

their findings. For outcomes, event identification and quality was ensured 

through the use of both primary and secondary care records. The former on its 

own may identify only three-quarters of acute myocardial infarction events (81). 

The addition of the latter, through HES and MINAP data for follow-up, ensured 

that a similar proportion of acute myocardial infarction events were identified 

through these sources. The proportion of acute stroke events identified by HES, 

but not in primary care records, was much higher at nearly half. This may reflect 

the higher levels of coding for non-specific cerebrovascular events, particularly 

in secondary care data. The identification of events for all-cause mortality and 

ESRD also benefits from the combination of primary and secondary care 

events. Given these methods, over two thousands CV events were identified in 

the whole cohort, which is probably a sufficient number to externally validation a 

risk prediction tool (119). 

The systematic review to identify CV risk in Chapter 5 aimed to utilise 

recommended guidance as set out by the Cochrane collaboration (122). This 

chapter’s strengths include its pre-registered protocol, independent duplication 

of literature searches and independent data extraction. In addition, by only 

including data from studies where known general population CV risk factors 
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were adjusted for, the additional benefit in prediction of these novel CKD risk 

factors could be assessed. This may have reduced inter-study heterogeneity. 

The second systemic review used similar techniques, with the exception of the 

pre-registered protocol as the search protocol was already published in the 

original review, and therefore the findings are also likely to be robust. 

Methods for assessing the risk prediction tools and presentation of results, was 

consistent with suggested guideline from the ‘The PROGnosis RESearch 

Strategy’ (PROGRESS) partnership’s TRIPOD statement (167). All results for 

external validation underwent model assessment using both the imputed 

datasets and complete case analysis. This ensured that the maximum statistical 

power from the datasets were gained using the former, but that results were 

comparable using both methods. In addition, further sensitivity analysis was 

performed using both the Whole Cohort LCC cohort and a sub-cohort, Cohort 

Specific, matched to the original inclusion and exclusion criteria in the 

development cohort of the risk prediction tool. Results were again consistent 

across these different two methods. 

Discrimination was assessed using the C-statistic a reliable indicator of a risk 

prediction tool’s overall ability to separate those who experience an event from 

those that do not. Calibration was primarily assessed through predicted versus 

observed probability plots, rather than measures of general calibration such as 

the ratio of observed versus predicted events (O/E) or calibration-in-the-large. 

This allowed for the individual assessment of different strata of risk. The use of 

a small number of metrics meant that the performance between models could 

be directly compared. For instance, the superior results for discrimination in the 

general population models compared to the CKD models meant that the latter 

could be disregarded for further testing and adjustment, such as through the 

addition of new co-variables to the model. 

When models were recalibrated, the baseline risk was reduced for QRisk3 

Female by 28.3% and 44.1% for the Whole Cohort and Cohort Specific 

subgroup respectively. Similarly, the reductions were 35.2% and 61.1% for 

QRisk3 Male. When sensitivity analysis was performed to calculate the 

additional events required for the mean observed risk to match the predicted 
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mean risk, the minimum percentage was 18.7% (95% CI 12.9% to 24.3%) for 

QRisk3 Female Whole Cohort. Other models had even higher percentages. 

This suggests that missed events were unlikely to be the sole reason for model 

miscalibration. This is far in excess of the 3.0% of events that the data from 

Herrett et al might suggest were missed without the presence of ONS data (81). 

This again acts as reassurance that the methods used to develop the LCC 

cohort, and in particular the CV event identification, were robust. 

In addition to the identification of events compared to Herrett et al, Chapter 8 

thoroughly explored other potential reasons for the suboptimal performance of 

the risk prediction models in external validation, and therefore provides another 

major strength of the thesis. Further investigations included improvement of the 

models’ performance by new co-variables, studying the impact of outlier values 

of the sum of the  co-efficients, different methods to recalculate the baseline 

risk function for the re-calibrated models and the validity of the assumptions of 

the Cox model, proportional hazards and non-informative censoring. 

There was no evidence that the proportional hazards assumption of the Cox 

model had been violated, but, whilst more difficult to formally assess, there was 

evidence that the proportion of individuals censored due to non-CV death may 

have impacted the non-informative censoring assumption. This was explored 

further through calculating the cumulative incidences for CV events and non-CV 

death. These analyses provided further evidence for informative censoring 

having occurred. Exploratory analyses to adjust the baseline risk function for 

different levels of risk were performed but did not provide a suitable solution. 

Therefore a further strength of this thesis is provided by this extensive 

subanalysis; that there is unlikely to be a simple solution to this problem using 

the Cox model and the development and validation of multi-state models is 

likely to be needed. 

In summary, the strength of the thesis are the high quality methods used for the 

systematic reviews, the robust data collection methods for the cohort and the 

statistical approaches and sensitivity analyses used for the external validation 

of risk prediction tools.  



229 

9.4. Limitations 

In assessing the limitations of the thesis, both limitations of the methods as well 

as how they have been applied will be considered. The systematic review of 

risk factors relied on the use of observational data, as is common in all risk 

factor research, to identify and assess risk factors. Observational data are likely 

to be limited by their inability to differentiate an effect being causal or 

associative. Although methods were used to limit the effect of heterogeneity, 

such as only including results from models adjusted for traditional CV risk 

factors, it remained a prominent problem for nine of the risk factors. Adjustment 

for eGFR and proteinuria in presentation of results varied between studies, 

despite three-quarters of the studies being published in kidney journals. 

Reporting of data in the original study, as has been noted in other areas of 

systematic reviews, also remained an issue (153, 154). This problem was only 

partially addressed through provision of additional data from studies’ authors. 

With the publication of guidance from the PROGRESS consortium, it is hoped 

that this issue will improve in the future (60, 61, 167, 176, 177). 

All studies, both in the systematic review and the validated models, used the 

Cox model. There was limited evidence of the testing of the two main 

assumptions of the model, proportional hazards and non-informative censoring. 

There was also no noted sensitivity analysis for the use of models, including 

testing for competing risk for mortality or any other outcome. 

The LCC cohort is limited by a number of general methodology issues. Firstly, 

its observational nature means that again only association, and not causality, of 

the risk factors can be established. Whilst it has many similarities to national 

studies, in relation to CKD prevalence and severity, it is geographically limited 

by being a study based in one area. However, rural and urban locations were 

well represented as was the full spectrum of deprivation. Secondly, the routine 

clinical basis for the data collection limits the findings, especially in relation to 

the possibility of confounding by indication, or the more unwell a person is the 

more likely they are to visit their doctor, have tests, and therefore be recorded 

in the dataset. 
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The role of a reduced eGFR in elderly individuals, has been widely debated 

almost ever since the concept of eGFR was first clinically used in the early 

2000s (28, 30, 178). The mean age of the LCC cohort and the approximately 

50% with CKD3a with either A1 or no recorded proteinuria suggests that there 

could be a substantial proportion of the cohort with ‘ageing’ kidneys instead of 

true ‘CKD’. The current thesis cannot answer this debate, but perhaps should 

be seen as a further indication to use risk prediction tools in the elderly with 

caution. 

Whilst the LCC cohort’s data linkage between primary and secondary care is a 

significant strength of the current thesis, some limitations to this process must 

be acknowledge. LCC does not have data linkage to Office of National 

Statistics CV mortality event data, this may account for missing up to 3% of all 

acute myocardial infarction events (81). The number of events missed for 

cerebrovascular events is less clear and an ongoing area of research (115). In 

addition, the data linkage from secondary care is not national HES or MINAP 

data. Therefore, if an individual had a secondary care event outside of 

University Hospitals of Leicester’s three hospitals which was also not recorded 

in the primary care notes, then it would have not been detected. It is likely 

though that all studies have missing data of this nature, with independent 

outcome committees in randomised controlled trials suffering the least and 

observational data such as LCC and QRisk3 (67), which did not have access to 

MINAP data, the most. 

The assessment tools for the process of external validation also have 

limitations that must be considered. Whilst PROGRESS and its related TRIPOD 

statement suggest methods, the ‘gold standard’ for assessment of risk 

prediction tools is not universally agreed, as is suggested by the number of 

methods available, their advantages and disadvantages, and the academic 

debate that surrounds them (105). For discrimination, the C-statistic is likely to 

underperform in external validation of secondary subpopulations compared to 

its results in the original development cohort. An example of this is in QRisk3 

itself where the C-statistic performance worsened in age subgroups, particularly 

as age increased, and also in the coding identified CKD subgroup (67). 
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Calibration was also limited by three factors, no available baseline risk for the 

CKD models, the adjustment of the prediction interval for general populations’ 

baseline risk and the potential for missing events. For the first factor, no 

additional data was provided by corresponding authors for the CKD models. 

The second limitations meant that baseline hazard had to be adjusted from ten 

years to five years, meaning it had to be estimated for this interval. Initially, this 

was on the basis of the estimated five year risk being half of the risk at ten 

years. It is unclear what the correct method for adjusting this is, but if near 

linear risk is assumed then this is likely to be a near approximation to reality.  

The methods for developing LCC had been completed, ethical approval had 

been received and data collection had already begun when QRisk3 was 

published. Given the anonymous nature of the data collection, it would have 

been unethical to have collected full patient records as this would have 

increased the chance of re-identification of individuals. Therefore, selected data 

extraction was performed with data relevant to CV risk and already published 

CV risk prediction tools. QRisk3 utilised six new risk factors to compute their 

risk prediction (67). Data on the use of corticosteroids was included in the 

original data collection tool for LCC, but coding for migraines, systemic lupus 

erythematosus, erectile dysfunction, atypical antipsychotic use and severe 

mental illness was not. This may therefore have altered the performance of 

QRisk3 during validation. These six new risk factors varied in prevalence from 

approximately 6% for severe mental illness to <0.1% for systemic lupus 

erythematosus. No other risk prediction tool had missing variables. In relation to 

calibration, as all these factors were associated with increased predicted risk of 

a CV event in the model, then their inclusion would have increased individual 

predicted risk and would only have worsened the magnitude of the model’s over 

prediction of risk. The correct approach to account for missing, categorical, 

relatively uncommon variables in an external validation study is unclear. Given 

the prominence of QRisk2, and likely QRisk3 too in the near future (164), I felt it 

was important to validate this model, and note these limitations, rather than 

exclude it. 

The issue of data linkage of the GP records to other CV outcome sources has 

been described in great detail in this and other chapters. The original plan for 
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the fellowship and thesis had been to use data from ‘The Primary-Secondary 

Care Partnership to Improve Outcomes in Chronic Kidney Disease’ study 

(PSP), a cluster randomised controlled trial of CKD nurse specialists in primary 

care. Follow-up for the trial was up to three years. An ethics extension was 

approved to perform observational follow-up of the 49 primary care practices 

included in the original study. 38 (77.6%) consented and participated in follow-

up. However, substantial difficulties and delays arose accessing anonymised 

CV outcome data for MINAP and HES for the area’s hospitals. These data for 

one hospital were received in November 2018 and had not yet been received 

from the other hospital at the time of the submission of this thesis. The original 

aim had been to use the data from PSP, instead of LCC, to externally validate 

the risk prediction models identified. LCC would then have been the external 

validating cohort for potentially adjusted or novel models. 

The work to update the PSP was a substantial part of the first year’s work for 

this thesis. Clearly, it was disappointing that this work was not able to be 

included in my thesis. After discussion with my supervisors, we agreed that the 

more robust and higher quality CV event outcome identification in the LCC 

cohort was more important than simply having a larger cohort to analyse as 

was the case with PSP. During reflective periods whilst writing up my thesis, 

this particular experience has taught me a great deal. Firstly, it has highlighted 

to me the challenges and issues that surround working between different 

datasets, in particular where multiple organisations are involved. Secondly, as 

described in Chapter 2, working without individual patient consent with 

anonymised data provides challenges in relation to linkage and maintenance of 

anonymity. Thirdly, responding and adapting to new challenges as they occur in 

a large, medium term project such as this an important skill that I have 

developed throughout the time of my fellowship. This will be an important 

attribute to use in my future in academia, clinical medicine and life in general. 

More positively, the LCC has been used in collaboration with the CKD 

Prognosis Consortium for a number of publications include multi-state 

modelling in advanced CKD (175). It is also anticipated that the LCC cohort will 

contribute to the CKD Prognosis Consortium in the future. 
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In summary, the main weaknesses of this thesis are the observational nature of 

both the LCC cohort and the systematic review into CV risk factors, the 

possibility that some LCC individuals may have a process of ‘ageing kidneys’ 

rather than ‘true’ CKD, the possible loss of up to 10% of events due to not 

having national secondary care and ONS data, and the limited data in relation 

to baseline risk. 
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9.5. Potential Clinical Impact 

Clinical risk prediction tools can be used in a number of settings including for 

direct patient information to inform decision making with a clinician, health 

service planning and aiding the development of future research projects. The 

information produced by this thesis is likely to be primarily used in partnership 

between patients and clinicians. Rather than a discussion around 10 year CV 

risk only, as set out by QRisk2, QRisk3 and the AHA tools, it is more likely to be 

used to discuss the relative chances of CV risk and mortality. This could allow 

for general planning of individualised care for a patient above and beyond the 

‘statin decision’ that general population tools are currently utilised for. For 

instance, currently under QRisk3 a consultation might predict the following: 

 10 year CV risk for a 80 year old white male, ex-smoker, with CKD 

stage 4, type 2 DM, treated systolic blood pressure of 140 mmHg, 

cholesterol to HDL ratio 4 and a body mass index of 26.4kg/m2 – 45.6% 

Using a competing risk prediction model predicted from the LCC cohort for the 

same individual we might expect: 

 5 year death risk 

 5 year CV event risk 

 5 year risk of CV event followed by death 

This additional information, might change the consultation from consideration of 

statin use, to a wider discussion around other factors for CV risk, general health 

frailty and possibly future end of life planning. This would particularly be the 

case in multi-morbid populations such as many of the individuals in the LCC 

cohort. If risk of non-CV mortality is not considered in conjunction with CV risk 

than the risk and benefits of medications such as statins, aspirin and anti-

hypertensives can not be fully assessed and overuse of medications might be 

consider. For instance, whilst aspirin has been considered for CV primary and 

secondary prevention the associated risk of non-CV events, such as 

gastrointestinal or cerebral bleeding, is higher in individuals with CKD and so 

the risk-benefit balance of CV versus CV-risk would also be different (179). 
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However, despite risk prediction models having potential impact on 

clinicaldecision making, their impact either positively or negatively is rarely 

assessed (60). This may be possible due to a lack of recognition of them as 

‘health technologies’ requiring regulatory overview. In addition, their adoption 

may be dependent on endorsement of prominent individuals in the research 

field, rather than good quality evidence, a suggestion that the field of prognosis 

still relies in ‘eminence based medicine’ rather than ‘evidence based medicine’. 

In order to robustly assess this, a prospective clinical impact study of the model 

is required, a step that is infrequently performed, including for widely clinically 

used models such as QRisk2 and AHA (60, 62, 63). This may be due to the 

perceived high cost of a full randomised controlled trial. Novel approaches such 

as step wedge design have been suggested to improve trial efficiency, but the 

introduction of new risk prediction tools, with minimal impact evidence, by 

guideline producers may potentially contaminate findings of results. Despite 

these adapted approaches, trials may require many years of follow-up and 

many thousands of patients to achieve sufficient power to detect a difference in 

‘hard’ outcomes such as CV endpoints. Therefore, adapted outcomes have 

been suggested, including analysis of decision making (62, 63). From a 

nephrology point of view, an example of this might be how a prediction tool 

such as the KFRE effects clinicians’ decision making to refer a patient to 

secondary care nephrology or not. 

An additional consideration prior to implementation into routine clinical practice 

is its adoption by clinical systems such as EMIS and SystmOne into their 

clinician interfaces and the ability to automate the calculations for a whole 

practice. It is likely that manual calculations for an individual on a website, ‘app’ 

or score chart would lead to wide use of the risk prediction tool as a ‘novelty’ 

rather than widespread clinical use. In the context of the CKD Prognosis 

Consortium’s ‘low GFR events’ tool, this could be used in secondary care in an 

individual consultation, but is unlikely to be usable as a primary care screening 

tool (175). An example of the data provided by the tool is shown in Figure 8.15. 

These clinical software producers will usually adopt a process once it is 

incorporated and endorsed into national guidance, i.e. for England, NICE 



236 

guidelines. Therefore, further research into implementation to improve the 

validation of the tool is required to promote its inclusion in guidelines. 
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9.6. Further Areas of Research 

Further progress in the prediction of CV risk in CKD is required in two broad 

interconnected areas, methodological and clinical impact. 

 

9.6.1. Methodology 

The CKD Prognosis Consortium has recently developed a multi-state model for 

CV, ESRD and all-cause mortality outcomes over two and four years in 

individuals with an eGFR <30 ml/min/1.73m2. Its clinical utility is probably 

limited in primary care by its eGFR based inclusion criteria (175). The model 

included the PSP-CKD cohort data described in section 9.4 for its development. 

These methods address the primary limitation of the Cox model in the context 

of a complex disease pathway, primarily that of competing non-CV mortality 

and the ability to simultaneously predict multiple events. In the Cox model the 

risk of fatal or non-fatal CV event is calculated without considering non-CV 

causes of death (64). This means the individual can only ever in effect have a 

CV event or remain alive. This leads to an overestimation of these events as 

the risk of non-CV death leads to censoring of an individual and a reduction in 

the denominator in the risk calculation. 

This may not be a significant problem in populations with low risk of other 

causes of death, such as in a younger population with limited mortality risk. 

However, in a population such as the LCC cohort death due to other causes is 

common and will influence the predicted risk. Using the cumulative incidence 

function to estimate risk accounts for this competing risk (180, 181). 

Multi-state models represent an extension of competing risk which can 

calculate the simultaneous risk of more than one event (180). This allows the 

potentially complex healthcare pathways that a cohort of patients may go 

through to be studied and the individual events that may occur to an individual 

to be simultaneously studied. In turn this can allow for intuitive measures of 

events such as impact on life expectancy and mean survival. Whilst multi-state 

models have been principally been used in cancer, where predicting recurrence 

will likely impact on overall survival, as the CKD-PC have shown they can be 
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used within CKD to predict the overall risk of CV, ESRD and all-cause mortality 

events, as well as the risk of an event occurring before the ‘absorbing’ event of 

death occurs (175). 

The two main components of a multi-state are the transition probability and 

transition hazard (180). The former is the probability of being in a certain state, 

b, at time t given that the individual was in state a at time s. It is also conditional 

on the previous trajectory of the individual up until time s. The transition hazard 

is based on the cause-specific hazard from the competing risk model for each 

transition. Once the multi-state model is fitted and adequately tested, such as 

the assumption of proportional hazards, transition probabilities can be 

calculated from the model. These can be utilised to graphically display stacked 

plots of probabilities or mean survival in a certain state, given a certain set of 

patient characteristics. 

Whilst external validation and extension of the model to include all individuals 

with CKD is an attractive proposition for future research, the methodology 

required to do so needs further development and evaluation (personnel 

communication, Dr Michael Crowther, University of Leicester and Professor 

Richard Riley, Keele University). Therefore for this to occur appropriate 

methodological research, beyond the scope of this thesis, is required. Such 

developments may address whether multiple validations are required of each 

individual state or transition in the model, or if validation of the final state only is 

sufficient.A further issue, first highlighted to me when discussing risk prediction 

tools during study visits with primary care physicians, was the issue of updating, 

or ‘dynamic’, risk prediction. Their concern as clinicians was whether risk 

prediction tools, such as QRisk3, could be used to update a risk prediction once 

a variable had changed. In their experience this was typically when blood 

pressure or cholesterol had been lowered to a certain level. Equally, in the area 

of CKD this could be related to a change in eGFR or ACR, the latter typically 

through the use of angiotensin–converting-enzyme inhibitors such as ramipril. 

Whilst current risk prediction tools are probably used clinically in this way, the 

appropriateness of this is unclear. The arbitrary nature of the start point of LCC 

of 1st November 2011 may have led to some bias (182). QRisk3 does 

incorporate historical data via the use of the standard deviation of previous 
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blood pressure, but this is not a true dynamic model. Less than 10% of models 

are thought to incorporate longitudinal measures (183). One reason for this has 

been the computational intensive methods required meaning that in larger 

datasets such as QRisk3, model development has not been feasible (184). 

Recent work by Paige et al, has proposed a computational feasible 2-stage 

dynamic model (184). In CKD, and nephrology in general, these and other 

dynamic models have been proposed as methods to improve risk prediction but 

clinically focused research has been rarely performed (185). 

 

9.6.2. Clinical Impact Studies 

Even if a model is robustly established from a statistical perspective, there is no 

guarantee that it will have a beneficial clinical impact (60). Therefore this must 

be studied to assess how clinical decisions, and ideally hard endpoints, are 

affected by the risk prediction tool. 

For the case of CV risk prediction in CKD, this is likely to be in the context of a 

primary care cluster design study at the level of each practice. Whether a 

stepped wedge design or pre-trial observations are included is another design 

consideration. However, these types of prognostic research studies are rarely 

performed (60). Where they have been performed, due to the limited 

methodological research in the area, their design and appropriate statistical 

powering have been inappropriate. This has reduced the chance of meaningful 

conclusions being drawn from the impact study (186). Studying current clinical 

decision making through a decision analysis study could help to understand 

clinician decision making and aid in the design and powering of a larger impact 

study (186, 187). 

Assuming that a risk prediction model is thought to be ready for implementation 

studies, how the prediction data is presented is an important, but often 

overlooked topic. In the case of QRisk2 and QRisk3, the results are integrated 

into electronic clinical systems such as EMIS and SystmOne. This allows for 

automated calculation of risk predictions both in an individual consultation and 

for practice-level audit and quality improvement purposes, such as ‘targeted’ 

consultations for high risk individuals. In the context of impact studies how data 
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is presented and to whom is important. QRisk3’s website gives a good example 

of the different ways risk can be presented that can be interpretable numerically 

and visually by patient and clinician alike (67). In an impact study whether the 

clinician is then guided by the risk prediction tool results such as a prompt 

stating NICE blood pressure targets for CKD (7), which are different to the non-

CKD population, is also an important step in design. 

 

 

Figure 9.1: An example of the different types of risk prediction tool output from QRisk3. 
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Further consideration for design include the level at which clustering occurs. 

Whilst practice level clustering may be attractive, the impact of the risk 

prediction tool on the different clinicians’ behaviours within the practice will also 

need to be considered. Clinicians may also change their opinion in relation to 

the risk prediction tool, either positively or negatively, over time thus leading to 

a clinician time dependent effect. Further, if the result is shared with the patient 

then how this effects their decision making will also need to be considered. 

In summary, clinical impact studies of risk prediction tools are vital to study how 

they influence decision making, both clinician and patient, and outcomes for a 

condition. However, they are rarely performed and when they are they present 

multiple methodological challenges (60, 186). Initial further work from this thesis 

may include studying the impact of decision making from results of the QRisk2, 

QRisk3, or an alternative multi-state models in CKD. This could then be 

followed by a full randomised cluster designed study of the risk prediction tool 

to assess its impact on clinical decision making and outcomes. 
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9.7. Final Conclusions 

This thesis has been built on three foundations. Firstly, that CKD is an 

independent risk factors for CV disease events. Secondly, the pathophysiology, 

and hence risk factors, are likely to be different in CKD compared to the general 

population. Thirdly, that general population risk prediction tools can accurately 

predict CV disease event risk in the general population. 

Firstly, this thesis has suggested that in CKD the routinely collected risk factors 

of serum albumin, haemoglobin and phosphate have the strongest evidence of 

all the ‘non-traditional risk factors’ for predicting CV events. Secondly, a primary 

care cohort of CKD, LCC, with robust identification of CV event outcomes from 

primary and secondary care, can be used to externally validate CKD specific 

and general population risk prediction models. Thirdly, and perhaps the most 

surprisingly, given the initial hypothesis, that rather than underprediction of risk, 

as might be expected from CKD being an independent risk factor, 

overprediction occurred. This finding is likely to be due to the possible violation 

of the non-informative censoring assumption of the Cox model used. This is 

likely to have been due to the high rates of death and its related role as a 

competing risk in the model. Fourthly, risk prediction tools may be improved 

through the use competing risk models and the inclusion of additional risk 

factors such as eGFR, ACR and other non-traditional risk factors. Finally, 

implementation of these models will require further prospective studies to 

assess the impact on clinical decision making in CKD in relation to CV, ESRD 

and all-cause mortality outcomes. 
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2.2 Practice Information Leaflet 

    

                            

 

Practice Information Leaflet 

The Leicester City & County Chronic Kidney Disease 

Cohort (LCC-CKD) 

 

IRAS Number: 197145 

Chief Investigator: Professor Nigel Brunskill 

 

Summary 

 

Chronic Kidney Disease (CKD) is a common condition in adults and is associated with increased risk of cardiovascular 

disease (CV) events. Its epidemiology is poorly understood in both a primary care setting and in those of non-white 

ethnicity. This project proposes creating an observational cohort from anonymised primary care patient records to study 

the epidemiology of CKD, including risk factors associated with CV disease. 

 

Background and Purpose of Study 

 

CKD is a common condition affecting 6-8% of the adult population.  It is often associated with hypertension, diabetes 

mellitus and CV disease. Individuals with CKD are at higher risk of death, CV events and endstage renal failure (requiring 

dialysis or transplantation) compared to those without CKD. CKD and these associated complications are also more 

common in non-white ethnic groups. 

 

Large primary care epidemiological studies of CKD and its complications are lacking. Most available evidence relates to 

findings from clinical trials in secondary care, or other selected research populations. CV risk stratification is also poorly 

understood in CKD. Currently, general population CV risk tools are thought to underestimate the risk of CV events in 

CKD. 

 

Your practice is invited to participate in the establishment of a CKD cohort to address two main research aims: 

 

1. To establish the factors influencing the natural history of CKD and related complications in a large, multi-ethnic 

primary care based CKD cohort 

2. To validate the accuracy of a CV risk score in individuals with CKD 

 

A retrospective cohort will be created with up to 5 years of follow-up data from the date of data extraction. This will be 

formed from the electronic clinical records of participating practices by identifying individuals with CKD on the basis of 

serum creatinine and urinary protein results (dipstick, ACR and PCR). 
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What is involved in participating? 

 

Your practice’s involvement in the study would involve a single visit by a researcher. The visit typically lasts less than one 

hour but during this time the researcher would require supervision by a member of your staff. A practice staff member 

would need to run a standard ‘MIQUEST’ search on your clinical system. The MIQUEST search can be set up and run 

either before or during the researcher’s visit to your practice. The study’s data extraction tool, IMPAKT 

(www.impakt.org.uk), would then produce an anonymised version of the data to transfer to the University of Leicester’s 

Clinical Trials Unit for secure digital storage. It is unlikely that your practice will incur any direct costs in relation to this 

project. 

 

Who will have access to the data? 

 

Your practice’s anonymised data will be principally accessed by the research team. The data will be stored securely in 

the Leicester Clinical Trials Unit where access is password protected and limited to the research team. In order to 

comply with research data management regulations, the data may be reviewed by University of Leicester (in its role as 

the study’s sponsor), the NHS or other regulatory bodies. Their access would be only for audit and monitoring 

purposes. The researchers may, in the future, collaborate with other external research consortia and share redacted 

data from your practice. Neither your patients nor your practice would be identifiable should this occur. You would be 

contacted separately regarding this and, of course, would be free to opt out of this process. 

 

What are the potential benefits to my practice? 

 

As well as actively involving your practice in clinical research, the researchers can provide, if requested, summary results 

in relation to the management of CKD in your practice to support quality improvement. This will include reference to both 

NICE guidance and the latest QOF standards for CKD and, because of their high prevalence in CKD, diabetes mellitus 

and hypertension. 

 

What are the risks of participating in the study? 

 

The main risk in relation to this study is in relation to information governance. No patient identifiable data will be removed 

from your practice. The researcher will not have access to patient identifiable information from your clinical system unless 

their role includes clinical work with your practice. All researchers involved in the study have undergone research training 

including specific information governance training. The anonymised data removed from your practice will be stored on 

password protected encrypted digital storage devices. 

 

What if I am harmed by the study? 

 

It is very unlikely that there would be any harm incurred by taking part in this type of research study. However, if you 

wish to complain or have any concerns about the way you have been approached or treated in connection with the 

study, you should ask to speak to Professor Nigel Brunskill who will do his best to answer your questions. He can be 

contacted by email (njb18@le.ac.uk) or phone (0116 258 8043). 

 

In the event that something does go wrong and you are harmed during the research and this is due to someone‘s 

negligence then you may have grounds for a legal action for compensation against University of Leicester. You may, 

however, have to pay your legal costs.  

 

Can we withdraw our consent? 

 

Yes. If you decided to withdraw from the study please contact Professor Nigel Brunskill, the chief investigator. Data related 

to your practice can be removed from the cohort and digitally destroyed. 
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Who is the study funded by? 

 

The study is funded by Kidney Research UK. The development of the data extraction tool, IMPAKT (www.impakt.org.uk), 

was funded by the National Institute of Health Research. 

 

Who has reviewed this study? 

 

The study has been reviewed by University of Leicester, Leicester City Clinical Commissioning Group (CCG), West 

Leicestershire CCG, East Leicestershire and Rutland CCG and Leicester Central Research Ethics Committee. 

 

Do the researchers involved have any conflicts of interest? 

 

IMPAKT was created by and updated for this project by one of the co-investigators, Dr David Shepherd, a Leicester GP. 

IMPAKT and its intellectual property rights are owned by Dr Shepherd and University of Leicester. The co-investigators 

have no relevant commercial conflicts of interest to declare. 

 

If my practice would like to take part, what should we do next? 

 

Please complete the enclosed declaration of interest form and return it in the stamp addressed envelope. Once we have 

received this, you will then be contact to arrange a date for a researcher to visit your practice to answer any further 

questions you may have, complete the consent process and the data extraction. 

 

If we decide not to take part what will happen? 

 

Participating is entirely voluntary and we understand not all practices will wish to be involved. If this is the case, please 

could you still complete the enclosed form and return it so that we know not to contact you again. 

 

We are not sure whether the study is right for our practice, who can we contact to discuss this further? 

 

Please contact either Professor Nigel Brunskill or Dr Rupert Major (rwlm2@le.ac.uk or 07510 303 405) to discuss the 

project further. Alternatively, return the enclosed form requesting more information and we will contact you to discuss the 

project in more detail. 

 

Whatever your decision is, we would like to thank you for taking the time to read about our research project. 
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2.3 LCC Cohort Study Consent Form 

            

           
 

Practice Consent Form 
 

The Leicester City & County Chronic Kidney Disease Cohort (LCC-CKD) 

 
 

IRAS Number: 197145 
Chief Investigator: Professor Nigel Brunskill 

1. I confirm that I have read the Practice Information Leaflet (dated 23rd August 2016, Version 1.1) for the 

above study. I have had the opportunity to consider the information, ask questions and have had these 

answered satisfactorily. 

2. I understand that my practice’s participation is voluntary and that we are free to withdraw at any time without 

giving any reason and without affecting my practice’s legal rights. 

3. I understand that anonymised data in relation to my practice’s patients will be collected and transferred for 

secure storage at Leicester Clinical Trials Unit. 

4. In addition to research use, I understand any data provided may be reviewed by appropriate regulatory 

authorities for the purposed of audit and regulation. 

5. I understand that the information collected may be used to support other research in the future, and may be 

shared anonymously with other researchers. 

6. I confirm I am an authorised research representative of the general practice named below and that the practice 

agrees to take part in the above study. 

 

Name and Address of Practice 

 

 

 

 

 

            

Name of Authorised Representative  Date    Signature 

            

Name of Person taking consent  Date    Signature  

Please 

initial box 
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4.1 Definitions of Co-morbidities 

 

  

History of ischaemic 

heart disease 

Positive history of coded myocardial infarction, bypass 

grafting, percutaneous coronary intervention 

History of heart 

failure 

Positive history of coded heart failure 

History of stroke Positive history of coded stroke 

Diabetes mellitus HbA1c ≥6.5%, or coded fasting glucose ≥7.0 mmol/L, or 

any glucose ≥11.1 mmol/L, or use of glucose lowering 

drugs, or coded diagnosis of diabetes mellitus 

Diabetes type Type 1 or Type 2 diabetes mellitus based on code 

Hypertension Systolic blood pressure ≥140 mmHg, diastolic blood 

pressure ≥90 mmHg, use of anti-hypertensive drugs, or 

coded diagnosis of hypertension 
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4.2 CV Event Codes 

 

Primary Care Read Codes 

IMPAKT searched for and extracted the following codes for CV related events: 

Cerebrovascular disease 

G6%, X00D%,XE0VJ%,Xa00%, Xa0kZ, XaB%, XaJgQ, XaQbK,  

Ischaemic heart disease 

G3%, Gyu3%, X200%, XaIf1, XaJX0, Xa0YL, XE0Uh, XE2aA 

Where ‘%’ refers to any sub-code of the one listed. 

 

Within the above identified codes the following codes for specific CV events 

were identified: 

Atherosclerotic stroke 

G63, G631-1, G641-1, G64z-2, G64z1-1, G6770, G630, G631, G631-, G631., 

G632, G63y0, G63z., G64, G64-1, G64-2, G64-3, G64.., G640, G640., G6400, 

G641, G6410, G64z, G64z-, G64z., G64z0, G64z1, G64z2, G64z3, G64z4, 

G65, G65-1, G65-2, G65-3, G65.., G650, G650., G650-1, G651, G651., G6510, 

G65y., G66, G66-1, G66-2, G66-3, G66-9, G66.., G660, G660., G661, G662, 

G662., G663, G663., G664, G664., G665., G665, G667, G667., G668, G668., 

G671, G6711, G676, Gyu63, Gyu64, G6773, X00D1, X00D3, X00D5, X00D6, 

X00D7, X00D8, X00D9, X00DA, X00DB, X00DG, XE0VJ, Xa00I, Xa00J, 

Xa00K, Xa00M, Xa00R, Xa0kZ, XaB4Z, XaBEC, XaBED, XaJgQ, XaQbK 

 

Myocardial infarction  

G30, G30-4, G30-5, G30-7, G30-9, G30.., G300, G300., G301, G301., G3010, 

G3011, G301z, G30-2, G302, G302., G303, G303., G304, G304., G305, G305., 

G306., G307, G307., G3070, G3071, G308, G308., G30X0, G30y., G30y2, 

G30yz, G30z, G30z., G31, G310, G32, G32-1, G32-2, G32.., G33z5, G35.., 

G350, G351, G351., G353., G35X., G38.., Gyu34, X200d, X200L, X200M, 

X200P, X200X, X200A, X200E, X200K, X200V, XaIf1, XaJX0, Xa0YL, XE0Uh, 

XE2aA 

 

Hospital Episode Statistics 

ICD-10 admission and in hospital events coded as: 
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Atherosclerotic stroke  I63.0-I63.6 

Myocardial infarction  I21–I23, and I25.6 

 

MINAP 

Initial diagnosis identified as: 

"Definite myocardial infarction" or "Acute coronary syndrome" 

 

Or, ECG determining treatment coded as: 

"ST segment elevation" 

 

Or, Discharge diagnosis identified as: 

"Myocardial infarction (ST elevation)", "Threatened MI", “Myocardial 

Infarction (unconfirmed)", "Acute coronary syndrome (troponin positive) 

nSTEMI", "Acute coronary syndrome (troponin negative)" or "Acute 

coronary syndrome (troponin positive)" 
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5.1 OVID Medline Literature Search Strategy for 1st Systematic Review 

Database: Ovid MEDLINE(R) In-Process & Other Non-Indexed Citations and 

Ovid MEDLINE(R), 1946 to 20th October 2017 

1     exp RENAL INSUFFICIENCY, CHRONIC/ 

2     "chronic renal".ti,ab. 

3     "chronic kidney".ti,ab. 

4     "ckd".ti,ab. 

5     exp CARDIOVASCULAR DISEASES/ 

6     "cardi*".ti,ab. 

7     "heart*".ti,ab. 

8     "coronary*".ti,ab. 

9     "myocard*".ti,ab. 

10     "ischem*".ti,ab. 

11     "ischaem*".ti,ab. 

12     "stroke*".ti,ab. 

13     "cerebrovasc*".ti,ab. 

14     "cerebral vascular*".ti,ab. 

15     "cohort*".ti,ab. 

16     exp Cohort Studies/ 

17     "random*".ti,ab. 

18     "rct*".ti,ab. 

19     exp Randomized Controlled Trials as Topic/ 

20     "risk*".tw. 

21     "prognosis*".tw. 

22     "predict*".tw. 

23     "associat*".tw. 

24     "factor*".tw. 

25     20 or 21 or 22 or 23 or 24 

26     5 or 6 or 7 or 8 or 9 or 10 or 11 or 12 or 13 or 14 

27     15 or 16 or 17 or 18 or 19 

28     1 or 2 or 3 or 4 

29     25 and 26 and 27 and 28 

30     limit 29 to yr="1999 -Current" 

31     limit 30 to (english language and humans and "all adult (19 plus years)") 

32     limit 31 to (clinical study or clinical trial, all or clinical trial or meta analysis 

or observational study or pragmatic clinical trial or randomized controlled trial or 

systematic reviews or validation studies) 
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5.2 Embase Literature Search Strategy for 1st Systematic Review 

exp RENAL INSUFFICIENCY, CHRONIC/ OR "chronic renal".ti,ab. OR "chronic 

kidney".ti,ab. OR "ckd".ti,ab. 

AND 

exp CARDIOVASCULAR DISEASES/ OR "cardi*".ti,ab. OR "heart*".ti,ab. OR 

"coronary*".ti,ab. OR "myocard*".ti,ab. OR "ischem*".ti,ab. OR "ischaem*".ti,ab. 

OR "stroke*".ti,ab. OR "cerebrovasc*".ti,ab. OR "cerebral vascular*".ti,ab. 

AND   

"cohort*".ti,ab. OR exp Cohort Studies/ OR "random*".ti,ab. OR "rct*".ti,ab. OR 

exp Randomized Controlled Trials as Topic/ 

AND 

"risk*".tw. OR "prognosis*".tw. OR "predict*".tw. OR "associat*".tw. OR 

"factor*".tw. 

limit  to yr="1999 -Current" 

limit to (english language and humans and "all adult (19 plus years)") 

limit to (clinical study or clinical trial, all or clinical trial or meta analysis or 

observational study or pragmatic clinical trial or randomized controlled trial or 

systematic reviews or validation studies) 
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5.3 Risk of Bias Assessment for 1st Systematic Review 

Study Study participation Study exclusion/attrition Outcome measurement Missing data Statistical Analyses and Reporting 

AASK-RCT African Americans with 
hypertensive nephrosclerosis 
and a GFR of 20–65 ml/min 
per 1.73 m2 recruited from 
February 1995 to September 
1998. 

2802 screened, 1094 enrolled, 186 excluded for 
this analysis - due to incomplete BP 
measurements (168), deaths within first 12 
months (15), 'censored' (3).  If ESRD reached 
then patient also censored (153). 

Cardiovascular death, cardiovascular revascularization, 
nonfatal myocardial infarction (MI), hospitalization for heart 
failure, or stroke. 

168 excluded due to 
incomplete BP data.  
Amlodipine arm 
terminated early 
September 2000. 7 lost to 
follow-up.  20 deaths after 
ESRD reached excluded. 

Trial was a 3x2 factorial design with BP 
target and 1 of 3 possible anti-
hypertensives.  Cox proportional hazards 
regression for analysis included in 
current systematic review. 

Ankara Patients referred to outpatient 
renal unit between March 
2006 to February 2011. 

1276 eligible, 873 excluded due to 'conditions 
that may influence endothelial dysfunction', 65 
excluded due to acute infection or unwillingness 
to participate. 

Fatal and non-fatal stroke and myocardial infarction. Recorded 
by telephone contacts and routine outpatient clinic visits. 

80 lost to follow-up, 73 
withdrew consent. No 
other mention of missing 
data 

Cox proportional hazards models. Does 
not report full multivarable model 
confounding factors.  

CanPREDDICT Multi-centre prospective 
cohort study. Recruitment 
dates not specified. Patients 
with CKD. eGFR between 15 
to 45 ml/min/1.73m². 

2529 included in final analysis. Number screened 
not given in current paper. Exclusion criteria - 
organ transplant recipient, life expectancy less 
than 12 months, acute vasculitis 

Ischemic cardiovascular events ‘were adjudicated and defined 
as myocardial infarction, unstable angina, ischemic stroke, 
coronary revascularization, new onset of coronary heart 
disease (proven by cardiac catheterization), amputation due to 
peripheral vascular disease, peripheral artery bypass, and 
gangrene.’ Unclear if assessors ‘a cardiologist, a nephrologist, 
and a neurologist’ were blinded to patient characteristics for 
this particular study. 

15 individuals excluded as 
TMAO results not 
available 

Multivariable cox proportional hazards 
regression 

CARE FOR HOMe Single outpatient renal 
recruitment from September 
2008 to November 2012. 
Patients with CKD stages 2-4, 
eGFR 15-89 ml/min per 
1.73m2. Patients with CKD 
stage 2 had 'one or more 
markers of kidney damage, 
including albuminuria and/or 
plasma creatinine/cystatin C 
above references values'. 

Systemic immunosuppressive medication and 
those with concomitant human immunodeficiency 
virus infection, clinical apparent infections 
(defined as CRP levels above 50 mg/l, and/or 
requiring systemic antibiotic therapy), active 
cancer disease, malignant hematological 
disorders, and/or acute renal failure (defined as 
increase of plasma creatinine >50% within four 
weeks) were excluded from study participation. 
Moreover, we excluded allograft recipients, 
pregnant women, and subjects <18 years of age' 

Atherosclerotic events/death, which comprises acute 
myocardial infarction (defined as a rise in troponin T above the 
99th percentile of the reference limit accompanied by 
symptoms of ischemia and/or electrocardiographic changes 
indicating new ischemia) , surgical or interventional 
coronary/cerebrovascular/peripheral arterial revascularization, 
stroke (defined as rapidly developing clinical symptoms or 
signs of focal [or at times global] disturbance of cerebral 
function lasting .24 hours [unless interrupted by surgery] or 
leading to death, with no apparent cause other than of 
vascular origin), amputation above the ankle'. 

None lost to follow-up. Multivariable Cox regression. 

CREATE 605 enrolled, 476 completed 
study (roughly equal 
withdrawal between groups). 
291 included in this substudy. 
Multi-centre RCT of 
individuals with Cockcroft–
Gault GFR of 15–35 mL/min , 
Hb 11.0-12.5 g/dL. 
Systolic/diastolic blood 
pressure <170/95 mmHg.  
Recruited between July 2000 
and November 2002. Clinical 
trial followed-up until 
November 2004. 

Anticipated need for renal replacement therapy 
within 6 months, advanced cardiovascular 
disease (as defined by a diagnosis of clinically 
significant valvular disease, congestive heart 
failure, myocardial infarction, unstable angina, or 
stroke within the preceding 3 months), non-renal 
causes of anemia, receipt of blood transfusions 
within the preceding 3 months, a serum ferritin 
level of less than 50 ng per milliliter, a C-reactive 
protein level exceeding 15 mg per liter, and 
previous treatment with erythropoietin.' 

Sudden death, myocardial infarction, acute heart failure, 
stroke, transient ischemic attack, angina pectoris resulting in 
hospitalization for 24 hours or more or prolongation of 
hospitalization, complication of peripheral vascular disease 
(amputation or necrosis), or cardiac arrhythmia resulting in 
hospitalization for 24 hours or more.' 

Not stated. Cox regression models.  States 'pre-
defined' sub-analysis but unclear how. 

CRIC ‘3,939 participants with CKD 
stages 2-4 who enrolled in the 
Chronic Renal 
Insufficiency Cohort (CRIC) 
between June 2003 and 
December 2008’. Age 21 to 
74 years. 3,904 individuals 
included in current analysis 
(see ‘missing data’ column). 7 
centres from USA. Follow-up 
until June 2009, death or 

‘inability to consent, institutionalization, 
enrolment in other studies, pregnancy, New York 
Heart Association classes III-IV heart failure, 
human immunodeficiency virus (HIV) infection, 
cirrhosis, myeloma, polycystic kidney disease, 
renal cancer, recent chemotherapy or 
immunosuppressive therapy, organ 
transplantation, or prior treatment with dialysis 
for at least 1 month. 

‘Definite or probable myocardial infarction, 
stroke, or peripheral arterial disease’. Outcome adjudicated by 
‘blinded reviewers’. 

‘Thirty-five participants 
had missing serum 
bicarbonate levels at 
baseline and were 
excluded from this study’. 
‘Approximately 9.4% of 
participants had missing 
covariable information and 
were excluded’. 
Individuals with missing 
data were ‘not significantly 

‘Multivariable Cox proportional hazards 
models were used’. ‘Death was treated 
as a 
censoring event when it was not part of 
the outcome’. Quadratic splines used to 
explore nonlinearity, but for 
cardiovascular events a linear 
relationship was found. Proportional 
hazard model assumption tested through 
use of Martingale residuals. ‘interactions 
by race, diabetes, eGFR, and proteinuria 
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voluntary withdrawal from 
study. 

different at baseline’. No 
specific information on 
voluntary withdrawal from 
study in current study. 
 

for death and renal outcomes and by 
diuretic use for cardiovascular 
outcomes’. Sensitivity analysis 
performed. Database ‘locked’ for 
analysis at 30th June 2009. 
 

CRISIS Prospective cohort study. 
Patients recruited between 1st 
October 2002 and 31st 
October 2009. Patients with 
CKD stages 3-5. eGFR >10 
ml/min/1.73m²and  <60 
ml/min/1.73m². 

1316 patients enrolled in CRISIS cohort. 470 
patients included in analysis with OPG, FGF-23 
and Fetuin-A measurements. 463 patients 
included in final analysis due to 7 with 
incomplete baseline data. 

‘Non-fatal stroke or myocardial infarction, coronary angiogram 
plus angioplasty or stenting and coronary artery bypass graft 
surgery. Heart failure defined as left ventricular ejection 
fraction ≤50% or diastolic dysfunction on echocardiogram or a 
clinical diagnosis of heart failure with no other alternative 
cause for symptoms.’ 

7 patients with incomplete 
baseline data but not 
included in final analysis. 
No other mention of 
incomplete data or loss to 
follow up. 

Multivariable cox proportional hazards 
regression. 

Digitalis Multi-centre RCT of digoxin in 
chronic systolic and diastolic 
HF in normal sinus rhythm in 
302 centres from 1991 to 
1993. eGFR < 60 ml/min per 
1.73m2. 7788 patients 
screened, 2793 in CKD in 
analysis for this study. 

Serum creatinine  >2.5 mg/dL, potassium  ≥5 
mEq/L, 

Cardiovascular, and HF hospitalizations.' Vital status data were 
complete for 99% of 
patients during 57 months 
of follow-up.' 931 had no 
baseline potassium, 579 
excluded due to 
potassium K ≥5 mEq/L, 
unclear how many had 
serum creatinine >2.5 
mg/dL 

Propensity score matching. Matched Cox 
regression analysis. 

Fujita 404 patients in a 'prospective 
cohort' of individuals with 
eGFR lower than 60 
ml/min/1.73 m2 recruited from 
February 2009 to September 
2010. 

Individuals with a 'history of hospitalization for 
acute coronary syndrome, worsening heart 
failure (New York Heart Association functional 
class III or IV), stroke, aortic dissection, or aortic 
aneurysm within 6 months before enrolment; 
fever or a sign of infectious diseases.' 

CV death, acute coronary syndrome, hospitalization for 
worsening heart failure, stroke, and dissection of aorta. The 
diagnosis of acute coronary syndrome was based on the 
current guidelines. Heart failure was diagnosed based on the 
Framingham diagnostic criteria. Stroke was defined as clinical 
signs of focal or global disturbance of cerebral function caused 
by cerebrovascular damage. Aortic dissection was diagnosed 
based on computed tomography. The presence of CV events 
was determined independently by physicians who were 
blinded.' 

No further details on 
missing data. 

Cox proportional hazards regression 
analysis. All variables with P<0.05 by 
univariable analysis were included in the 
adjusted model. Not a pre-specified 
analysis. 

Genoa Multi-centre (2 centres) 
prospective cohort study. 
Patients recruited between 1st 
January 1999 and 31st 
December 2003. Patients 
included with non dialysis 
CKD < 60 ml/min/1.73m,² or 
GFR 60-90ml/min/1.73m² with 
proteinuria > 0.3 g/24hr twice 
with and interval ≥ 3 months. 

693 patients screened. 445 patients included in 
the final analysis. Patients excluded due to follow 
up <3 months, no CKD, refusal of ABPM or 
echocardiography, wall motion abnormalities, 
inadequate ABPM measurement, office and 24 
ABP < 130/80mmHg without antihypertensive 
treatment, change of antihypertensive treatment 
prior to study, severe valvular or ischemic heart 
disease, poor quality echocardiography, atrial 
fibrillation or bundle branch block, acute GFR 
change. 

Cardiovascular events defined as myocardial infarction, 
congestive heart failure, stroke, revascularization, peripheral 
vascular disease, and nontraumatic amputation. Unclear from 
paper if adjudication team blinded 

74 patients of those 
screened lost to follow up. 
67 of those screened with 
inadequate or absent 
ABPM or 
echocardiography data. 

Multivariable cox proportionalhazards 
regression 

ICKD 2 centres prospective cohort 
recruited from a 'medical 
centre' and a 'regional 
hospital'. KDIGO CKD stages 
1–5.  Recruited between 
11/11/2002 and 31/5/2009. 

Acute kidney injury 'defined as more than a 50% 
decrease in eGFR in 3 months'. 356 stages 1-2 
CKD patients were excluded. 

Cardiovascular events defined as acute coronary syndrome, 
acute cerebrovascular disease, congestive heart failure, and 
peripheral arterial occlusion disease and death by 
aforementioned causes.' 

90 patients lost to follow 
up. Possible 
underestimation of 
cardiovascular events due 
to patients receiving renal 
replacement therapy 
outside of their hospital 
and subsequently 
developing cardiovascular 
events. 

Cox proportional hazard model 

Kaohsiung 3749 consecutively enrolled 
outpatient pre-dialysis 
patients with CKD 3-5 
recruited from 11/11/2002 to 
31/5/2009. Follow-up until 

3303 in final analysis. 446 excluded (356 
patients CKD stages 1-2, 90 <3 months follow-
up). 'significant mitral valve disease, atrial 
fibrillation, or inadequate image visualization' 
also exclusion criteria. 

Hospitalization for acute coronary syndrome (Deyo’s modified 
Charlson score, ICD-9 - 410.x–412.x), acute cerebrovascular 
disease (ICD-9 - 430.x–438.x), congestive heart failure (ICD-9 
- 428.x), and peripheral arterial occlusion disease (ICD-9 

90 patients lost to follow-
up within 3 months. 193 
patients included had 
more than 20% missing 
data. 

Cox proportional hazard model. 
Significant variables (<0.05) in 
univariable analysis were selected for 
multivariable forward analysis. Not pre-
specified analysis 
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31/5/2010. 'Most' referred 
from local medical units or 
other specialists in the two 
recruiting hospitals for 'their 
impairment or progression of 
renal function'. 

443.9, 441.x, 785.4, V43.4, procedure 38.48) and death by 
aforementioned cause'. 'Ascertained by reviewing charts' 

Kyushu Prospective observational 
study of 320 consecutive 
admitted to single centre for 
'evaluation of and education 
about CKD' from January 
2005 to September 2012. 
Japanese patients with CKD 
stages 3-5, eGFR < 60 ml/min 
per 1.73m2. No discussion of 
how many screened for study. 

Malignancy or history of PAD. PCI/CABG for IHD, CHF, CVD (brain infarction and 
haemorrhage), carotid endartectomy, percutaneous 
transcatheter angioplasty, lower limb amputation, bypass for 
PAD, dissecting aneurysm for thoracic and or abdominal 
aorta, rupture of aneurysm, PE, sudden death' 

No further details on 
missing data. 

Cox proportional hazard model. 
Significant variable in univariable 
analysis were selected for multivariable 
forward analysis. Unclear if pre-specified 
analysis 

Leuven Prevalent CKD patients seen 
at a single centre nephrology 
outpatient clinic. Recruited 
between November 2005 and 
September 2006. Followed up 
until 31/12/2010. CKD stages 
1 to 5. 

548 individuals eligible, 49 excluded as not 
eligible for study. 476 out of 499 analysed in this 
study. 13 FSGS patients and 10 patients without 
suPAR measurement excluded. 

‘Composite of death from cardiac causes, nonlethal MI, 
myocardial ischemia, coronary intervention, ischemic stroke, 
or new-onset peripheral vascular disease’. ‘Cases of 
unobserved sudden death were considered cardiovascular 
death only when other potential causes could be excluded’. 
‘‘End points were prospectively recorded and coded, blinded 
from clinical and biochemical data’.  

‘If information [regarding 
outcome] could not be 
obtained, the patient was 
assumed to be lost to 
follow-up starting from the 
date of the last actual 
visit’. Paper does not 
stated how many this 
occurred to. 

Cox proportional hazard model 

Madrid 135 patients from renal clinic 
between January and May 
2007 screened. eGFR lower 
than 60 ml/min; stable clinical 
condition in terms of no 
hospitalizations nor 
cardiovascular events within 
the 3 months before 
screening;  and 'stable renal 
function' (baseline serum 
creatinine had not increased 
by 50% in the 3 months 
before screening). 113 
included in study. 

History of allopurinol intolerance or already on 
allopurinol treatment, active infections or 
inflammatory diseases, HIV infection, chronic 
hepatopathy, patients receiving 
immunosuppression. 22 excluded as eGFR 
>=60. 98 completed study - 2 started HD, 9 lost 
to follow up, 2 deaths, 2 due to 'minor adverse 
events' 

Myocardial infarction, coronary revascularization, or angina 
pectoris. Congestive heart failure (CHF) was diagnosed by x-
ray examination (pulmonary edema) and echocardiogram with 
left ventricular dysfunction. This diagnostic was considered as 
the patients were symptomatic and in New York Heart 
Association (NYHA) class II to IV with a left ventricular ejection 
fraction <45%. Cerebrovascular disease was established if the 
patient had a history of transient ischemic attacks, whenever 
stroke could be verified by computer tomography or carotid 
artery stenosis  70% could be verified by doppler ultrasound. 
Peripheral vascular disease was diagnosed by intermittent 
claudication, stenosis of the major arteries of the lower limbs 
angiographically or sonographically proven, and the presence 
of ulcers caused for atheroesclerotic disease or by surgery 
was used for diagnosis. Each event was reviewed by 
physicians. This information always included study 
hospitalization records and in the case of an out-of hospital 
death, family members were interviewed by telephone to 
better ascertain the circumstances surrounding death. 
Clinicians blinded during assessment.' 

9 lost to follow-up Cox proportional hazard models. 

MAURO 755 patient with CKD stages 
2-5 from 22 southern Italy 
nephrology units recruited 
from October 2005 to 
September 2008. Aged 18-75 
and in 'stable clinical 
condition'.  

Rapidly evolving renal disease, kidney 
transplant, acute intercurrent infections or acute 
inflammatory processes, pregnancy, cancer, or 
diseases in the terminal phase.' Creatinine >1.5-
4.0 mg/dL in men and >1.3-3.5 mg/dL in women.  
Pregnancy. 

Myocardial infarction, documented by electrocardiography and 
biomarkers of myocardial injury; heart failure, defined as 
dyspnea in addition to two of the following conditions: raised 
jugular pressure, bi-basilar crackles, pulmonary venous 
hypertension, or interstitial edema on chest radiography 
requiring hospitalization; electrocardiography documented 
arrhythmia; stroke; peripheral vascular disease; and major 
arterial or venous thrombotic episodes' 

No mention in current 
paper. 

Cox regression model. 

Naples Multicenter prospective cohort 
study of consecutive patients 
attending 4 outpatient 
nephrology clinics in Italy 
between 1/1/2003 and 
31/12/2005'. Follow-up until 
31/12/12. 

530 screened, 472 eligible, 436 included. 
Excluded if missed more than 20% of treatment. 
From another publication from the same cohort 
'We included 459 of 530 eligible patients, 
reasons for exclusion were inadequate ABPM 
recordings (n = 35), change of antihypertensive 
therapy 2 weeks before the study (n = 24), atrial 

Cardiovascular death or nonfatal cardiovascular event that 
required hospital stay (myocardial infarction, congestive heart 
failure, stroke, revascularization, peripheral vascular disease, 
and non-traumatic amputation), whichever occurred first. 
Hospital records were obtained to establish diagnosis' 

23 patients excluded as 
lost to follow-up after 
initial visit. 

Cox proportional hazards model, 
stratified by center. 
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fibrillation (n = 8), and a GFR change of more 
than 30% (n = 4). 

OSERCE-2 Observational prospective 
study of 39 nephrology 
centers of CKD stages 3–5 
enrolled. Consecutive 
recruitment by including the 
first 20 adult patients. 742 
baseline patients, only those 
with radiological data included 
in analysis (77%). Study from 
April 2009 May 2012. 

Acute renal failure, serious illness that 
presupposed a life expectancy of <12 months, 
and hospital admission during the month before 
inclusion.  

Cardiovascular hospitalization' 20 unexplained deaths. Cox proportional hazards model. 

Pravastatin 3 RCTs (WOSCOPS, CARE 
& LIPID). All double blinded 
40mg pravastatin versus 
placebo for approximately 5 
years. CKD defined as eGFR 
<60 or 60-89.9 with at least 
proteinuria. Initially, 19,737 
patients, 4099 (20.8%) had 
CKD but not DM, 571 (2.9%) 
had CKD and DM. 

Excluded based on serum creatinine greater 
than certain level (WOSCOPS >1.7mg/dL, CARE 
>2.5mg/dL, LIPID >4.5mg/dL). 

Coronary heart disease death, nonfatal MI, or coronary 
revascularization (coronary artery bypass grafting or 
percutaneous transluminal coronary angioplasty). Secondary 
outcome - the time to an expanded composite cardiovascular 
outcome (first occurrence of coronary heart disease death, 
nonfatal MI, coronary revascularization, or nonfatal stroke)', 
blinded observers. 

Not reported in current 
combined analysis 
manuscript 

Proportional hazards regression models. 

RRI 305 subjects included for 
analysis with 24 hour Holter 
data. From the main RRI-CKD 
trial 627 were enrolled 
between 1/1/2000 and 
31/12/2002 of which 408 were 
alive at 1/1/2003. For this sub-
analysis, 149 recruited who 
were alive at end of main trial. 
An additional 199 individuals 
were recruited for this 
subanalysis. 43 declined to 
have Holter monitor. Follow-
up until 31/12/2006. 

Transient renal impairment prior to enrolment 
(eGFR on two occasions at least 1 month apart). 
Those recruited were ‘significantly healthier than 
those who did not' (younger, higher mean eGFR, 
less DM, less CVD history). Nitro-glycerine 
patch, defibrillator, active pacing or with allergy 
to electrode adhesive material) were excluded. 

CAD, cerebrovascular disease, peripheral arterial disease, 
CHF and cardiac arrest. All outcomes were ascertained on an 
ongoing basis by study coordinators from regular review of 
electronic health records, direct patient contact in clinic and 
periodic telephone communication. 

Not reported. Cox regression. 

TREAT 4038 patients with T2DM, 
CKD and anaemia, previously 
enrolled into the TREAT 
randomised controlled trial. 
623 sites in 24 countries, from 
Aug 2004 to Dec 2007. 
 

Exclusions for ‘uncontrolled HTN, previous renal 
transplant or scheduled for live donor transplant, 
current IV Abx/chemotherapy/radiotherapy, 
cancer, HIV, active haematological disease / 
bleeding, pregnancy, recent 
MACE/seizure/surgery (last 12 weeks)’. 4047 
patients enrolled, 9 excluded (not for clinical 
reasons). 

‘MI, stroke, ESRD, and the composite of cardiovascular death, 
MI or hospitalization due to ischemia, heart failure or stroke.’ 
Definitions reported in main trial manuscript. End points 
adjudicated by a blinded clinical end point committee. 

Outcomes reported for all 
4038 patients. No loss to 
follow-up reported in 
original study. 

Cox proportional hazards models. 

  



279 

5.4 Potential Risk Factors for 1st Systematic Review 
 

Variable Study Details Included in 

Systematic 

Review 

Rationale Reference if not listed in main 

eferences 

Adragao score OSERCE-2 based on presence of 

calcification on plain radiographic 

films of pelvis and hands 

No Not routinely 

collected 

- 

Age See forest plot at baseline Yes - See forest plot 

Albumin See forest plot serum Yes - See forest plot 

Ankle–brachial 

pressure index 

Kyushu, 

OSERCE-2 

- No Not routinely 

collected 

- 

Baseline NT-proBNP CREATE serum No Not routinely 

collected 

- 

Beck Depression 

Index II 

AASK - cohort multiple-choice self-reporting 

questionnaire for depression 

No Not routinely 

collected 

Fischer M et al, Kidney 

International; (2011) 80:670-678 

Beta-2 microglobulin CRIC serum No Not routinely 

collected 

Foster MC et al, Am J Kidney 

Dis. 68(1):68-76. 

Beta-trace protein CRIC serum No Not routinely 

collected 

Foster MC et al, Am J Kidney 

Dis. 68(1):68-76. 

Bicarbonate CRIC serum Yes - Dobre M et al, American Journal 

of Kidney Disease; 2013; 

62(4):670-678 

Body Mass Index See forest plot kg/m2 Yes - See forest plot 

Calcium See forest plot serum Yes - See forest plot 

Cardiovascular 

disease 

See forest plot diagnosis at baseline Yes - - 

Cholesterol to HDL 

ratio 

ICKD serum Yes - - 

Clinic versus 

ambulatory blood 

pressure 

Minutolo et al,, 

Kushiro et al 

comparison of clinic versus 

ambulatory blood pressure to 

categorise patients 

No Ambulatory 

blood pressure 

not routinely 

collected 

Minutolo R et al, American 

Journal of Kidney Disease; 2014; 

64(5):744-752 

Kushiro T et al, Hypertension 

Research (2017) 40, 87–95 

Congestive heart 

failure 

CREATE diagnosis at baseline Yes - - 

C-reactive protein Kyushu, Madrid, 

Haryana, Leuven 

serum No Not routinely 

collected for 

purpose of CV 

risk assessment 

Haryana - Nand N et al, Journal, 

Indian Academy of Clinical 

Medicine; 2009; 10(1 & 2): 18-22 

Diabetes mellitus See forest plot diabetes mellitus at baseline Yes - See forest plot 

Diabetic nephropathy CREATE diabetic nephropathy at baseline No Not routinely 

collected 

- 

Diastolic blood 

pressure 

See forest plot clinic based Yes - See forest plot 

Degree (high school) AASK - RCT education No Not routinely 

collected 

- 

Dyslipidaemia Kyushu multiple categories No Multiple 

categorical 

variables 

- 

Electrocardiogram AASK - RCT normal' versus 'abnormal' No Definition 

unclear from 

reference 

- 

Fetuin-A CRISIS serum No Not routinely 

collected 

- 

Fibroblast growth 

factor-23 

CRISIS serum No Not routinely 

collected 

- 

Gender See forest plot - Yes - See forest plot 

Haemoglobin See forest plot serum Yes - See forest plot 

High density 

lipoprotein 

ICKD serum Yes - - 

High sensitivity C-

reactive protein 

Fujita, Ankara serum No Not routinely 

collected 

- 

Homocysteine HOPE-2 serum No Not routinely 

collected 

Mann J et al, Nephrology Dialysis 

Transplantation; 2008; 23: 645–

653 

Hydration status Tsai et al bioelectric impedence 

spectroscopy measured at 

baseline 

No Not routinely 

collected 

Tsai Y-C et al, Clinical Journal of 

the American Society of 

Nephrology; 2015; 10: 39–46 

IL-33 Ankara serum No Not routinely 

collected 

Gungor O et al, PLoS ONE 12 

(6): e0178939 

Income AASK - RCT self-reported monetary income at 

baseline 

No Not routinely 

collected 

- 

Ischemic Heart 

Disease 

See forest plot diagnosis at baseline Yes - See forest plot 

Kauppila score OSERCE-2 based on presence of 

calcification on plain radiographic 

films of lumbar spine 

No Not routinely 

collected 

- 
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Variable Study Details Included in 

Systematic 

Review 

Rationale Reference 

Left ventricular end-

diastolic volume 

Kaohsiung echocardiogram No Not routinely 

collected 

- 

Left ventricular 

hypertrophy 

AASK - RCT echocardiogram Yes - - 

Left ventricular mass 

index 

CREATE echocardiogram No Not routinely 

collected 

- 

Low density 

lipoprotein 

See forest plot serum Yes - See forest plot 

Mean arterial 

pressure 

AASK - RCT clinic based Yes Not routinely 

collected 

- 

Metabolic Syndrome MESA as a whole diagnosis (not the 

presence of individual parts such 

as HTN, DM etc) 

No Not routinely 

collected, 

categorical 

variables 

Agarwal S et al, Cardiology 

Research and Practice; 2012; 

Article ID 806102 

Non-HDL cholesterol ICKD, AASK - 

RCT 

serum Yes - - 

Osteoprotegerin CRISIS serum No Not routinely 

collected 

- 

Parathyroid Hormone CARE FOR 

HOMe 

serum Yes - - 

Peripheral Vascular 

Disease 

CREATE diagnosis at baseline No Definition 

unclear from 

reference 

- 

Phosphate See forest plot serum Yes - See forest plot 

Potassium Digitalis serum No Unable to 

compare due to 

multiple serum 

categories 

- 

Prolactin Heraklion serum No Not routinely 

collected 

Carrrero J et al; Clinical Journal 

of the American Society of 

Nephrology; 2012; 7: 207–215 

Pseudoresistant 

hypertension 

Naples normal ambulatory blood 

pressure but raised clinic blood 

pressure 

No Not routinely 

collected 

- 

Pulmonary 

hypertension 

CRIC echocardiogram Yes - - 

Pulse pressure Kyushu clinical based Yes - See forest plot 

Root mean square of 

the successive 

differences of heart 

rate 

CRIC - No Not routinely 

collected 

Drawz P et al; American Journal 

of Nephrology;2013;38(6): 517–

528 

Sodium CanPREDDICT serum Yes - - 

Sodium CRIC urine (24 hour collection) No Not routinely 

collected 

Mills KT et al, JAMA. 

2016;315(20):2200-2210 

Sodium to potassium 

ratio 

AASK - RCT urine No Not routinely 

collected 

- 

Systolic blood 

pressure 

See forest plot clinic based Yes - See forest plot 

Systolic blood 

pressure visit-to-visit 

variability 

AASK - RCT - No Not routinely 

collected 

- 

Standard deviation of 

NN intervals for heart 

rate variability 

CRIC - No Not routinely 

collected 

Drawz P et al; American Journal 

of Nephrology;2013;38(6): 517–

528 

Trimethylamine N-

oxide 

CanPREDDICT serum No Not routinely 

collected 

- 

Urea AASK - RCT serum Yes - - 

Smoking See forest plot smoker at baseline versus non-

smoker 

Yes - See forest plot 

ST2 Ankara serum No Not routinely 

collected 

Gungor O et al, PLoS ONE 12 

(6): e0178939 

Sustained 

hypertension 

Naples raised ambulatory blood 

pressure but normal clinic blood 

pressure 

No Not routinely 

collected 

- 

Total cholesterol See forest plot serum Yes - See forest plot 

True resistant 

hypertension 

Naples raised ambulatory and clinic 

blood pressure 

No Not routinely 

collected 

- 

Urate See forest plot serum Yes - See forest plot 

Years with 

hypertension 

AASK - RCT years of diagnosis at baseline No Not routinely 

collected 

- 
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6.1 Search Strategy for 2nd Systematic Review 

Search run on 27th April 2017 

Database: Ovid MEDLINE(R) Epub Ahead of Print, In-Process & Other Non-

Indexed Citations, Ovid MEDLINE(R) Daily and Ovid MEDLINE(R) <1946 to 

Present> 

 

1     chronic kidney disease.tw 

2     chronic kidney disorder.tw 

3     kidney failure, chronic/ or chronic kidney failure.tw 

4     chronic kidney insufficiency.tw 

5     chronic nephropathy.tw 

6     chronic renal disease.tw 

7     chronic renal failure.tw 

8     renal insufficiency, chronic/ or chronic renal insufficien$.tw 

9     1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 

10     predict*.tw 

11     validat*.tw 

12     develop*.tw 

13     Predictive value of tests/ 

14     scor*.tw 

15     observ*.tw 

16     Observer variation/ 

17     ROC curve/ 

18     discriminat*.tw 

19     c-statistic.tw 

20     c statistic.tw 

21     area under the curve.tw 

22     area under curve.tw 

23     auc.tw 

24     calibration.tw 

25     Algorithm/ 

26     10 or 11 or 12 or 13 or 14 or 15 or 16 or 17 or 18 or 19 or 20 or 21 or 22 

or 23 or 24 or 25 

27     Mortality/ 

28     (mortal$ or dead or death).tw 

29     cardiovascular disease.tw. or Cardiovascular Diseases/ 

30     exp Cardiovascular Diseases/ 

31     cardi*.tw 

32     heart.tw 

33     myocard*.tw 

34     ischem*.tw 

35     ischaem*.tw 

36     stroke.tw 
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37     cerebrovasc*.tw 

38     cerebral vascular*.tw 

39     endstage renal.tw 

40     endstage kidney.tw 

41     esrf.tw 

42     esrd.tw 

43     transplant*.tw 

44     peritoneal dialysis.tw 

45     hemodialysis.tw 

46     haemodialysis.tw 

47     27 or 28 or 29 or 30 or 31 or 32 or 33 or 34 or 35 or 36 or 37 or 38 or 39 

or 40 or 41 or 42 or 43 or 44 or 45 or 46 

48     9 and 26 and 47 

49     limit 48 to (english language and humans and yr="2012 -Current") 

50     limit 49 to (clinical study or clinical trial, all or clinical trial or comparative 

study or evaluation studies or observational study or validation studies) 

 


