
1 
 

Gingivitis identification via multichannel gray-level co-occurrence matrix 

and particle swarm optimization neural network 

 

Wen Li1,#,*, Xianwei Jiang2,4,#, Weibin Sun3, Yu-Dong Zhang4,#,*, Shui-Hua Wang5,*, Xuan Zhang3, 

Leiying Miao1,#,*, 

 

1 Department of Endodontics, Nanjing Stomatological Hospital, Medical School of Nanjing University, Nanjing, 

China 

2 Nanjing Normal University of Special Education, Nanjing 210038, China 

3 Department of Periodontics, Nanjing Stomatological Hospital, Medical School of Nanjing University, Nanjing, 

China 

4 Department of Informatics, University of Leicester, Leicester, LE1 7RH, UK 

5 School of Architecture Building and Civil engineering, Loughborough University, Loughborough, LE11 3TU, UK 

 

# Those authors contributed equally to this paper 

* Email: L Miao (miaoleiying80@163.com), S H Wang (shuihuawang@ieee.org), Y D Zhang 

(yudongzhang@ieee.org), W  Li (18844501367@163.com) 

 

Abstract: The oral maintenance of patients with periodontal disease mainly depends on clinical 

examination. However, insufficient number of medical workers cannot carry out detailed oral health 

education for a large number of patients within limited time and provide these patients with proper and 

effective oral health nursing methods under the guidance of doctors. In this study, our research presented 

a new artificial intelligence method to diagnose chronic gingivitis, which is based on contrast limited 

adaptive histogram equalization (CLAHE) and multichannel gray-level co-occurrence matrix (MGLCM) 

and particle swarm optimization neural network (PSONN). Meanwhile, different training algorithms 

have been used as comparison groups. The dataset contains 800 images: 400 chronic gingivitis images 

and 400 healthy gingiva images. The results certify that the sensitivity, specificity, precision, accuracy 

and F1 Score of our MGLCM (PSONN as a classifier) method is 78.17%, 78.23%, 78.24% ,78.20% and 

78.17%, respectively. The combination of CLAHE and MGLCM and PSONN is more efficient and 

accurate than state-of-the-art approaches: NBC, WN+SVM, ELM and CLAHE+ELM. 

 

Keywords: multichannel gray-level co-occurrence matrix; contrast limited adaptive histogram 

equalization; artificial neural network; particle swarm optimization; gingivitis identification; pattern 

recognition 

 

1 Introduction 

 

Gingivitis, of which the main manifestations are redness, bleeding and bad breath, is a common chronic 

oral infectious disease of gingival tissue induced by bacterial infection [1]. The continuous progression 

of gingivitis without prompt treatment will further destroy the periodontal tissues, such as the gingiva, 

alveolar bone and pericementum around the teeth [2], which eventually results in Looseness, and 
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detachment of teeth. It has been reported that periodontosis was the most widespread cause of teeth loss 

among adults [3]. Therefore, chronic gingivitis not only affects the masticatory function, facial aesthetics 

and pronunciation function of patients, but also further endangers patients' physical and mental health 

and quality of life [4, 5]. 

Clinical examination is conventionally and widely used to diagnose and predict gingivitis. However, 

it costs a large number of human labor and has problems such as bias, delay of diagnosis. Therefore, it 

tends to use the artificial intelligence auxiliary means of clinical diagnosis and prediction. In this study, 

we presented a new Artificial Intelligence (AI) based method to identify chronic gingivitis, which is 

based on multichannel gray-level co-occurrence matrix (MGLCM) and particle swarm optimization 

neural network (PSONN). The gray level co-occurrence matrix (GLCM) as we all known was a spatial 

correlation feature extraction method used in texture analysis for big data [6]. To our knowledge, the 

GLCM is a powerful method, which states the relationship between a pixel of gray level i and a pixel of 

gray level j appears in a specific spatial. However, GLCM method is concerned with multi/hyperspectral 

images and is not always suitable for texture feature extraction of multispectral images. Therefore, 

Lucieer, Stein (2005) [7] produced a multivariate local binary pattern (MLBP) for segmentation of 

remotely sensed images, which proved the necessity of multichannel textural extraction. Palm and 

Lehmann (2002) [8] also proposed a Gabor filtering in RGB color space. It has been approved that the 

color textures can achieve better results than the grayscale features. Some studies have been reported for 

other common algorithms on image feature extraction. For instance, Zhou (2015) [9] used naïve Bayesian 

classifier (NBC) to classify pathological brains. Feng, Zhang (2015) [10] used wavelet energy (WN) and 

support vector machine (SVM). Brown (2018) [11] employed extreme learning machine (ELM) to 

identify gingivitis. Li (2019) [12] used contrast-limited adaptive histogram equalization (CLAHE) and 

ELM, and their accuracy procured 74%. Multichannel Level Co-Occurrence Matrix (MGLCM) is an 

improved method of the GLCM and showing the Spectroscopic information of the multispectral 

photography. Whether the MGLCM method can produce valid features for multispectral image 

classification is still worth testing. 

Compared with gradient-based algorithms, Particle swarm Optimization (PSO) is a swarm 

intelligence method for global optimization and does not need any gradient information [13]. Also, it is 

clearly demonstrated that PSO can produce better results in a cheaper, faster way compared with many 

other methods. Therefore, in this study, the purpose was to evaluate the potential accuracy and 

effectiveness of computer-vision and image-processing method CLAHE, MGLCM and PSO algorithm 

for diagnosing and predicting gingivitis. 

The contribution of this study are two folds: (i) We introduced a multichannel GLCM (MGLCM) 

method to replace the traditional single GLCM method. (ii) We used the particle swarm optimization 

neural network (PSONN) as a stable and reliable classifier. 

The paper is structured as follows: Section 2 shows the methodology of this paper. Section 3 shows 

the experiments and results. Section 4 discusses our results and section 5 concludes this paper. 

 

2 Method 

 

2.1 Subjects and Dataset 

 

First, we selected twenty gingivitis patients and people with healthy gums in Department of 

Periodontics, Nanjing Stomatological Hospital between January 2018 and December 2018 randomly. Some 
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exclusion and inclusion criteria should be formulated in order to ensure the accuracy of the experiment. 

Inclusion criteria: According to the criteria of World Health Organization-standardized for the diagnosis 

of chronic gingivitis, pink and pliable gingiva with a clinical attachment level (CAL) of<3 mm in a 

periodontal probe examination were diagnosed as healthy gingiva. Teeth was probed for bleeding and 

there was no loss of attachment or alveolar resorption were diagnosed as gingivitis. Exclusion criteria: 

The teeth with severe cervical caries, severe periodontitis with evident gingival atrophy and residual root 

and crown. 

Via randomly selecting several teeth with inflammatory gums or healthy gums of each candidate 

and using Digital Single Lens Reflex (DSLR) for periodontal disease to gain images. 400 gingivitis 

images and 400 healthy gum images were acquired to build the training dataset. Then marked the 

inflammation areas of gingiva in each image to identify easily. The diameter of the field of view ranged 

from 26 to 100 mm, and the voxel resolution ranged from 0.2 to 0.41 mm. Adjusted the length and width 

of region of interests (ROI) to have similar size to the virtual image. All the authors had access to 

information that could identify individual participants during or after data collection. 

 

2.2 CLAHE 

 

Plain histogram equalization (HE) can adjust the histogram of an image globally. Suppose a discrete 

image [x], the probability of an occurrence of a pixel of level k in the image is: 

 𝑝௫ሺ𝑘ሻ ൌ 𝑝ሺ𝑥 ൌ 𝑘ሻ ൌ
௡ೖ
௡

 (1) 

where nk is the number of occurrences of graylevel values k. 

The cumulative distribution function (CDF) is defined as 

 𝐶𝐷𝐹௫ሺ𝑘ሻ ൌ ∑ 𝑝௫ሺ𝑚ሻ௞
௠ୀ଴  (2) 

The aim of HE is to create a new transformation y = T(x) to produce a new image [y] which has a flat 

histogram as shown in Figure 1. 

 𝐶𝐷𝐹௬ሺ𝑘ሻ ൌ 𝑐𝑘 (3) 

where c is some constant. 

 

 

Figure 1 Illustration of histogram equalization 

 

Contrast-limited adaptive histogram equalization (CLAHE) is an advanced HE. CLAHE employs 

bilinear interpolation for combining neighboring tiles without artifacts. Compared to standard HE, the 

CLAHE has three pros: (a) It depresses the noises especially in the homogeneous areas, (b) It uses the 

histogram of different tiles to re-distribute the lightness value of the image, (c) It improves the local 
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contrast and enhancing the definitions of edges. 

 

2.3 Multichannel gray-level co-occurrence matrix 

 

The method of extracting texture features based on gray level co-occurrence matrix (GLCM) is 

extremely classical in statistical analysis field, which was first proposed by Haralick in 1973. It gradually 

turned into a commonly used method and measurement technology in dealing with texture feature [14]. 

GLCM gives the number of times between two related pixels with grayscale intensity value i and j in the 

image, which is actually a statistical form of the joint distribution of such two pixels. We can use the 

following formula to represent GLCM. 

 𝑃ሺI, j, D, θሻ ൌ ሼሾሺx, yሻ, ሺx ൅ ∆x, y ൅ ∆yሻሿ|fሺx, yሻ ൌ I, fሺx ൅ ∆x, y ൅ ∆yሻ ൌ j; (4) 

x ൌ 0,1,2,⋯ , N୶ െ 1; y ൌ 0,1,2,⋯N୷ െ 1; 𝑖, 𝑗 ൌ 0,1, … , 𝐿 െ 1ሽ 

where L is the number of gray levels of the image, the values of i and j range from 0 to L-1, x and y are 

the pixel coordinates in the image, ∆x  and ∆y  represent the offset, 𝑁௫  and 𝑁௬  are the number of 

rows and columns of the image. θ indicates the direction and the general calculation process will be 

carried out in several different directions such as horizontal 0°, vertical 90°, and 45° and 135°. Hence, 

the gray level co-occurrence matrix calculates the probability 𝑃ሺI, j, D, θሻ from the pixel whose gray 

level is i and coordinates is (x, y) to another pixel whose distance is D and the gray level is j appearing 

at the same time [15]. 

For the sake of simplicity, we generally use the features, that is, energy (ENE), contrast (CON), 

entropy (ENT), and correlation (COR) to extract the texture features of the image. Their calculation 

formulas are given below. 

 ENE ൌ ∑ ∑ 𝑃ሺ𝑖, 𝑗ሻଶ௝௜  (5) 

 CON ൌ ∑ ∑ ሺ𝑖 െ 𝑗ሻଶ𝑃ሺ𝑖, 𝑗ሻ௝௜  (6) 

 ENT ൌ െ∑ ∑ 𝑃ሺ𝑖, 𝑗ሻ log𝑃ሺ𝑖, 𝑗ሻ௝௜  (7) 

 COR ൌ
ൣ∑ ∑ ሺሺ௜,௝ሻ௉ሺ௜,௝ሻିఓೣೕ೔ ఓ೤൧

ఙೣఙ೤
 (8) 

Here ENE is a measure of the uniformity of grayscale changes in image texture. CON measures how the 

values of the matrix are distributed and determines how much local changes in the image. The 

randomness of image texture is measured by ENT. COR gives how similar the spatial gray level co-

occurrence matrix elements are in row or column direction. 

Although GLCM is very efficient and powerful, in practice we often need to extract texture-based 

features on multi-channel images. Therefore, multichannel GLCM is introduced in this study. An 

effective method is to perform GLCM on each RGB channel separately. This laid the foundation for the 

creation of multichannel gray level co-occurrence matrices (MGLCM). 

Nevertheless, there are other texture feature extraction techniques, such as: edge detection, scale-

invariant feature transform (SIFT), template matching, Hough transform, wavelet transform, local binary 

pattern, etc. We chose MGLCM due to its simplicity and effectiveness. 

 

2.4 Artificial Neural Network 

 

The artificial neural network (ANN) abstracts the human brain neural network based on the 

information processing perspective, establishes a simple model, and forms different networks according 

to different connection methods [16]. ANN is the classifier model we used for gingivitis identification. 
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Hence, we add the description here in methodology, in order for the readers understanding our 

methodology. 

A neural network is an operational model consisting of a large number of nodes (or neurons) 

connected to each other. Each node indicates a specific output function called an activation function. The 

connection between every two nodes represents a weighting value for passing the connection signal, 

called weight, which is equivalent to the memory of the artificial neural network. The output of the 

network varies depending on the connection method of the network, the weight value and the excitation 

function. The mathematical representation of the output of a single neuron is given below. 

 𝑡 ൌ 𝑓ሺ𝑤𝐴ᇱ ൅ 𝑏ሻ (9) 

The function of a neuron is to obtain a scalar result via a nonlinear transfer function after finding 

the inner product of the input vector and the weight vector [17]. Where t is the neuron output, f is the 

transfer function, W is the weight vector, A is the input vector, A' is the transpose of the vector A, and b 

is the bias vector. The following Figure 2 shows a common multilayer feedforward network consisting 

of three parts: input layer, hidden layer, and output layer. 

 

 
Figure 2 Diagram of artificial neural network 

 

Here, at the input level, many neurons receive a large number of non-linear input messages. The 

hidden layer is the layer of many neurons and links between the input layer and the output layer, which 

can have one or more layers. The number of hidden layers determines the robustness of the neural 

network. Information are transmitted, analyzed, weighed in neuron links, and the output is formed and 

finally given at the output layer. 

The training network is terminated until the training error reaches the required condition (mean 

squared error, MSE). The MSE is defined as follows. 

 MSE ൌ
ଵ

௡
∑ ሺ𝑝௜ െ 𝑒௜ሻଶ
௡
௜ୀଵ  (10) 

where n indicates the number of samples of data set, 𝑝௜ is the predicted value, and 𝑒௜ represents the 

realistic output of samples. 

On the other hand, deep learning is currently widely used as a common classifier. The reason that 

we do not choose deep learning in this study is because the size of the dataset is only 800, relatively small 

to train a complicate model such as deep neural network. 

……..

……..

……..

Input layer:

Hidden layer:

Output layer:

Input neuron

Hidden neuron

Output neuron
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2.5 Particle Swarm Optimization 

 

There are many traditional neural network training methods, e.g., back-propagation (BP) [18], 

genetic algorithm (GA) [19], multi-agent GA (MAGA) [20], and simulated annealing (SA) [21] 

approaches. Nevertheless, those methods still may get stuck in local optimal solutions.  

Particle Swarm Optimization (PSO) is a random search algorithm based on swarm co-operation 

developed by imitating bird foraging behavior, which is developed by J. Kennedy et al. in 1995. Its basic 

core is to make use of the individual's sharing of information in the group so that the whole group's 

motion can be transformed from disorder , so that gain the optimal solution of the problem [22]. In PSO, 

the solution to each optimization problem is equal to a bird in the search space, which is called particles. 

All particles have the associated fitness values which are determined by the fitness function, and each 

particle has a velocity that determines the direction and distance they fly [23]. The particles then follow 

the current optimal particle to search in the solution space. Figure 3 shows the flowchart of particle 

swarm optimization. 

 

 

Figure 3 Flowchart of particle swarm optimization 

 

The PSO algorithm sets a population of random particles initially and reiteratively approaches the 

optimum solution [24]. In each iteration, the particles update themselves by tracking two "extreme 

values". The first is the optimal solution found by the particle itself. This solution is called the individual 

extremum pBest, and the other extremum is the optimal solution found by the entire population. This 

extremum is the global extremum gBest. The position of the particle is updated as in the equation below. 

 𝑥௜ሺ𝑡ሻ ൌ 𝑥௜ሺ𝑡 െ 1ሻ ൅ 𝑣௜ሺ𝑡ሻ (11) 

 𝑣௜ሺ𝑡ሻ ൌ 𝑤𝑣௜ሺ𝑡 െ 1ሻ ൅ 𝐶ଵ𝑟ଵሾ𝑝𝑏𝑒𝑠𝑡 െ 𝑥௜ሺ𝑡ሻሿ ൅ 𝐶ଶ𝑟ଶሾ𝑔𝑏𝑒𝑠𝑡 െ 𝑥௜ሺ𝑡ሻሿ (12) 
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where w is the inertia weight, and C1 and C2 are the acceleration constants. 𝑣௜ indicates the velocity of 

the particle, 𝑥௜  presents the position of the current particle. The algorithm will not stop until the 

specified number of iterations or error values is reached. 

 

2.6 Implementation 

 

Figure 4 shows the pipeline of proposed method. Here the input teeth images were firstly enhanced 

by CLAHE algorithm [25]. Second, each channel of R, G, B are sent to calculate the corresponding 

GLCM matrix. Then, the energy (ENE), contrast (CON), entropy (ENT), and correlation (COR) are 

calculated for each GLCM matrix. Those features are concatenated to a row vector as a representation 

for the input teeth image. Finally, the matrix was split via k-fold cross validation, and the model was 

trained on the basis of artificial neural network with training method of particle swarm optimization. 

Ten runs of 10-fold cross validation were carried out. That means each fold will contains 80 images, 

40 of which are gingivitis and the rest healthy. Nine folds were used for training, and the rest fold for 

test. The ideal confusion matrix on the test set is  

 𝐶 ൌ ቂ40 0
0 40

ቃ (13) 

After single run of 10-fold cross validation (we have 10 test sets), the ideal confusion matrix is the 

summation of 10 trials, which is: 

 𝐶 ൌ ቂ400 0
0 400

ቃ (14) 

Finally, notice that we run this 10-fold cross validation 10 times, hence, the ideal confusion matrix will 

be 10 times of the previous confusion matrix. That is, 

 𝐶 ൌ ቂ4000 0
0 4000

ቃ (15) 

The measures include the sensitivity, specificity, precision, accuracy, and F1-score over all ten runs 

in the format of mean plus standard deviation. Suppose TP, TN, FP, and FN denote true positive, true 

negative, false positive, and false negative, respectively, then above measures are defined as below: 

 𝑆𝐸𝑁 ൌ
்௉

்௉ାிே
 (16) 

 𝑆𝑝𝑐 ൌ
்ே

்ேାி௉
 (17) 

 𝑃𝑟𝑐 ൌ
்௉

்௉ାி௉
 (18) 

 𝐴𝑐𝑐 ൌ
்௉ା்ே

்௉ା்ேାி௉ାிே
 (19) 

 𝐹1 ൌ 2𝑇𝑃/ሺ2𝑇𝑃 ൅ 𝐹𝑃 ൅ 𝐹𝑁ሻ (20) 
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Figure 4 Pipeline of proposed method 

 

3 Experiment and Results 

 

3.1 MGLCM Results 

 

Figure 5(a) shows an original gingivitis image. Figure 5(b-d) show the GLCM matrix of red, green, 

and blue channels. For each GLCM, we calculate the energy, contrast, entropy, and correlation measures. 

The greatest values lie along the diagonal line, since the adjacent values are similar most of the time. 

 

  

(a) A gingivitis image (b) GLCM of red channel 

  

(c) GLCM of green channel (d) GLCM of blue channel 

Figure 5 Multichannel GLCM (The pixel values in the pictures are log scaled for clear vision) 
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3.2 Classification Results 

 

The feature matrix of all samples was sent to ANN classifier trained via PSO. The classification 

results are shown in Table 1. We can observe that the overall sensitivity, overall specificity, overall 

precision, overall accuracy, and overall F1-score are 78.17± 2.53%, 78.23± 1.05%, 78.24± 0.66%, 78.20± 

1.04%, and 78.17± 1.36%, respectively. 

 

Table 1 Results of 10x10-fold cross validation of our method 

Run Sensitivity Specificity Precision Accuracy F1 Score 

1 73.75 79.50 78.27 76.63 75.91 

2 79.50 79.75 79.72 79.62 79.60 

3 73.25 79.50 78.13 76.38 75.60 

4 78.00 77.25 77.46 77.63 77.69 

5 79.00 76.75 77.28 77.88 78.11 

6 78.25 79.00 78.86 78.63 78.54 

7 79.75 77.50 78.02 78.63 78.85 

8 81.75 77.50 78.42 79.62 80.05 

9 79.25 78.00 78.38 78.63 78.75 

10 79.25 77.50 77.88 78.38 78.55 

Mean±SD 78.17± 2.53 78.23± 1.05 78.24± 0.66 78.20± 1.04 78.17± 1.36 

 

3.3 Training algorithm comparison 

 

In this experiment, we compared PSO algorithm with traditional training methods, e.g., back-

propagation (BP) [18], genetic algorithm (GA) [19], multi-agent genetic algorithm (MAGA) [20], and 

simulated annealing (SA) [21] approaches. The comparison results are shown in Table 2 and Figure 6. 

 

Table 2 Training algorithm comparison 

Training 

method 

Sensitivity Specificity Precision Accuracy F1 Score 

BP [18] 71.98± 3.12 72.00± 3.52 72.05± 3.14 71.99± 2.98 71.98± 2.93 

GA [19] 76.33± 2.62 76.35± 2.76 76.41± 2.46 76.34± 2.30 76.33± 2.31 

MAGA [20] 77.38± 2.17 77.35± 1.47 77.39± 1.49 77.36± 1.66 77.36± 1.74 

SA [21] 71.40± 4.72 71.50± 4.00 71.48± 4.07 71.45± 4.18 71.41± 4.31 

PSO (Ours) 78.17± 2.53 78.23± 1.05 78.24± 0.66 78.20± 1.04 78.17± 1.36 

(Bold means the best) 
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Figure 6 Training method comparison 

 

3.4 Multichannel versus single channel 

 

We first need to compare the multichannel GLCM against single channel GLCM. We replaced the 

multichannel GCLM in Figure 4 with single-channel GLCM, and re-do the experiment. All the other 

components in the methodology are not changed. The results of using single-channel GLCM are shown 

in Table 3. 

 

Table 3 Results of 10x10-fold cross validation of single-channel GLCM method 

Run Sensitivity Specificity Precision Accuracy F1 Score 

1 75.25 76.00 75.82 75.63 75.51 

2 80.25 73.75 75.37 77.00 77.71 

3 74.50 73.00 73.45 73.75 73.95 

4 76.00 75.50 75.63 75.75 75.81 

5 76.50 75.00 75.41 75.75 75.93 

6 73.75 73.75 73.78 73.75 73.74 

7 75.25 73.50 73.98 74.38 74.58 

8 75.00 79.75 78.78 77.38 76.82 

9 76.75 79.50 78.95 78.13 77.81 

10 71.25 74.75 73.85 73.00 72.51 

Mean± SD 75.45± 2.19 75.45± 2.27 75.50± 1.87 75.45± 1.63 75.44± 1.66 

 

The comparison of single-channel GLCM with multichannel GLCM is listed in Table 4. The error 

bar is shown in Figure 7. As is seen, using multichannel GLCM can get better performance. The reason 

is multichannel GLCM capitalize all the color information, while sing-channel GLCM get rid of color 

information. Hence, the former one can procure better results than the latter one. 

 

Table 4 Comparison of single-channel GLCM with multichannel GLCM (PSONN as classifier) 

Method Sensitivity Specificity Precision Accuracy F1 Score 



11 
 

Single-channel GLCM 75.45± 2.19 75.45± 2.27 75.50± 1.87 75.45± 1.63 75.44± 1.66 

Multichannel GLCM 78.17± 2.53 78.23± 1.05 78.24± 0.66 78.20± 1.04 78.17± 1.36 

 

 

Figure 7 Error bar of single-channel and multi-channel methods 

 

3.5 Comparison of State-of-the-art Approaches 

 

In this experiment, we compared our proposed “CLAHE+MGLCM+PSONN” method with state-

of-the-art approaches: NBC [9], WN+SVM [10], ELM [11], CLAHE+ELM [12]. The comparison results 

were listed below in  

Table 5 and Figure 8. We could observe that our method gained the best accuracy among all five 

methods. 

 

 
Figure 8 Bar plot of state-of-the-art algorithm comparison 

 

Table 5 Algorithm comparison 

Approach Accuracy 

NBC [9] 64% 

A
cc
ur
ac
y(
%
)
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WN+SVM [10] 65% 

ELM [11] 71% 

CLAHE+ELM [12] 74% 

CLAHE+MGLCM+PSONN (Ours) 78.20% 

(Bold means the best) 

 

4 Discussions 

 

Chronic gingivitis as one of the most common oral diseases can affect the health of residents in our 

country, in recent 10 years, the national oral health epidemiological survey results showed that the 

periodontal health status and oral hygiene of the elderly is obviously decreased. With dramatic increasing 

of chronic gingivitis patients, insufficient number of medical workers cannot carry out detailed oral 

health education for a large number of patients within limited time and provide these patients with proper 

and effective oral health nursing methods under the guidance of doctors. Recently, some researches have 

demonstrated the feasibility and accuracy of artificial intelligence methods in processing clinical 

photographs, cone beam computed tomography (CBCT) and magnetic resonance imaging (MRI) images 

[26, 27]. Particularly, both X-rays and CT play the vital role in the auxiliary diagnosis of chronic 

gingivitis according to the study. Although imaging is valuable in diagnosing chronic gingivitis, it is 

cumbersome and time-consuming. Consequently, this research proposed a new computer-vision and 

image-processing method—CLAHE+MGLCM+PSONN—to diagnose and predict chronic gingivitis. 

We used CLAHE to enhance the contrast and edges of input images, so as to reduce the noises and 

improves the local contrast at the first phase. As we all know, GLCM is a method of feature extraction 

of texture images [28, 29], which can be an aid to threshold selection, because information provided by 

histograms is not good enough for selecting a proper threshold. In this research, we propose to calculate 

the MGLCM of each image and seek out the correlation coefficient between frames. Compared to 

traditional single channel GLCM, our methods MGLCM can provide exact results for multi/hyper-

channel images. From Table 1, we use MGLCM method to identify Chronic gingivitis and the results 

showed that the overall sensitivity, overall specificity, overall precision, overall accuracy, and overall F1-

score are 78.17± 2.53%, 78.23± 1.05%, 78.24± 0.66%, 78.20± 1.04%, and 78.17± 1.36%, respectively. 

However, from Table 3, we replaced the multichannel GCLM with single-channel GLCM, the results 

showed that the sensitivity, specificity, precision, accuracy, and F1-score are 75.45± 2.19%, 75.45± 

2.27%, 75.50± 1.87%, 75.45± 1.63% and 75.44± 1.66%, respectively. As is seen from Table 4, using 

multichannel GLCM can get better performance. The reason is multichannel GLCM capitalize all the 

color information, while sing-channel GLCM get rid of color information. Hence, the former one can 

procure better results than the latter one. 

The PSO is an population-based stochastic optimization algorithm, which was proposed by Eberhart 

and Kennedy in 1995 [30, 31]. It generally relies on the foraging model of birds to find the optimal value. 

Each particle within the particle swarm continuously changes its search mode by learning the experience 

of other particles and records the best local position easier and faster they have discovered. Because of 

the superiority of PSO algorithm, Khatir, Dekemele (2018) [32] used PSO algorithm to forecast the 

location of damage of a steel cantilever beam. Liao, Liu (2012) [33] adopted an PSO to detect the damage 

of several kind of framework structures with a high accuracy. Wu, Cole (2016) [34], Pau, Collotta (2017) 

[35] and other researchers also found the superiority of PSO in dealing with other problems. From Table 

2 and Figure 6, we compared PSO algorithm with traditional training methods, back-propagation (BP), 
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genetic algorithm (GA), multi-agent genetic algorithm (MAGA), and simulated annealing (SA) 

approaches and the comparison results shown that the sensitivity, specificity, precision, accuracy, and 

F1-score of c in diagnosing and identifying chronic gingivitis are 75.45± 2.19%, 75.45± 2.27%, 75.50± 

1.87%, 75.45± 1.63%, and 75.44± 1.66%, respectively. In those algorithms, PSO algorithm performed 

best. The Genetic Algorithm (GA) is a search algorithm used efficiently to solve different kind of 

optimization problems in computational mathematics [36, 37], which was developed from phenomena 

in evolutionary biology, including heredity, mutation, natural selection, and hybridization.  

In GA, evolution occurs from generation to generation and chromosomes shared the information 

with each other after a iteration, nevertheless in PSO, crossover and mutation is not employed. Instead, 

PSO uses a simple formula to update the positions of each particle. On the other hand, the Back-

Propagation (BP) method is the primary method of artificial neural networks; however, this method is 

prone to get stuck in the local minima and also experiences slower concentration rate towards the 

optimum solution [38]. PSO performs better than BP and GA in terms of rate of concentration [39, 40]. 

According to the above results , we compared our proposed “CLAHE+MGLCM+PSONN” method 

with state-of-the-art approaches: NBC [9], WN+SVM [10], ELM [11], CLAHE+ELM [12]. the results 

in  

Table 5 and Figure 8 showed that “CLAHE+MGLCM+PSONN” method performed the best 

accuracy 78.20% in differentiating chronic gingivitis. As early as before, the Naïve Bayes Classifier is a 

machine learning algorithm based on Bayes' theorem with independence and normality assumptions 

among the variables, which has been known to have the ability to work efficiently to develop 

classification tools in various health domains. An advantage of Naïve Bayes is that it only requires a 

small amount of training data to estimate the parameters necessary for classification, so the NBC is not 

applicable to classification of big data. Support Vector Machines (SVMs) are a relatively new form of 

machine learning that was developed by Vapnik (1995) [41], which is used to refer to both classification 

and regression methods. Zhang, Li (2012) [42] also used “WN+SVM” methods to Classify the power 

quality disturbances and performed the best result. However, in this research, the accuracy of “WN+SVM” 

was lower because SVM algorithm is difficult to implement for large-scale training samples, the same 

reason for the “CLAHE+ELM”. 

 

5 Conclusions 

 

The combination of CLAHE and MGLCM and PSONN is an efficient and accurate method, which 

we investigated to classify tooth types and diagnose the chronic gingivitis. After experimental processing 

and analysis, our research is more accurate and sensitive than state-of-the-art approaches: NBC, 

WN+SVM, ELM and CLAHE+ELM. 

However, as we can find from the experiment, the database number of the samples is relatively 

small and this maybe the reason that some samples were identified falsely, which should be improved in 

the following study and experiment. In addition, this research provides new ideas with the application 

of artificial intelligence technology to diagnose periodontal disease and will help the dentists from 

the laborious task. 
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