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Abstract 

In this paper, an integrated computational materials science approach for selective laser 

melting (SLM) at the mesoscale is presented. A particle dropping model was developed to 

simulate the representative powder-bed particle distribution of a measured titanium alloy 

powder. Thermal fluid flow and resulting microstructural evolution of a set of laser scanned 

single tracks with different powder layer thicknesses and scanning speeds during SLM were 

also studied using both computational and experimental approaches.  The simulated  powder 

particle distribution was found to be consistent with experimental measurement. The thermal 

fluid flow model predicts that single laser scanned tracks become increasingly irregular-

shaped with increased powder layer thickness and increased laser scanning speed. These 

findings were reinforced by scanning electron microscopy analysis.  The more dispersed 

dissipation of the localised heat for thicker powder layers is understood to cause increased 

melting and evaporation. This can lead to increased Marangoni force and recoil pressure 

which in turn destabilises the melt flow. The use of an argon atmosphere speeds up the 

solidification process when compared with air but does not affect the morphology of single 

tracks significantly. The predicted microstructure was consistent with the electron 

backscattered diffraction data. The microstructure-based modelling methodology considering 
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the representative powder size distribution provides a good predictive capability for the laser-

powder interaction behaviour, surface structure and porosity development. 

Keywords: Multi-scale materials modelling, Selective laser melting, Thermal fluid dynamics, 

Microstructure prediction, Ti-6Al-4V  

1. Introduction 

Additive manufacturing (AM) is a novel processing route of increasing interest to a wide 

number of industries and applications, including those for safety-critical aerospace and gas 

turbine components. Metallic components, especially parts in jet engines, can be both 

fabricated and repaired using the AM technique; however this requires stringent quality 

control measures to assure part integrity, as the process can be susceptible to defects such as; 

sub-surface porosity [1], poor surface finish [2], and undesirable microstructure [3]. It is also 

likely to produce some level of residual stress and distortion [3]. Computational modelling 

therefore can provide an important tool to better understand the physical phenomena, thus 

acting as a precursor to tailored experimental procedure. Modelling of additive manufacturing 

processes within both industry and academia has proven a very new area of interest. Owing to 

the similarities between additive manufacture and more traditional fusion-welding 

techniques, Panwisawas et al. [4] have recently shown that laser powder-bed fusion AM have 

adopted similar computational techniques from the more advanced laser fusion welding 

models. Broadly, modelling work in to AM to date has either focused upon small-scale 

interactions between heat and powder particles on evaporation simulation [5], on powder 

absorption [6] or on the effect of process parameters [7]. Although, the mechanical properties 

of the fabricated component have been experimentally reported both in nickel alloys [8] and 

in titanium alloys [9]; the comprehensive understanding on melt flow behavior and the 

microstructural development is still lacking. 
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Research on experiments of SLM has been either concentrated on characterising 

densification, microstructure and property [10] or using X-ray diffraction to better understand 

cracking bahaviour [11]. Recently, Zhou et al. [12] have reported more advanced 3D-imaging 

of SLM defects by synchrotron radiation micro-CT, whereas Tan et al. [13] have intensively 

studied on the microstructure and mechanical behaviour produced from electron beam 

melting (EBM) using transmission electron microscopy. Parimi et al. [3] have reported the 

microstructure analysis of direct laser deposition samples affected to distortion and Parimi et 

al. [14] provided insight into the effect of process parameters to microstructure and texture. 

None of those has numerially rationalised the effect of melt flow charcteristic to 

microstructure evolution. The interaction of the laser heat source with the powder particles 

(and of the powder particles interaction with each other), is a complex process upon which 

those processes are reliant. However, Panwisawas et al. [1] have proposed a model to 

simulate this complex phenomenon via thermal fluid flow calculation, in order to predict and 

rationalise the evolution of the metallic/gaseous interface which was backed up 

experimentally by Qiu et al. [2]. Recently, Khairallah et al. [15] have rationalised physics of 

complex melt flow via modelling of energy absortion and Megahed et al. [16] have taken into 

account the different chemical concentration of materials to simulate the thermal fluid flow 

during both SLM and DLD processes. This underlying mechanism can be used as a physics-

based tool to predict the porosity and surface structure once the representative powder 

distribution is physically simulated. 

To better understand the melt flow mechanics of the powder particles within SLM, it is 

essential to envisage a representative statistical distribution of the powder particles using a 

randomly packed powder bed configuration using a 2D lattice Boltzmann as demonstrated 

[17] or a “particle-raining” model proposed by Zhou et al. [18], with some modifications, 

whereby the powder particles are dropped in to place within a packed configuration. It is 
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understood that (i) the size distribution of powder particles, (ii) packing density and (iii) 

deposited layer thickness all provoke distinct powder packing configurations and hence 

statistical characteristics. This allows for a probabilistic function of densification or porosity 

density as a function of energy density, layer thickness, or scanning speed to be constructed. 

Experimentally measured Ti-6Al-4V powder size distributions reported by Qiu et al. [9] have 

been used as a sample space for picking up a randomly selected particle, and dropped one-by-

one into the deposition layer configuration, until this build layer is filled to the desired 

thickness.  After pre-spreading of powder feedstock, the melt flow behaviour is predicted 

using thermal fluid dynamics calculation to qualify and quantify the sub-surface structure and 

porosity as a function of laser scanning speed, laser power, powder layer thickness and the 

powder particle configuration. 

The structural properties of the SLM-produced component are known to be dependent upon 

the processing-induced microstructure as mentioned previously, which in turn is influenced 

by initial particle size distribution and thermal fluid history. Understanding the SLM 

microstructure evolution with the consideration of laser-powder behaviour allows for 

improved understanding of the structural properties and component integrity. To the best of 

the authors’ knowledge, a microstructure-based approach for the determination of optimised 

SLM process parameters, considering the causal-and-effect relationships between solid-liquid 

interactions of the powder particles and the SLM process route, is rarely reported in literature. 

In this work, a mesoscale modelling approach (considering from first principles the 

simulation of the heat source and powder particle interactions to allow for prediction of 

microstructure) has been employed to the simulation of SLM using Ti-6Al-4V alloy. The 

model focuses on predicting micro-scale defects and simulating processing-induced 

microstructure using the representative powder size distribution. Powder sweeping, 

processing-induced porosity, surface morphology and as-fabricated microstructure, i.e. grain 
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morphology and texture, are predicted with the proposed modelling approach, and all backed 

up with relevant experimentation. 

  

2. Modelling Approach 

The integrated computational materials engineering (ICME) framework is implemented to 

model the SLM process in Ti-6Al-4V alloys. The multi-scale approach is summarised in 

Figure 1. In this paper, we focus on the mesoscale modelling. Use has been made of the 

measured powder size distribution to randomly pick up particles and arrange these particles 

in place to replicate the sweeping process during SLM. The laser scanning is then applied via 

modelling of the interaction between heat source and powder particles. The single track 

scanning is then performed to derive the temperature history and molten zone morphology, 

which is used to predict the SLM-process induced grain microstructure. Thereafter, the 

linkage between micromodel and macroscale simulation by communicating the physics at 

mesoscale is being reported by Sovani et al. [19]. 

2.1  Powder size distribution model 

To investigate the melting behaviour of powder particles during SLM it is necessary to 

numerically generate similar powder particle arrangements for simulation.  Our previous 

work, Qiu et al. [9], suggested that the as-received Ti-6Al-4V powder particle size falls into 

the range of 20 – 50µm in diameter based on laser scattering measurement. A probability 

density function (PDF) (Gaussian fit) is then used to simulate the probability or frequency of 

each particle size and by integrating PDF for different powder particle sizes, a cumulative 

distribution function has been developed to simulate the measured powder particle size 

distribution. The measured and fitted cumulative distribution functions are compared in 

Figure 2(a).  

 



6 
 

To simulate the position and arrangement of powder particles with a representative size 

distribution in a layer, a method, proposed by Zhou et al. (2009), which involves dropping 

particles following a trajectory based on the geometry of the objects encountered has been 

adopted and modified. This approach ignores the motion of obstacles encountered by the 

falling particles and the trajectory of a particle is determined based on the number of 

obstacles being encountered. Several potential obstacles and corresponding trajectories of a 

falling particle are illustrated in Figures 2(b) to 2(e). The dropping sequence of powder 

particles was determined using a face-centred cubic (FCC) lattice, which ensures that the 

particles were dropped layer-by-layer. The exact location of the x-y drop coordinate was 

offset by a random amount in a random direction. The distance was a maximum of 20% of 

the lattice parameter used to generate the lattice.  

The algorithm detected any obstacle encountered by the falling particle along its trajectory. A 

new trajectory was determined based upon the number of obstacles encountered, as illustrated 

in Figures 2(b), (c), (d) and (e). A particle can only come to rest if it encounters three stable 

obstacles or falls on the floor. The particles were dropped parallel to the z axis with periodic 

boundary conditions being applied along the x and y axis. The powder dropping model 

provides a calculation domain through which the desired layer thicknesses can be achieved 

and the thermal fluid flow calculation can be performed; see Figure 3(a). 

2.2 Melt flow kinetics 

To further investigate the thermal fluid flow characteristics giving rise to surface structure, 

porosity development and microstructure simulation, a computational fluid dynamics (CFD) 

calculation using the C++ open source CFD toolbox so-called Open Field Operation and 

Manipulation (OpenFOAM®) has been developed to model the interaction between the laser 

heat source and the randomly distributed Ti-6Al-4V powder materials, which is illustrated in 
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Figure 3(b). In the model, all interfacial phenomena, including surface tension (capillary 

force), Marangoni’s flow (thermo-capillary force), recoil pressure, drag force due to 

solid/liquid transition via Darcy’s term, and buoyancy force, present within the SLM process 

have been included in simulation. The energy dissipation in the mushy zone during melting, 

and heat loss due to evaporation, conduction, convection and radiation have also been taken 

into account in this work. However, a layer of computational complexity is required for 

energy reflections of the laser beam (this would require a coupling of the electromagnetics 

equations), this has been excluded in this work. Instead, volumetric laser heat source 

representing energy reflection has been used. The coupling of the Navier-Stokes equation, 

energy conservation, continuity equation and volume-of-fluid equation is solved using a 

single set of equations to describe metallic and gaseous phases in order to simulate the 

evolution of the liquid/gas interface. The summation of metallic 𝛼1 and gaseous phases 𝛼2 is 

always unity, i.e. 𝛼1 + 𝛼2 = 1, in every fluid element. In this study, the gaseous phase is 

assumed to be air atmosphere, unless specified otherwise. Additionally, a weight function of 

any parameter 𝑥 is used to smear out the effect of metallic and gaseous phases, defined as, 

𝑥̅ =  𝑥1𝛼1 + 𝑥2𝛼2.  

 

For this CFD calculation, we assume that the material is incompressible, i.e. the continuity 

condition satisfies 

              𝛁 ∙  𝒖 = 0                            (1) 

where, 𝒖 is flow velocity. The volume-of-fluid equation used to predict the evolution of the 

liquid/gas interface, is expressed as  

                                         
𝜕𝛼1

𝜕𝑡
 +   𝛁  ∙ (𝛼1𝒖 )   =  −

𝑚̇𝑉

𝜌2
                (2) 

where 𝑡 is time, and the sink term in the right hand side (RHS) describes the loss of metallic 

phase due to evaporation when the evaporation temperature  𝑇𝑉  is reached. In this work, 𝜌2  is 
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referred to the density of metal vapour which is not different from atmospheric gas phase as 

chemical species is not distinguished here. The mass evaporation rate 𝑚̇𝑉 (per unit volume) is 

defined as 

                                                                𝑚̇𝑉 =  𝑝𝑉√
𝑚

2𝜋𝑘𝐵𝑇
                                                      (3) 

and the recoil pressure 𝑝𝑉 is phenomenologically described by 

                                              𝑝𝑉(𝑇) =  𝑝0 exp {
∆𝐻𝑉

𝑅
(

1

𝑇𝑉
− 

1

𝑇
)} ,                                             (4) 

where 𝑝0, ∆𝐻𝑉 and 𝑅 are atmospheric pressure, enthalpy change due to evaporation and 

universal gas constant, respectively. The evaporation model (Equations (3)) followed the 

Hetrz-Knudsen model, assuming that there was no back condensation of vapour molecules. 

The role of the gas phase on evaporation is not excluded from this work. The phenomelogical 

model for recoil pressure has followed Courtois et al.[20] to estimate the momemtum flux 

through the liquid/vapour interface. 

As reported previously by [1,2], the beginning of interaction between heat source and the 

materials during SLM predicts the kinetics of the melt pool. All interfacial forces present 

during the SLM process have been inserted into the conservation of momentum or Navier-

Stokes equation, which is in the form of  

  
𝜕𝜌̅𝒖

𝜕𝑡
 +  𝛁 ∙ (𝜌̅ 𝒖 ⨂𝒖) =  − 𝛁 𝑝 +  𝛁 ∙  𝑇̿ +  𝜌̅ 𝑔𝒆̂𝒛 𝛽(𝑇 − 𝑇𝑟𝑒𝑓) − 𝐾𝐶 (

(1−𝑓𝐿)2

𝑓𝐿
3+𝐶𝐾

) 𝒖 +

                                                          [𝜎𝜅𝒏̂ +  
𝑑𝜎

𝑑𝑇
(𝛁𝑇 − 𝒏̂(𝒏̂  ∙ 𝛁𝑇)) + 𝒏̂(𝑝

𝑉
𝕀 ∙ 𝒏̂)] |𝛁𝛼1|  

2𝜌̅

(𝜌1+𝜌2)
   (5) 

Eq. (5) implies the rate of change of fluid momentum on the left hand side (LHS) is driven by 

all interfacial forces on the RHS. Divergence of stresses is comprised of hydrostatic pressure, 

p, and viscous deviatoric stress tensor, 𝑇̿, expressed as  

                                            𝑇̿ = 2𝜇̅  [(
1

2
𝛁𝒖 +  

1

2
(𝛁𝒖)𝑇 ) −

1

3
(𝛁 ∙ 𝒖)𝕀 ].                                   (6) 
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Here, 𝜌̅ is the density, 𝜇̅ is viscosity and 𝕀 is the identity matrix. The third terms on RHS of  

Eq. (5), to the first approximation, Boussinesq approximation,  𝜌̅ 𝑔𝒆̂𝒛𝛽(𝑇 − 𝑇𝑟𝑒𝑓), are used to 

describe buoyancy force caused by density differences due to thermal expansion, where 

𝑔 and 𝒆̂𝒛 are the magnitude and unit normal of gravitational force, 𝛽 is thermal expansion 

coefficient, 𝑇 is temperature field and 𝑇𝑟𝑒𝑓 is the reference temperature, equal to 300K in this 

case. It is noted that the Boussinesq approximation used for this SLM processing route is 

subject to high temperatures, therefore the initial timestep to ensure good boundedness of the 

problem must be very small, of the order of a nano-second.   Darcy’s term, −𝐾𝐶 (
(1−𝑓𝐿)2

𝑓𝐿
3+𝐶𝐾

) 𝒖 , 

which is energy dissipation or sink (damping) terms in the mushy zone is modelled in this 

work by making use of the Carman-Kozeny equation – an enthalpy method for phase chages 

– as  described by Voller et al [21] and Rösler and Brüggemann [22], where 𝐾𝐶 , 𝑓𝐿 and 𝐶𝐾 are 

permeability coefficient, fraction of liquid metal and constant, respectively. There are three 

surface force terms considered here: 

 

      (i) 𝜎𝜅𝒏̂ - surface tension term (capillary force), with surface tension 𝜎, acting on 

surface curve 𝜅 at the unit normal 𝒏̂, after Brackbill et al.[23] and Sun and Beckermann [24]. 

(ii) 
𝑑𝜎

𝑑𝑇
(𝛁𝑇 − 𝒏̂(𝒏̂  ∙ 𝛁𝑇)) - Marangoni force (thermo-capillary force) proposed by 

Scriven and Sternling [25] and Ytrehus and Østomo [26], taking into account the effect of 

temperature gradient on the liquid/gas interface, More details can be found in [27]. 

  (iii) 𝒏̂(𝑝𝑉𝕀 ∙ 𝒏̂) - recoil pressure when evaporation occurs.  

 

All surface forces have been applied only at the interface indicated by the interface term 

|𝛁𝛼1|  and the sharp surface force term 
2𝜌̅

(𝜌1+𝜌2)
 is used to smear out between hard (metallic) 

and soft (gaseous) phases.  The conservation of total energy is written as 



10 
 

𝜕𝜌 ̅𝐶̅𝑝𝑇

𝜕𝑡
+  𝛁 ∙ (𝜌̅ 𝒖𝐶̅𝑝𝑇) =  −

𝜕𝜌 ̅∆𝐻𝑓

𝜕𝑡
−   𝛁 ∙ (𝜌̅ 𝒖∆𝐻𝑓) +  𝛁 ∙ ( 𝑘̅𝛁𝑇) 

                                   −[(ℎ𝑐(𝑇 − 𝑇𝑟𝑒𝑓)  + 𝜎𝑠𝜖(𝑇4 − 𝑇𝑟𝑒𝑓
4 ) + 𝑄𝑉 )|𝛁𝛼1| − 𝑄𝑇]

2𝐶𝑝̅𝜌̅

(𝐶𝑝̅1𝜌1+𝐶𝑝̅2𝜌2)
    (7) 

The thermal energy is balanced between heat input due to the heat source term 𝑄𝑇  (per unit 

volume), proposed by Xu et al. [28], 

𝑄𝑇(𝑟, 𝑧)  =  
𝜁𝜂𝑞laser

𝜋(1 − 𝑒−3)(𝐸 + 𝐹)
(

1 − 𝜒

𝑧𝑒 − 𝑧𝑖
𝑧 + 

𝜒𝑧𝑒 − 𝑧𝑖

𝑧𝑒 − 𝑧𝑖
) exp (−

3𝑟2

𝑟0
2(𝑧)

) 

 -- the heat source term is a function of power distribution factor ζ , effective absorption 

factor 𝜂, total laser power 𝑞laser, beam radius 𝑧𝑒 -- and heat loss due to conduction, 𝛁 ∙

( 𝑘̅𝛁𝑇), convection, ℎ𝑐(𝑇 − 𝑇𝑟𝑒𝑓), radiation, 𝜎𝑠𝜖(𝑇4 − 𝑇𝑟𝑒𝑓
4 ) and evaporation, 𝑄𝑉~𝑚̇𝑉∆𝐻𝑉 . 

Here, 𝐶̅𝑝 is specific heat for the mixture, 𝑘̅ is thermal conductivity of the mixture, ∆𝐻𝑓 is the 

enthalpy change due to fusion, ℎ𝑐 is heat transfer coefficient, 𝜎𝑠 is Stefan-Boltzmann 

constant, 𝜖 is emissivity, and 𝐸, 𝐹, 𝑧𝑖, 𝜒 and 𝑟0 are model parameters according to Xu et al. 

[28]. Note that Jin et al. [29] has proposed a multiple energy reflection model in laser fusion 

and 3D energy reflection [30], which can be physically captured in Geiger et al. [31] and in 

[20] using the couple of electomagnetic equation with thermal fluid flow ones. It is believed 

that the heat source model compared with the aboved mentions is able to capture the energy 

absorption as numerically confirmd in [32]. By solving the set of equations (1), (2), (5) and 

(7), the evolution of melt kinetics and liquid/gas interface change can be analysed and 

rationalised. A detailed model description is being published [32] and model parameters were 

adopted from Li et al. [33] on high temperature thermal physical property, and Rai et al. [34] 

and Rai et al. [35] on thermal fluid flow parameters. They are tabulated in Table 1 and Table 

2. The CFD model has been applied to the generated powder particle distribution with an 

calculation domain of 250µm × 1000µm × 250µm, containing 500000 elements with the 

constant hexagonal mesh size of 5µm, and a laser heat source of 400 W with a scanning 
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speed of 2400 and 4000 mm/s to simulate the processing condition. The modelling results are 

compared with the relevant experimentation.  

 

2.3 Evolution of grain microstructure 

The solidification that involves grain nucleation and growth during SLM process was 

simulated using a three-dimensional cellular automaton – finite element (CAFE) code using 

the approach proposed by Kurz et al. [36] and  Rappaz and Gandin [37]. Gandin and Rappaz 

[38] has later developed the code for 2D simulation of solidification in casting process and 

Gandin et al. [39] applied to solidification and grain growth in 3D casting situation. The 

CAFÉ module within the ESI Group ProCAST software [37-39] was developed as a 

commercial piece of code, and has been utilised in this work. As far as the computational 

time and resources are concerned, the  CAFÉ method can allow numerous simulations to run, 

allowing the user to obtain a stochastic data-set within a reasonable timescale, which will be 

beneficial for a material design purpose. The molten single track and temperature history 

along the scanning were exported from the OpenFOAM CFD model described in Section 2.2 

and used to define the solidification regions and dynamics, temperature boundary conditions 

and the moving laser heat source and temperature profile. In the CAFE model, the cellular 

automation grid was re-meshed with a hexagonal mesh size of 2 µm along the molten 

scanning track. A continuous nucleation distribution, 
𝑑𝑛

𝑑(∆𝑇𝑐)
 , is used to describe the increase 

of grain density, 𝑑𝑛, induced by the increase in the undercooling, 𝑑(∆𝑇𝑐). The total density 

of grains at a specific (∆𝑇𝑐) , is defined by 

                                    𝑛(∆𝑇𝑐) =  ∫
𝑑𝑛

𝑑(∆𝑇′)

∆𝑇𝑐

0
 [1 − 𝑓𝑠(𝑇′)]𝑑(∆𝑇′)                                  (5) 

and                                       
𝑑𝑛

𝑑(∆𝑇𝑐)
=

𝑛max.

∆𝑇𝑐0  √2𝜋
exp (−

∆𝑇𝑐− ∆𝑇𝑐̅̅ ̅̅ ̅

√2∆𝑇𝑐0  
)

2

                                   (6) 
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where 𝑓𝑠 is the volume fraction of solid already formed. With the aid of the KGT model by 

Kurz et al. [36], growth kinetics of a dendritic tip, described by the dendritic tip velocity, 

𝑣(∆𝑇𝑐), related to its undercooling can be expressed in Equations (5)-(8) of Rappaz and 

Gandin [37] and Gandin and Rappaz [38], which can be approximated to be 

    𝑣(∆𝑇𝑐) =  𝑎2∆𝑇𝑐
2 + 𝑎3∆𝑇𝑐

3                                            (7) 

The parameters a2 and a3 have been calculated using a Ti-6Al-4V thermodynamics database, 

as tabulated in Table 3. In a CAFÉ model, the finite element (FE) calculation of the thermal 

field has been coupled with the CA grain growth model. The CA dendritic growth algorithm 

was dependent upon the thermal gradient and isotherm velocity which in turn gave the 

undercooling temperature and had been solved in the thermal FE scheme. The thermal field 

from the tetrahedral FE mesh was then interpolated to be the grain growth hexahedral CA 

mesh to obtain dendritic growth, provided that a homogeneous nucleation condition was 

assumed. Grain morphology and texture can be predicted thereafter.  

The evolution of SLM-induced microstructure can be rationalised and predicted in terms of 

grain morphology and texture. The grain growth modelling is compared with the scanning 

electron micrograph (SEM) and electron back-scattered diffraction (EBSD) results. 

3. Experimental 

The material used in this study was gas atomised Ti-6Al-4V powder supplied by TLS 

Technik (Germany) in the size range of 20-50µm. The powder particle size distribution is 

shown in Fig. 3(c). The single track scanning trials were performed on powder layers with 

different thicknesses ranging from 20µm up to 100µm at 400W and 2400mm/s or on a single 

layer of powder with thickness of 20µm but with different laser scanning speeds from 

2000mm/s up to 4000mm/s at 400W, in order to study the influence of powder layer 
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thickness and laser scanning speed on the geometrical and microstructural development of 

single tracks during SLM. Prior to single track trials, cubic samples 10×10×3mm were built 

at 400W and 2400mm/s (which gave rise to smooth top/uppermost surfaces, as followed (Qiu 

et al., 2015) and then powder layers with different thicknesses were spread over the top 

surfaces of these samples for different single track laser scans. This is to avoid the 

inhomogeneous powder spreading and distribution in the first several layers over a normal 

build plate and also to get close to the actual building condition. The laser scanned tracks 

were then studied by SEM in terms of morphology and width and also cross sectioned, 

polished and etched in an etchant containing 50 ml distilled water, 25 ml HNO3 and 5 ml HF 

for SEM and ESBD study.   

4. Results 

4.1 Powder particle size distribution   

Figure 3(a) shows the simulated powder particle distribution for different layer thicknesses 

including 20-40, 60, 80, 100 and 120 µm, obtained by using the current particle dropping 

model. It is clear that the simulated powder particle distribution has a good agreement with 

the observed particle distribution, as shown in Figures 3(c) and 3(d). This suggests that the 

current particle dropping model is effective in simulating the three-dimensional particle 

arrangement, which establishes a good foundation for the advanced modelling development 

such as the thermal fluid flow calculation that involves complex laser-powder interaction.     

4.2 Single track morphology, porosity formation and melt flow behaviour 

To understand the interaction between laser beam and powder layers and the resulting melt 

flow behaviour during SLM, single track scanning over powder layers has been performed 

and simulated by CFD modelling. Figure 4 shows the comparison of the morphology of 

single scanned tracks obtained through CFD modelling and SEM examination.  Obviously, 
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the simulated single track morphologies are fairly consistent with experimental observations. 

The denudation has been observed experimentally, which might originate from the 

rearrangement of solid particles by the surface tension of the wetting melt. This results 

consistent with [40].  The laser scanning over a thin layer such as the 20µm thick powder 

layer gives rise to a generally smooth and continuous track (Figure 4(a) and 5(a)) whereas 

increased layer thickness tends to generate discontinuous and rugged tracks. These 

discontinuities are consistent with those observed on the uppermost surfaces of SLM 

processed bulk Ti-6Al-4V samples [2]. Features such as cave-like pores that occurred due to 

unstable melt flow could also be observed occasionally (see Figures 4 and 5). The 

increasingly rugged tracks and increased discontinuities at increased layer thicknesses are 

believed to be responsible for the increased uppermost surface roughness and irregularity 

observed on the bulk samples that have been demonstrated in our previous work [2]. 

Moreover, it is noted that with increased powder layer thickness, the heat dissipation after 

laser scanning has become increasingly dispersive and widespread through the neighbouring 

powder particles around the laser scanned paths as seen clearly in Figures 4(b), 4(c) and 4(d). 

This is suspected to cause more melting of powder particles and thus more metal evaporation, 

which could lead to increased Marangoni force and recoil pressure that would destabilise 

melt pool and flow, consistent with the high speed photography results in [2] showing the 

high velocity magnitude at thick layers.  

Figures 4(e) and 4(f) shows the influence of atmosphere and laser scanning speed on laser 

scanned single track development (in comparison with Figure 4(a)). It seems that the use of 

argon atmosphere (as shown in Figure 4(e)) through altering the thermal fluid property 

discipate more  thermal energy in the melt flow as compared with air atmosphere and thus 

speeds up solidification and cooling. However, the morphology of single track remains 

almost unaffected. This result suggests that the surface forces are far more important in 
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affecting melt flow behaviour and resultant surface structure than thermal history during 

SLM. The former was found to have caused significant influence on the stability of melt flow 

during SLM. The increased laser scanning speed, however, was found to lead to more 

irregular-shaped laser scanned track as evidenced by Figures 4(f) and 5(f) in comparison with 

Figure 4(a). This is consistent with previous work by [2] where increased laser scanning 

speed was found to cause increasingly irregular-shaped uppermost surface structure.  

Additionally, splashing of small particles has been found when the 4000mm/s laser scanning 

was used.   

Figure 6 illustrates the comparison between experimental porosity measurement and 

modelling results. It indicates that the porosity prediction has been accurately captured when 

the representative powder distribution is used. For a given layer powder thickness, five 

instances of particle distribution have been generated to provide some statistical information 

for which porosity volume fraction can be predicted. After single track scanning, molten zone 

has been taken to calculate the densification using an in-house code scanning the region 

where no solid metal was found. The code scanned through the whole molten track, filtered 

out the solid cells and calculated the volume where the cluster of gas cells assembled. The 

error bars in Figure 6 indicate the variation of porosity fraction over five sampling instances 

and the solid dots show the average value. Moreover, the single-mode powder particle 

distribution of the average size of 50µm shows some discrepancy away from the 

experimental observation, particularly at 100µm layer thickness. It suggests that distributed 

powder modelling accurately captures laser-powder interaction behaviour, surface structure 

and porosity development as compared with that developed based on single-mode powder 

particle distribution. 

4.3 Microstructure development during SLM process 
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A novel numerical technique to link the thermal fluid dynamics calculation and SLM-

processed grain microstructure prediction is presented here. The internal field variable has 

been written to track the region that is melted. In this way, the single track can be traced and 

acts as a solidification region where dynamic temperature boundary condition can be derived 

from CFD model and assigned to replicate the moving laser heat source. Figures 7(a) and 

7(b) show the molten zone of 20µm and 100µm layer thicknesses, respectively. The rapid 

solidification from liquid to solid after SLM has then been simulated using Cellular Automata 

algorithm. Figures 7(c) and 7(d) shows the predicted fraction solid and misorientation (θ) – 

defined as an angles misaligning from the perfectly preferential growth direction of the 

material – at 20µm and 100µm layer thicknesses, respectively. The evolution of grain 

solidification during SLM proceeds such a way that the grains generally grow normal to the 

solidification front (i.e., the melt-solid interface), giving rise to the development of columnar 

grains within the solidified solid. Also, the current modelling further confirms that SLM is a 

very rapid solidification process as the solidification front rate could reach 10 m/s.  

Cross sections of some of the weld beads have been further studied by using SEM and EBSD. 

Figure 8 shows the SEM observation results on the cross sections of two weld beads 

fabricated with 20µm and 100µm layer thicknesses together with the modelling results on 

grain structure development. It is obvious that columnar prior β grains have been developed 

during SLM of single tracks, which is generally consistent with the modelling results (Figure 

7). The bottom region of the simulated tracks tend to show more random and equiaxed grains 

(as shown in Figure 8(a)) probably because bulk substrate is assumed in the modelling which 

assumes identical heat loss in all directions through the substrate and as a result the bottom 

region of the melt pool that is in contact with substrate would tend to develop grains from all 

directions. In contrast, in the current experiment single tracks were made upon an actual build 

which would allow for epitaxial growth of columnar grains that are already within the build. 
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However, the grains in the upper region of the predicted weld beads are much more 

columnar, closer to the situation within the real build. Moreover, the experimental 

observation suggests that weld beads are significantly dominated by martensitic needles 

which could pass through several grains in a slant angle, consistent with previous [9]. The 

layer thickness, however, does not significantly affect the microstructure.  

EBSD results, as shown in Figure 9, further confirm that αʹ phase has dominated in the weld 

beads. Due to very limited β phase present, confirmed by [9], and that αʹ needles have passed 

through several grains, the prior β grains are not revealed in the EBSD micrographs. 

According to the EBSD results, there seem to be strong αʹ microtexture along {101̅0} 

crystallographic orientation. The β texture is not as obvious, probably due to its very limited 

amount. It is consistent with the prediction of as-fabricated texture in Figure 10 showing that 

the random β texture predicted for two weld beads fabricated with 20µm and 100µm layer 

thicknesses. Misorientation maps of 20µm track and 100µm track is calculated to be normal 

distribution with the average misorientaion around 32°, and grain size distribution of 20µm 

track and 100µm track is approximately 6µm and 13µm in size. 

5. Discussion 

The use of distributed powder particles from the experiment provides a better representation 

for SLM powder-bed process, compared with the single-mode powder distribution. It 

suggests that the laser-materials interaction boundary is very important, contributing to 

surface morphology. The laser-materials interaction boundary depends upon the powder 

particle size, particle morphology, particle distribution, packing density and powder layer 

thickness, all of which contribute into stochastic behaviour of surface structure and the 

resulting sub-surface porosity. As such, the development of modelling based on the current 

representative powder particle size distribution is significant and will give rise to better 
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prediction in laser-material interaction, surface structure and porosity development. The 

20µm powder layer thickness, filtering the particle with the below averaged size to sit on the 

substrate, demonstrates good surface finish as the energy density is high enough for the 

materials to fully melt. More importantly, the powder arrangement is rather compact, 

consistent with the fully-packed single-mode arrangement of the 50 µm spherical particles 

giving rise to the similar low level of porosity (see Figure 6). The variation in the laser-

materials interaction boundary comes when the layer thickness increased. The spatial 

dispersion due to the different particles size lead to non-homogeneity in packing density, e.g. 

larger particles might obstruct the smaller ones to fall in between as a result leaving behind 

gaps between them.  The imperfection of the particle shape itself, such as smaller satellite 

particles agglomerated to the larger particles, may lead to different surface morphology and 

sub-surface features.  

The current modelling developed upon the representative powder particle distribution further 

suggests that the stochastic features of the powder particles are significantly contributed into 

the surface structure and the resulting sub-surface voids/pores. The proof-of-concept 

experiments has been designed to validate rigorously the single track scanning which is 

hardly performed using a flat substrate as the friction between the flat substrate and the first 

powder layer particles is very low and is not representative to the fabrication process. The 

results also demonstrated that the surface morphology of the scanning track with different 

powder layer thicknesses matches very well with experiments. For the 20µm layer thickness, 

the surface structure is very smooth as the melt flow behaviour is driven by relatively high 

energy density. Whereas, the higher layer thickness combined with the packing density due to 

the distributed feature spreading into the scanning domain affects the energy density received 

by the powder and also particles splashing can be expected as discussed in [2]. The spatter of 

small particles is observed in both modelling and experiments. It will leave behind the even 
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surface structure and sub-surface voids and/or cave-like pores. The effect seems to be 

pronounced when increasing the powder layer thickness or laser scanning speed as a result of 

the unstable flow at thicker layer thicknesses or higher laser scanning speed. The use of argon 

atmosphere was found to alter the thermal conductivity and resulting thermal field but does 

not change the surface morphology of the builds significantly as compared with the use of air 

in the modelling. The results suggest that further investigation of multi-phase modelling of 

SLM is anticipated. 

To simulate the microstructural development during SLM, a novel approach has been 

developed to link up the fluid flow and grain growth model. The highly dynamic process of 

SLM has been simulated via exporting the molten zone and associated dynamics temperature 

boundaries from CFD results. With assumptions of homogeneous nucleation on the substrate 

and nucleation volume of the molten track, the prediction of the SLM-processed 

microstructures could be made using a phenomenological law of Gaussian distribution of 

nucleation and growth.  This work has highlighted that the empirical law is dependent upon 

the available data which was taken from the casting situation, to the first approximation. 

Microstructural predictions here will be strongly reliant upon the temperature gradient which 

dictates the directional growth of the grains. The high thermal gradient of SLM enables the 

columnar grain structure to be grown following the melt pool boundary, considered as the 

solidification for the process. The time taken to solidify for 200µm length is up to 15ms, 

further confirming that the solidification process after SLM is a rapid process. Within such a 

short timescale, it is very difficult for nuclei to be developed within melt pool and as a result 

the development of equiaxed grains has been very much suppressed during SLM. The 

substrate and the grains within the previous layers could act as natural nuclei for grain 

development in the next layer and the thermal difference between the melt pool and the 

substrate promotes epitaxial growth of columnar grains. The prediction of grain morphology 
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and texture still needs some improvement; nevertheless, qualitative information from the 

predictions appears to be reliable. SEM micrographs reveal further that columnar grains are 

dominant as observed along the cross-sectional views of 20µm and 100µm powder layer 

thicknesses, which is consistent with the modelling results. It suggests that solidification front 

and thermal profile are important to process control.  

Summary and Conclusions 

A mesoscopic model of the AM process has been developed and validated. The following 

specific conclusion can be drawn from this work. 

(1) Powder size distribution has been accurately modelled using the measured size 

distribution. A powder sweeping model for the representative SLM powder bed 

process was successfully developed  

(2) Thermal fluid flow results are consistent with experimental observation on single 

scanned tracks, both suggesting that with increased powder layer thickness and 

increased laser scanning speed, the tracks become increasingly irregular-shaped.  

(3) Solidification microstructure within SLM process can be influenced by the 

powder layer thickness and also by altering the surrounding atmosphere from air 

to argon, leading to change in thermal and solidification behaviour of the melt 

pools but not significantly affect the morphology of the solidified tracks.   

(4) A linkage between thermal fluid flow and microstructure evolution has been 

established which gives rise to good prediction in grain structure development 

during SLM. The predicted as-fabricated microstructure is dependent upon 

localised solidification conditions and the thermal profile. 
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Figure 1: A multi-scale materials approach to modelling of selective laser melting in titanium 

alloys. 
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Figure 2:  (a) cumulative distribution function used for powder particle sweeping model, and 

trajectory of a falling particle based upon the number of obstacles encountered: (b) one 

obstacle, (c) two obstacles, (d) three unstable obstacles, (e) three stable obstacles. 
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Figure 3: Simulated powder particle distribution in with different layer thicknesses: 20-40, 

60, 80, 100, and 120µm using (a) powder dropping model and (b) replicated powder layer 

thickness used for the CFD calculation; (c) powder size distribution of Ti-6Al-4V measured 

using a laser diffraction particle size analyser, after [9], and generated powder distribution for 

5 different powder layer thicknesses using particle dropping model developed from [16]; (d) 

SEM micrograph showing the actual particle distribution of as-received powder. 
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Figure 4: Surface morphology (left) measured on the top view of the single track scanning 

and (right) predicted from thermal fluid dynamics calculation for 4 different powder layer 

thicknesses: (a) 20 µm, (b) 60 µm, (c) 80 µm, (d) 100 µm, effect of (e) argon atmosphere and 

(f) fast laser scanning speed (4000mm/s)  into the surface morphology, using 20µm powder 

layer thickness. The arrows point to the presence of cave-like pores. 

 

 

Scanning direction 



30 
 

 

Figure 5:  Magnification images of surface morphological structure after SLM scanning, 

compared between experiments (left) and CFD modelling (right), in various conditions 

[scanning speed, powder layer thickness, surrounding atmosphere]: (a) 2400mm/s, 20µm, air, 

(b) 2400mm/s, 60µm, air, (c) 2400mm/s, 80µm, air, (d) 2400mm/s, 100µm, air, (e) 

2400mm/s, 20µm, argon, (f) 4000mm/s, 20µm, air. 
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Figure 6: The comparison of porosity fraction using current modelling capability and 

available experimental data, varying the powder layer thickness.  
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Figure 7: Linkage between thermal fluid dynamics calculation providing single track molten 

zone and dynamic nodal temperature history of (a) 20µm layer thickness, and (b) 100µm 

layer thickness, and cellular automata finite element calculations predicting SLM-processed 

induced grain microstructure evolution during the SLM-processed at (c) 20µm powder layer 

thickness and (d) 100µm powder layer thickness. 
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Figure 8: SEM micrographs show the grain morphology (left) and misorientation mapping 

within the single track (right) of: (a) 20µm powder layer thickness and (b) 100µm powder 

layer thickness.  
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Figure 9: (a) EBSD image of the weld bead (shown in Figure 10(a)) fabricated at 2400mm/s 

and with a layer thickness of 20µm; (b) inverse pole figure for the sample shown in (a); (c) 

and (d) αʹ and β pole figures for the sample shown in (a); (e) and (f) αʹ and β pole figures for 

the weld bead (shown in Figure 10(b)) fabricated at 2400mm/s and with a layer thickness of 

100µm 
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Figure 10: Predicted -phase pole figures of (a) 20m track and (b) 100m track, 

misorientation maps of (c) 20m track and (d) 100m track, and grain size distribution of (e) 

20m track and (f) 100m track. 
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Table 1: Data used for fluid flow and heat transfer calculations. 

Physical properties Ti-6Al-4V 

Solidus temperature, (K) 

Liquidus temperature, (K) 

Evaporation temperature, (K)  

Density of liquid metal, (kg.m-3) 

Molar mass, (g/mol) 

Specific heat of solid metal, (J kg-1 K-1) 

Specific heat of liquid metal, (J kg-1 K-1) 

Thermal conductivity of solid metal, (Wm-1 K-1) 

Thermal conductivity of liquid metal, (Wm-1 K-1) 

Viscosity, (Pa.s) 

Thermal expansion coefficient, (K-1) 

Surface tension, (Nm-1) 

Temperature coefficient of surface tension, (Nm-1K-1) 

Enthalpy of solid at melting point, (J kg-1) 

Enthalpy of liquid at melting point, (J kg-1) 

Enthalpy change of evaporation, (J kg-1) 

Atmospheric pressure, (Nm-2) 

Ideal gas constant, (JK-1 mol-1) 

Boltzmann’s constant, (J K-1) 

1878 

1928 

3133 

4000 

446.07 

670 

730 

21 

29 

0.005 

8×10-6 

1.4 

-0.26×10-3 

1.12×106 

1.49×106 

4.7×106 

101300 

8.314 

1.38×10-24 
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Table 2: Data used for heat source model in this calculation. 

Heat source model parameters Value 

Power distribution factor  

Total beam power, (W) 

Effective absorption coefficient 

Beam radius, (m) 

Beam velocity, (mm s-1) 

3.0 

400 

0.24 

50 

2400 or 4000 

 

 

Table 3: Data used for cellular automata finite element calculations in this work 

Physical properties Ti-6Al-4V 

a2, (m s-1 K-2) 

a3, (m s-1 K-2) 

Gibbs-Thompson coefficient  

1.06×10-7 

1.03×10-6 

2.00×10-7 

 

 

 


