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Abstract Mobile social networks (MSNs) play an important role in the process of the develop-
ment of smart cities. Citizens can interact and engage with services provided by MSNs. Smart
city services enhance their quality of life. With the popularity of smart phones, mobile social
activities have become an important component of citizens’ daily life. People can post their so-
cial contents to their remote friends and can access shared information in the cycles of friends
anytime and anywhere through their mobile devices. This human-centered social approach gener-
ates enormous amounts of social data that are distributed across various smart devices. Efficient
service discovery from such cycles of friends is a fundamental challenge for MSNs. This paper
proposes a friends’ cycle service discovery (FCSD) model for searching social services in MSNs
based on human sociological theories and social strategies. In the proposed FCSD network, intel-
ligent network nodes with common social interests can self-organize to interact and form social
cycles with other potential nodes, and further can co-operate autonomously to identify and dis-
cover useful services from cycles of friends and cycles of friends’ friends. The proposed model
has been simulated and evaluated in a decentralized mobile social environment with an evolv-
ing network. The experimental results show that the FCSD model exhibits better performance
compared with relevant state-of-the-art services search methods.

Keywords Smart Cities · Smart Services · Mobile Social Networks · Self-Organization ·
Decentralization

1 Introduction

Smart cities are built by using advanced information and communication technologies (ICT),
including smart hardware devices, mobile networks, and software applications [1]. Smart cities
can utilize ICT to improve the operational efficacy of urban services, and better organize re-
sources to provide services for their citizens [2–5]. In the process of the development of smart
cities, the technologies of the internet of things (IoT) is widely applied to multi-areas of urban
services, such as healthcare [3], vehicular communication [6], unmanned aerial vehicle [7] and
so on. Furthermore, mobile networks are the important infrastructures of smart cities. People
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living in modern cities share own information and access authorized information of other devices
using services supported by connected smart devices [8]. Mobile social activities have become
part of people’s daily life.

In MSNs, users are not only able to use existing online social networks (OSNs) via mobile
devices, but also able to establish new social services facilitated through the powerful communi-
cation and sensing capabilities of smart devices [9]. MSNs allow people to communicate anywhere
and anytime in the world without barriers. The convergence of social networks and smart de-
vices provides supplements for users to actively participate in the generation and sharing of
social resources based on device-to-device (D2D) communications [10]. For example, WeChat
[11], a mobile messaging application that can be deployed in mobile phones, provides a service
called “Moments” for users to post texts, documents, photos, and videos. The social contents
shared through “Moments” can be easily accessed by users through their own smart phones.
Today, users using MSNs are witnessed as a source of data generation at an enormous volume
every day. Despite efficient routing strategies being put forward to handle such data generation
[12, 13], it is still difficult for users to look and find valuable information from massive distributed
social data.

MSNs deploy a decentralized scheme to design their infrastructure, where users have control
over their data and can decide whether to store their data locally in their mobile devices or
upload the data to a trusted server. The decentralized approaches often utilize unstructured
Peer-to-Peer (P2P) architectures [14]. In the unstructured P2P architectures, peers establish
connections among each other according to their needs without maintaining specific network
structures. A range of research works [15–22] based on P2P architectures has been proposed to
support the decentralized infrastructure OSNs (DOSNs) and MSNs.

Designing a novel decentralized network model to search for discover services in mobile social
environments of cities is a significant challenge. The service is a general concept that is not re-
stricted to well-defined web services, but many types of data, such as social text, photos, videos
and so on. The service discovery should be the capability to locate social resources [21]. The
network model should conform to people’s social habits. Routing algorithm should be intelligent
to make social computing to meet the requirements of service discovery in distributed environ-
ments. Intelligent nodes in the network can autonomously join and leave, and connect each other
through the self-organizing method so that the query message can be forwarded adaptively.

To this end, this paper proposes a friends’ cycle service discovery (FCSD) model to support
social services discovery in mobile social networks for smart cities according to theories of social
networks and values of cycles of friends. Important contributions of this article are summarized
as follows:

1) A self-organizing decentralized model based on the P2P architecture is proposed according
to human sociological theories. This model can intelligently exploit the information of cycles
of friends of people to search for social services in mobile social networks via mimicking
behavers of humans.

2) An efficient method based on probability is proposed to intelligently choose suitable search
methods based on the knowledge level of a node. When the knowledge in the knowledge base
of a given node is rated as low, the routing query algorithm selects the interest correlated
search (C-Search) method to generate a higher probability of accurately searching relevant
social services, otherwise, the normal search method (N-Search) is chosen.

3) An efficient method for evaluating the expected maximum number of social services from
a neighbor node is designed, in order to help a new node to find its “good” neighbors for
receiving queries during network evolution.

4) An algorithm for evaluating “expert” neighboring nodes is proposed to find “expert” neigh-
boring nodes in a given interest area according to the information of cycles of friends of the
corresponding node during the phase of self-adaptive query forwarding.

5) A software simulation platform is designed and developed to simulate and evaluate the pro-
posed FCSD model against other compared models under various scenarios.

The rest of this article is organized as follows: Section 2 presents a review of the related work.
The design of the proposed FCSD model and the routing algorithm are presented in Section 3 and
the evaluation methodology is introduced in Section 4. The simulation results are discussed in
Section 5 and Section 6 concludes this paper along with outlining our future research directions.
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2 Related Work

2.1 The Relevant sociological Theories

Social networks usually experience a phenomenon called a small world, whereby two complete
strangers without common experience may share mutual acquaintance and can be connected
via a chain of no more than six intermediate acquaintances, which is a well-known idea termed
as the “six degrees of separation” [23, 24]. Watts and Strogatz [25] analyzed the small-world
phenomenon using a mathematical model, and concluded that the small-world networks can
be highly clustered and have small characteristic path lengths. Persons belonging to multiple
clusters at a given time can potentially create shortcuts between many other persons across
multiple clusters. A person can theoretically link to anyone else using shortcuts, and resources
can flow between different ends of the network [24].

Searchability is an important property in social networks. Watts et al. [26] presented a model
to explain the searchability of social networks in terms of recognizable personal identities. This
model can also be applied to resolve service discovery problems of mobile social networks in
smart cities.

In social networks, people’s relationships construct the flow of resources in a social environ-
ment and cover the sharing, delivery, or exchange of a wide variety of resources and information
[27]. Both a stronger relationship and a weaker relationship can help people to seek information
[28, 29]. The social network can be studied based on a socio-centric approach. The research goal
is to identify groups of individuals engaged in similar activities and seeking similar information
services [27].

An expert in social networks is generally considered someone who holds knowledge about
given topics. His/her knowledge may have been acquired through training, research, and per-
sonal experience. Expert knowledge should comprise substantive information on a particular
topic that is not widely known by others [30]. One of the most effective channels for dissem-
inating information and knowledge of expertise within an organization is using his/her social
network of collaborators, colleagues, and friends [31]. Xunzi [32], a Chinese Confucian Philoso-
pher, emphasizes that the knowledge of people must be obtained from outside environments and
the learning process must be sustainable. People, who are transformed by teachers and proper
models and who accumulate culture and learning, can become experts.

Barabasi and Albert [33] found that large networks can self-organize into a scale-free state.
The probability p(x) that a node connects to x other nodes is indirectly proportional to the power
of a constant γ : p(x) ∝ x−γ . Similar phenomenon has been observed in other networks, such
as P2P networks, social networks and so on. These networks are called as scale-free networks or
power-law networks.

2.2 The Relevant Models

There are existing distributed and decentralized models which can be used to provide services
for searching for resources in decentralized environments such as DOSNs, MSNs, and WSNs.

The Random Breadth-First-Search (RBFS) [15] is a method of searching for resources in
decentralized environments. In the RBFS network, a node randomly selects its neighboring
nodes to forward query messages, and the number of neighboring nodes selected in each hop is
a fixed number. The query message is randomly forwarded until TTL (Time-to-Live) reaches 0.
The node in the RBFS network has no knowledge base and cannot learn knowledge from the
previous search process, which has a significant impact on the performance of the network.

The RSP2PS [18] model makes use of the characteristic of the power-law to search for re-
quested social resources. The routing algorithm selects neighboring nodes by evaluating the
expected quantity of social resources in each hop. The query message is forwarded to n neigh-
boring nodes with a large expected number of resources. The performance of RSP2PS is better
than that of RBFS. However, the nodes of RSP2PS have no knowledge base, which can affect
the efficiency of the routing algorithm.

The NeuroGrid [34] model creates a knowledge base for each node, which facilitates nodes
with the ability to acquire knowledge. When receiving feedback messages from a target node,
the source node stores the feedback information to its local knowledge base to make decisions
during future searches. In order to limit the network overloads, the NeuroGrid model sets a
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range of nodes to be forwarded between the minimum number M and the maximum number
N. Two phases are used to select the nodes to be forwarded. In the first phase, the neighboring
nodes that are directly related to the requested topic in the local knowledge base are selected
as nodes to be forwarded, with the number not exceeding the top bound M. If the number of
selected nodes is less than the lower bound N, the remaining nodes are randomly selected from
the connected pool of nodes. The search performance of NeuroGrid is generally claimed to be
better than that of RSP2PS and RBFS.

The ESLP method [35] employs human social theories to design its model structure and the
search algorithm. The nodes in the network are considered as the humans in social network and
the links among nodes are regarded as their social relationships. The process that a social node
searches for social resources uses the property of self-organization similar to social activities of
humans. Each node of ESLP has a knowledge index to collect knowledge. However, unlike the
forwarding mechanism of NeuroGrid, ESLP not only considers direct resources related to the
search topic but also takes into consideration the correlated resources associated with interest
areas of the requested topic. Three phases are designed to determine nodes to be forwarded. The
neighbors directly related to the search topic are selected from the knowledge index of a node in
the first phase. If the number of neighbors selected is less than the top bound M, the algorithm
moves to the second phase, where the neighbors relevant to the interest area of the search topic
are selected. The number of selected nodes in the first and second phases is maintained less
than the lower bound N, the rest of the nodes are randomly selected from the connected pool
of nodes. In comparison with NeuroGrid, the ESLP model exhibits a higher efficiency. Liu et
al. [36] further improved the ESLP model to propose the SESD model in order to support a
multi-topics service search.

In social networks, people can not only remember the important social events during a long-
term period but can also easily forget some ordinary things. The IASLP [22] model relies on this
phenomenon to design its node’s knowledge base and routing algorithm. The knowledge base of a
node is composed of an interest index that is related to sharing the interest of the corresponding
node, along with a knowledge index that is relevant to search interest. The knowledge related
to its long-term sharing interest is maintained in the interest index and the one relevant to the
short-term search interest is stored in the knowledge index. The interest index groups nodes
with similar social resources and common interest into a social resource sharing community. The
knowledge index facilitates nodes to form a temporarily learning group. People often retrieve
contents associated with their sharing interest area in many search processes, which makes the
IASLP model have an advantage when compared with the aforementioned methods during the
search process.

The CORDIAL [37] is a social and opportunistic algorithm that exploits the mobile behav-
ior of humans and their community membership in MSNs. One member looks for services by
advertising queries to other members within the common community. However, the mechanism
of service discovery will generate large network overheads. The authors in [38] proposed a mul-
tistage detection framework based on deep learning to detect suspicious messages in MSNs. The
framework uses edge computing to improves the utilization rate of computing resources. The
mobile terminals detect messages and send results to the servers to reduce the servers’ comput-
ing overhead. The RMER [39] is an event data collection approach in the WSNs. This approach
aggregates data by more nodes distributed in non-hotspot regions and sends these data to the
Sink by converging multiple-path routes into a one-path route. The approach increases network
lifetime and event detection reliability. The FCSS [40] utilizes fog computing to shift resources
from remote servers to the network edge. This method provides low-latency for security service
filtering.

The aforementioned approaches achieve better performance on service and resource discovery,
however, these methods also have some flaws. Although the ESLP, SESD, and IASLP exploit
some sociological theories to improve the performance and have achieved better results compared
to RBFS, RS2PS, and NeuroGrid, the design of these models has not been fully considered to
exploit the value of cycles of friends. According to the small-world theory [23], friends of a
friend may be friends. Furthermore, during the network initiation stage, the level of knowledge
comprised in the nodes is usually zero, and so the performance of the network is usually lower.
To this end, this paper exploits the concept of cycles of friends of people to design an efficient
network model to promote the efficiency of routing algorithms.
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3 FCSD Model

Human society is a self-organizing autonomous system in nature, in which people establish social
contacts to form social ties. Each person in this system is either an independent individual or a
messenger of information. When moving from one place to another place, a person can quickly
adapt to new living and studying environments. In human society, well-connected people may
have lots of social resources and could offer others with various beneficial support. A decentralized
network in mobile social environments is very similar to human society. The nodes are regarded
as persons and the links among nodes can be viewed as social ties among persons. Each node
can act not only as a message receiver but also as a message forwarder. Nodes with a rich set
of knowledge can benefit other potential nodes. These characters of human society can be taken
into consideration when designing a decentralized network model for mobile social environments
in smart cities. The design of our proposed network model and routing algorithm are derived
from sociological theories.

3.1 Model Design

The structure of the FCSD network model is shown in Fig. 1. The Mobile Social Node consists
of Local Social Services including texts, documents, pictures, videos, etc., Local Social Service
Index, Local Interest Vector, Knowledge Base (KB), and routing components. The relationships
among the nodes are established through social relation links. Each social user is mapped by
its corresponding node. Social users search for social services through their nodes. User’s social
resources in local social services repository are mapped by the Local Social Service Index. The
Local Social Service Index is composed of a service identifier that can be uniquely associated with
a service and a set of keywords that can characterize the content of that corresponding service.
The Local Interest Vector is constructed with keywords in the Local Social Service Index. A
query is handled by routing components and propagated by social relation links. When a social
user starts to search service, the node mapped by the user generates a query related to this
service and searches the local KB to find target neighbors. The query message is sent to these
neighboring nodes through social relation links. Receivers look for their own neighbors from their
KB to forward the query message. Services matching the search topic will be sent to the start
node along with social relation links by the target nodes.

The method in the IASLP model is adopted to design the KB of the proposed FCSD model.

Theory strategy1: Strong relationships constructed by close friends in social networks can
facilitate greater knowledge exchange and can facilitate a knowledge seeker to use newly acquired
knowledge [28]. Weak relationships provide people with access to information and resources
beyond those available in their own social circles [29].

Theory strategy2: In social networks, most people’s friendship circles are highly clustered
and can be linked by persons who are members of multiple clusters [24].

Similarly, in the FCSD network, the KB collecting knowledge is composed of a long-term
knowledge base (LKB) and a short-term knowledge base (SKB). The social services in the
local service repository are associated with the node’s long-term interest. During the process of
searching social services, knowledge entries related to the node’s long-term interest are stored
in the local LKB. The node then establishes strong relationships with its neighboring nodes
(friends) in the LKB. Knowledge entries within the short-term interest are collected in the SKB.
The node then creates weak relationships with its neighbors in the SKB. Nodes in SKB forms
multiple learning groups. The member with more learning groups can build shortcuts among
groups. An ordinary node in a group can establish a connection with a member in another group
in a short-path by shortcuts, which can make the corresponding ordinary node to acquire new
knowledge.
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Fig. 1 The structure of FCSD network model

Theory strategy 3: The characteristic feature of social life is that activities of certain
persons provide gratifications for other persons [41]. In the IASLP model, the KB only focuses
on direct neighbors. Actually, the cycles of friends of a neighbor may have many resources and
can be of use during the search process. Unlike the knowledge structure in the KB of IASLP,
our proposed FCSD model considers both the information of a node’s neighbors and that of the
neighbors of the node’s neighbors, when designing the knowledge structure.

In Fig.2, each knowledge entry in the KB of the proposed FCSD model consists of a keyword
and a node pack vector associated with this keyword. Each entry in this vector is composed
of a neighbor node related to the topic keyword, the number of neighbor’s services x, and the
number of services of neighbor’s neighbors y. Taking into consideration the ability of neighbor’s
forwarding query, the number y is a mean value that can be calculated based on the number of
services picked up by some of its neighbor’s neighbors.

Fig. 2 The structure of knowledge in the KB (LKB
and SKB)

3.2 RSP2PS-1

Theory strategy 4: In social networks, a “good” actor with good information sources and
excellent information outlets can regulate information flow from one set of actors to other sets
of actors [27]. Similar to social networks, in the FCSD networks, a “good” node knowing a good
forwarding path can help other nodes to achieve more services.

The proposed FCSD model adopts the method of finding a “good” neighbor used in RSP2PS
[18] model and further improves this method to present an RSP2PS-1 method in order to enhance
the search efficiency. In the RSP2PS network model, the weight of the excepted number of files
in each hop is equal to 1. Actually, in the process of searching for resources, the one-hop neighbor
is usually close to the source node and has a great influence on the search result. The influence
decreases with an increasing number of hops away from the source node. Thus, the FCSD model
uses a method of weight reduction when the hop count increases in order to improve performance.

In the FCSD network, a query message should be sent to a “good” neighbor with more
requested services, which helps to find more requested services with a high probability in the
future hops. A goodness value G of a “good” neighbor is determined by the following formula:

G = w1 ∗ f1 +
TTL∑
i=2

(wi ∗ E(fi)) (1)

where f1 is the number of shared services in the one-hop neighbor, E[fi] is the expected number
of services in the ith hop that can be estimated using the method in the RSP2PS network, and
the weight wi is assigned by the formula (2):
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wi =

{
1
2i , 1 ≤ i ≤ TTL− 1
1

2i−1 , i = TTL
(2)

where
∑TTL

i=1 wi = 1, the weight of the expected files in the one-hop neighbor is 0.5, and a
two-hop neighbor is 0.25, and so on. The weight of the expected number of files in nodes found
in the last two hops is the same.

At the beginning of simulation of the FCSD network, there are no knowledge entries in the
KB of many nodes, the routing query algorithm will search for neighbors with a larger value of
G. These neighbors characterize a higher probability to find the requested services.

3.3 Routing Query Algorithm

Theory strategy 5: One of the properties of social networks is searchability. People can direct
messages to a distant target person through social networks of acquaintances [26].

When a node generates a query, if the number of knowledge entries in its KB is equal to zero,
this node will utilize RSP2PS-1 method to find a “good” neighbor and the query message will be
forwarded to these “good” neighbors, otherwise, this node will search for neighbors from its local
KB using the node selection algorithm and the query message will be forwarded to neighbors
selected. The neighbors discard a duplicated message and continue to forward an unduplicated
message to their corresponding neighbors until the TTL reaches 0.

3.3.1 Query Method Selection

Theory strategy 6: In social networks, a person who joins a new environment will try his/her
best to obtain help from people in this environment. Similarly, in the FCSD network, a node
without enough knowledge will actively learn from neighboring nodes.

FCSD network can search for services using two different methods. One is the normal search
(N-Search) method that only looks for services directly related to the search topic. The other
is the correlated search (C-Search) method, which not only looks for services directly related
to the search topic but also retrieves services that are found to be correlating with the search
topic. In the FCSD network, a node with little knowledge quickly absorbs knowledge in a large
probability to execute the C-Search algorithm. Such nodes obtain more knowledge relevant to
the search topics in a short period of time. With an increasing number of knowledge entries in
the KB of a given node, the probability to run the N-Search algorithm will become higher and
the speed of learning the knowledge for that corresponding node will slow down gradually. The
probability of executing the search algorithm can be calculated using:

p(x) =
arctan(a ∗ (Lmax − x)/Lmax)

arctan(a)
, (0 ≤ x ≤ Lmax) (3)

where p(x) denotes the probability of selecting the search algorithm, such that 0 ≤ p(x) ≤ 1, x
is the number of knowledge entries comprised in the KB, arctan is an arctangent function, Lmax

is the maximum length of the knowledge base, and the parameter a denotes the curvature of the
formula, such that a > 0.

Fig. 3 The probability of choosing the search method
(a=10, Lmax=30)

Fig. 3 shows that the probability p to execute the C-Search algorithm is changing with the
number of knowledge entries x (a = 10, Lmax = 30). When x is smaller, the node characterizes
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lack of knowledge and executes the C-Search algorithm in a higher probability to rapidly acquire
knowledge. Until the number x reaches 18, the C-Search algorithm remains to run with 90%
probability. Then the probability to execute the C-Search algorithm starts to decline and the
probability to execute N-Search algorithm increases. Now, the node begins to absorb knowledge
slowly.

3.3.2 Query Response

When receiving a query message generated by the source node, a receiver decides the search
method depending on the received query message. If the N-Search method is used, the target
node will search services in its local social services depository according to the search topic and
further sends the results to the source node. If the C-Search method is used, the receiver will
use the keywords in the search interest vector to scan the local social services depository to find
services and returns the result to the source node. The result includes information such as the
receiver, search topic and the corresponding number of services, and interest topics correlated to
the search topic and their number of services respectively. Considering the network overheads,
the length of the feedback message should be minimized. But it is ideal to select all the directly
matching topics. The correlated topics associated with more services should also be selected
and the number of the correlated topics k should not be greater than the maximum number
Kmax(0 ≤ k ≤ Kmax).

The receiver sends not only its data but also some of its “rich” neighbor’s data. “Rich”
neighbors are those encompassing more services than other neighbors in the KB of the receiver.
It is assumed that the number of “rich” neighbors is n, which should never exceed Dmax (the
maximum number of nodes to be forwarded, as shown in the “routing forwarding algorithm”).
The mean value y of n neighbor’s services should be included in the feedback message of the
receiver, which can be calculated using the following formula:

y =

{
0, n = 0
1
n

∑n
i=1 mi, 0 < n ≤ Dmax

(4)

where mi denotes the number of services matching the search topic of the neighbor nodei. The
structure of the topic pack in the feedback message is a composite comprising the following:
{receiver, {topic keyword, {local services number x, the preferential neighbors’ services mean
number y}, topic type t}}. The t = 1 implies that the respective topic keyword is a directly
matching topic, and t = 0 implies that the respective topic is a correlated topic.

3.3.3 Knowledge Updating

Theory strategy 7: The knowledge of people is obtained from outside environments, and the
process of acquiring and accumulating knowledge is sustainable [32].

Theory strategy 8: In social networks, some events associated with people fade from their
memory in time [42]. Information learned repeatedly can be encoded into a person’s memory
and can be correctly recalled [43].

In the FCSD network, the knowledge in the KB is dynamically updated during the social
evolution process. The LRU (Least Recently Used) algorithm is used to update the knowledge in
the KB. The knowledge related to nodes’ short-term interest in the SKB is updated in a short-
time. The knowledge relevant to nodes’ long-term interest in the LKB stays relatively stable for
a long time.

Upon receiving a feedback message from a target node, the source node reads the topic data
from the received message to update its local KB using the LRU algorithm. The knowledge
from a target node that has the same interest area as the source node will be updated into
the local LKB, otherwise updated into the local SKB. The recent and newly generated topic
knowledge should be inserted into the top of the LKB or SKB. If the number of knowledge
entries reaches the maximum capacity of the LKB or SKB, the knowledge entry at the bottom
should be removed. The node pack vector associated with each topic in the KB should also be
updated using the LRU algorithm. The recently visited node should be added to the front of the
node pack vector and the tail node pack should be removed when this vector is full.
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3.3.4 An Example for Knowledge Updating

Suppose that node A is searching for services about “Java” programming language in the FCSD
network, as shown in Fig. 4. Due to its empty KB, node A searches services about “Java” with
interest area “programming languages” using the C-Search algorithm, as shown in Fig. 5. In
Fig. 5, node B receives an unduplicated query message from node A. Node B then searches its
local services and local KB, and sends the result to node A. Suppose that the maximum number
Kmax of correlated topics needed to be returned is 2 (Kmax = 2) and the maximum number
forwarding degree is 2 (Dmax = 2). Then, the directly matching services to the topic “Java” (5
services) is selected. The correlated topics “Python” (4 services) and “C#” (3 services) are also
selected as feedback topics. In the LKB of node B, neighbor nodes D, E, and F have services
“Java” and “C#”. As for the topic “Java”, nodes E and F are the preferred neighbors for node
B, as they comprise more services relevant to “Java” (E: 3 services, F: 3 services, D: 1 services).
According to formula (4), the service’s mean number y for the preferential neighbors of node B
is 3 (y = (3 + 3)/2 = 3) for the topic “Java”. Similarly, for the topic “C#”, nodes D and E are
the preferential neighbors for node B, and y = (2 + 2)/2 = 2. Then in the feedback message,
topic pack composes as “{B, {{Java, {5, 3}, 1}, {Python, {4, 0}, 0}, {C#, {3, 2}, 0}}}”.

When receiving the feedback message from node B, node A creates the direct matching topic
knowledge {Java → {B, {5, 3}}} to be inserted onto the top of LBK due to the common interest
between nodes A and B. The correlated topic knowledge {Python → {B, {4, 0}}} and {C# →
{3, 2}} are arranged after A in sequence, as shown in Fig. 5.

Fig. 4 Node A searches services about “Java” with
interest area “Programming Languages”

Fig. 5 Node A updates knowledge using a feedback
message from Node B

3.4 Routing Forwarding Algorithm

In the FCSD network, when a receiver forwards a query message, the routing forwarding algo-
rithm chooses the neighbors of the receiver from the receiver’s local KB as nodes to be forwarded.
The number of nodes to be forwarded is adaptively adjusted according to the dynamic strategies
of node selection.

3.4.1 Adaptive Forwarding

Similar to the strategy of forwarding query messages in SESD and IASLP networks, the proposed
FCSD network also uses an adaptive method to forward query messages. The number of nodes to
be forwarded in each hop is adaptively adjusted between the minimum number (Dmin) and the
maximum number (Dmax). This method is effective in balancing the trade-off between the search
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performance and the network overheads. The aforementioned adaptively adjustable procedure
is dependent on the correlation degree of the selected nodes associated with the search topic.
Both the SESD and IASLP networks select a node to be forwarded according to the node’s
cut-off criteria D calculated by its own correlation degree. The SESD network uses the number
of direct and correlated topics in the knowledge index to calculate D of a given node. The IASLP
obtains D by counting the number of resources matching the search topic of the neighbor nodes.
Unlike the methods used in the SESD and IASLP networks, the FCSD network calculates D
using either the number of services of neighbors or the number of services of neighbors’ friends
to adaptively select better nodes as nodes to be forwarded.

3.4.2 Node Selection

The procedure of node selection includes three phases such as searching for the nodes directly
related to the search topic, searching for the nodes correlated to the search topic, and searching
for random nodes.

In the first phase, the routing forwarding algorithm searches for nodes directly associated
with the search topic from their local LKB or SKB. If the interest area of the search topic is
found to be the same as that of the receiver node, the algorithm searches for nodes from the LKB
of the receiver node, since the likelihood of finding requested services is higher in the common
interest community. When the number of selected nodes from the LKB is less than Dmax, the
algorithm searches for nodes from the SKB. If the interest of the search topic is different from
that of the receiver, the algorithm directly searches for nodes from the SKB, not from the LKB.
At most Dmax nodes can be selected as nodes to be forwarded. When the number of neighbors
directly associated with the search topic is greater than Dmax, the priority of neighbor nodes is
calculated using formula (5).

z = x+ ρ ∗ y, ρ ∈ {0, 1} (5)
where x is the number of services associated with the search topic in a given neighbor, y is the
mean of services related to the search topic of preferential friends of the neighbor and y can be
calculated via formula (4). In formula (5), the coefficient ρ denotes whether y should be used or
not. If TTL = 1, then ρ = 0. When the query message reaches the penultimate hop (TTL = 1),
the algorithm considers the number of neighbor’s services. When TTL > 1, ρ = 1. The algorithm
considers the number of neighbor’s services and the number of their friends’ services. The value
z denotes the richness of services in a given node. Thus, the query message should initially be
forwarded to the neighbor with a large z value. If the number of selected nodes is less than Dmax

in the first phase, the routing forwarding algorithm moves to the second phase.
Theory strategy 9: In social networks, an expert in a particular field is almost certainly

unable to write down all he knows about the topic. Thus, searching for a piece of knowledge
becomes a matter of searching this field for an expert on the topic, together with a chain of
personal referrals directed from the searcher to the expert [31].

In the second phase, the routing forwarding algorithm searches for correlated neighbors from
the LKB and SKB of the respective node. The local KB may contain relevant topics that are
related to the interest area of the search topic. The node and neighbors associated with these
topics should belong to a common community. A given node may find its required services with
the help of its neighbors comprising rich knowledge. If a neighbor contains more correlated topics,
more services associated with these topics, and more services of its friends, this neighbor can be
regarded as an expert in the interest area related to the search topic. Thus, an expert should
preferably be selected as a node to be forwarded.

Assume that the number of correlated topics of a neighbor in the KB is k. Then the sum
of z value of these topics is s =

∑k
j=1 zj , where each zj can be calculated using formula (5).

Further assume that the number of neighbors associated with the correlated topic is l, then
the number k of the correlated topic of each neighbor can be assigned with a weight factor w
(w ∈ {wi|i = 1, 2, . . . , l}). Then, wi can be calculated using:

wi =
si∑l
i=1 si

, i = 1, 2, . . . , l (6)

where 0 < wi ≤ 1,
∑l

i=1 wi = 1. The correlation degree of the neighbori could be calculated
using :
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Ci =
wi ∗ ki∑l

i=1(wi ∗ ki)
, i = 1, 2, . . . l (7)

The cut-off criteria D differs for each neighbor in the second phase between Dmin and Dmax,
which can be determined by the correlation degree of the corresponding neighbor. The routing
forwarding algorithm calculates the cut-off Di of the neighbori using :

Di = Round(Ci ∗ (Dmax −Dmin) +Dmin) (8)

where i = 1, 2, . . . , l, the function Round(x) returns a closest integer to a given x. When the
correlation degree is low (C → 0), the probability of finding the requested services matching the
search topic from the neighbor is also low (D → Dmin). In contrast, when the correlation degree
is high (C → 1), the likelihood of finding the requested services is also high (D → Dmin).

The neighbors associated with the interest area of the search topics are sorted in a list with
the cut-off D that descends. The algorithm selects a neighbor from the list each time to check
whether the neighbor could be selected as a node to be forwarded or not. Only when the cut-off
D of the neighbor is greater than the number of selected nodes n(D > n), the corresponding
neighbor is selected as a node to be forwarded. For an increasing n and reducing cut-off value,
the process of selecting nodes will stop when n = D.

When the second phase of selecting nodes is completed (n ≥ D), and there are still not
enough selected nodes (n < Dmin), the routing forwarding algorithm randomly picks up nodes
from the connection nodes irrelevant of interest area of the search topic, until the number of
selected nodes reaches Dmin(n = Dmin).

3.4.3 An Example for Choosing Node to Be Forwarded

Figure 6 illustrates an example of the routing forwarding algorithm’s node selection process.
Suppose that Dmin = 2, Dmax = 3, and TTL = 2 for node A. In Fig. 6(a), node A forwards a
query message with the topic “Java” associated with interest area “Programming Languages”.
Because of the fact that the interest area “Programming Languages” of node A is the same as
that of the search topic, the routing forwarding algorithm first searches for direct knowledge
from the local LKB of node A and obtains the knowledge entry {Java → {B, {5, 3}}}. The
algorithm calculates z of node B according to formula (5). Because the neighbor node B is not
the last hop node (TTL = 2), ρ = 1, zB = xB + ρ ∗ yB = 5+ 3 = 8, node B is selected as a node
to be forwarded. The number of the selected node n is set less than Dmax(n = 1, Dmax = 3) and
there is no other knowledge associated with the search topic in the LKB. Now, the algorithm
continues to search for knowledge from the SKB of node A and obtains the knowledge entry
{Java → {C, {0, 2}}}. Then, the algorithm calculates the z value for node C (zC = xC+ρ∗yC =
0 + 2 = 2), and node C is selected as the node to be forwarded (n = 1 + 1 = 2). Because of
n < Dmax(n = 2, Dmax = 3) and there is no knowledge directly related to the search topic in
the KB, the algorithm moves to the second phase to search for correlated knowledge associated
with the interest area “Programing Languages”. In the LKB of node A, node M and node N are
found to be relevant to the search interest area. Node M comprises three different services about
“Programing Languages” such as “Python”, “C#” and “C++”, and the sum of z for node M is
14 (sM = (3+2)+ (2+ 1)+ (4+ 2) = 14). Node N comprises just a single service about “C++”
related to “Programing Languages”, and the sum of z for node N is 4 (sN = 3+1 = 4). According
to formula (7), the correlation degrees of node M and node N with the search topic are given
separately as CM = 14

14+4 = 7
9 and CN = 4

14+4 = 2
9 respectively. Then the cut-off DM and DN

are calculated using equation (8), as DM = CM ∗ (Dmax −Dmin) +Dmin = 7
9 ∗ (3− 2) + 2 ≈ 3,

and DN = CN ∗ (Dmax − Dmin) + Dmin = 2/9 ∗ (3 − 2) + 2 ≈ 2 respectively. The cut-off of
node M is greater than either that of node N or the number of selected nodes n (DM = 3, DN =
2, n = 2). Thus, node M is firstly selected as the node to be forwarded. Then n = 3 eques to
Dmax(Dmax = 3) and the procedure of selecting the node is stopped. In this case, nodes B, C,
and M are selected as the nodes to be forwarded.
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(a) select nodes from A (b) select nodes from B

Fig. 6 An example for selecting nodes to be forwarded

In Fig. 6(b), node B forwards a query message that is received from the source node A. the
routing algorithm obtains the knowledge list as {Java → {D, {1, 0}}, {E, {3, 0}}, {F, {3, 0}}}
from node B. Because nodes D, E, and F are the last hop nodes (TTL = 0), so that ρ = 0.
Then zD = 1, zE = 3, and zF = 3 is computed based on formula (5). Because nodes D, E, and F
are directly related to the search topic “Java”, all of these nodes are selected as the nodes to be
forwarded. Due to the number of selected nodes reaches Dmax(n = 3, Dmax = 3), the process of
node selection completes.

4 Evaluation Methodology

4.1 Simulator Design

A simulator for the FCSD network is designed using Java programing language, as shown in
Fig.7. This simulator consists of a Network Initialization Module and a Simulation Module. The
simulating parameters are trained into the Network Initialization Module through the module
interfaces. The FCSD network is initialized to generate the network elements, generate and
distribute social services, and generate the network topology. Then, the Simulation Module uses
simulation parameters to simulate the FCSD model and outputs the results.

Fig. 7 The structure of the simulator

The simulation setting uses the following parameter settings: 1280 social topics, 10000 social
services, 3 social topics per services, 40 interest areas, and 32 social topics per interest area
(1280/40=32). These parameters are written in a configuration file. At the beginning of the
simulation, the simulator reads the simulating parameters from the configuration file. The social
topics and interest areas are extracted from the DMOZ dataset known as the Open Directory
Project (ODP) [44]. The interest vector of each node is randomly related to an interest area. The
simulator distributes services to nodes using a power-law [33] distribution with the exponent of
γ1 = 1.5. Each node shares at least one service to the network. Services in each node are relevant
to its interest vector with a probability of 90%, and each service related to the node’s interest
vector contains at least one of the topics that are included in the interest vector. The value of
adjusting coefficient a is equal to 10 (a = 10) in formula (3).
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In order to observe and evaluate the effect of network evolutions, the simulator simulates a
growing network. At the beginning of the simulation, the simulator sets up a small-size network
with 100 nodes, in which the number of connections of nodes follows a power-law distribution
with the exponent of γ2 = 1.5. Each node connects to at least one node. In the first month, the
simulator adds 30 nodes to the network every day, until the number of nodes in the network
reaches 1000. Now, the network becomes a mature network with 1000 nodes and continues to
run for one more month until the total number of simulating days reaches 60. If the number of
nodes is n, the number of simulations each day is given by n ∗ 2.

The network is characterized by dynamic churn, such that nodes goes online and offline very
often. During each simulation, an online node is selected randomly as a requesting node in order
to forward a query with a topic. The topic is related to the interest area of the requesting node
with a probability of p = 0.9, but sometimes relates to other interest area with a probability
of P=0.1. Furthermore, the query is tagged by the interest identity of the requesting node and
that of the topic, and TTL(TTL = 4).

4.2 Performance Metrics

The following metrics are used to measure network performance.

– Recall. The ratio of the average number of successfully found services to the average number
of all matched services in the network.

– The number of found services. The average number of services found successfully.
– The number of query messages. The average number of all query messages to be forwarded.
– The number of visited nodes. The average number of nodes that are visited per query.
– Recall per visited node. The ratio of the average recall to the average number of visited

nodes.

5 Simulation Results

This section evaluates performance of the FCSD network against other studied networks under
various scenarios.

5.1 The Benchmark Methods

The performance of the FCSD network is compared against five relevant methods including
IASLP, SESD, NeuroGrid, RSP2PS-1, and RBFS. In the FCSD, IASLP, SESD, and NeuorGrid
networks, the minimum and maximum number of neighbors used for forwarding query messages
is set to 2 (Dmin = 2) and 5 (Dmax = 5) respectively. The size of the knowledge base is set to
50 in the FCSD, SESD, and NeuroGrid networks.

– FCSD: searches the network using N-Search and C-Search methods. In the feedback messages,
the number of the correlated topics associated with the interest area of the search topic is
set to 3 (k = 3) using C-Search.

– IASLP [22]: searches the network with interest queries. The value of the adjustment factor
is set to 0.3 (α = 0.3), which adjusts the curve of forwarding degrees of neighbors to which
the queries are forwarded.

– SESD [36]: searches the network with the ordinary query or the active query method. The
method of the query with a single-topic is similar to ESLP [40], and the threshold ratio of
the active query is set to 0.8.

– NeuroGrid [34]: searches the network using the ordinary method only.
– RSP2PS-1: forwards queries to a neighbor with the largest expected number G of services

and another neighbor with a larger number of connections.
– RBFS [15]: forwards queries to randomly chosen Dmin(Dmin = 2) neighbors in each hop.

From Fig. 8 and Fig. 9, the FCSD network achieves a better performance than the other
methods. On each day of the first month, the newly joining nodes in networks give rise to
networks churn, so that the recall metric for all the methods are gradually decreasing, as shown
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in Fig. 9. When the networks become more mature in the second month, the recall of the FCSD,
IASLP, SESD, and NeuroGrid networks is gradually increasing, by exploiting the knowledge in
their respective knowledge bases. The SESD uses the active query method to learn knowledge
that is correlated to the search topics, which gives the SESD method a higher probability to
acquire more knowledge, so its recall is higher than that of the NeuroGrid, RSP2PS-1, or RBFS
methods. The RSP2PS-1 and RBFS characterize no learning abilities because they have no
knowledge bases. The NeuroGrid network only learns the knowledge that is directly related to
the search topics. Thus, its search performance is not better than that of the SESD method.
Unlike the SESD and NeuroGrid methods, each node in the IASLP network has an interest
index that is used to collect knowledge relevant to its shared services. This ability facilitates
this node and its neighbors in the local interest index to form a stable knowledge community.
The knowledge communities associated with the interest areas of nodes can improve the search
efficiency of IASLP.

The FCSD network encompasses an interest knowledge base similar to the interest index
of IASLP. However, the structure of knowledge in the knowledge base of a node in the FCSD
network is different from that of IASLP. The knowledge structure of IASLP only includes in-
formation of neighbors, but the knowledge structure of FCSD is composed of information of
neighbors and that of friends of neighbors. The social cycles of neighbors and the social cycles
of neighbors of neighbors help the FCSD network to improve its efficiency of searching services.
Furthermore, the FCSD network exploits the information of cycles of friends in its local knowl-
edge base to identify “expert” nodes to promote the search effect. Thus, the FCSD network can
find more services, as shown in Fig.8, and achieves a higher recall, as shown in Fig. 9, than the
other compared methods. During the first month, newly joining nodes in the FCSD network
have not enough knowledge to help searching services. These newly joined nodes use the method
of RSP2PS-1 to look for neighbors which have large expected number G of services and many
connections to other nodes, which helps the FCSD network to achieve a better search effect in
the initial phase of the network evolution, as shown in Fig. 9.

The method of searching for correlated topics relevant to the same interest area in the SESD
and FCSD networks allows them to reach a greater number of nodes in the network, as shown in
Fig. 10, but generates more query messages, as shown in Fig. 11, than other methods. However,
their performance is not greatly affected, as shown in Fig. 12.

Fig. 8 The number of found services with
different methods

Fig. 9 Recall with different methods

Fig. 10 The number of visited node with
different methods

Fig. 11 The number of query messages with
different methods
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Fig. 12 The recall of per visited node with
different methods

Fig. 13 The number of found services with
different the number of correlated topics

associated with same interest area in feedback
message

Fig. 14 The recall with different the number of
correlated topics associated with same interest

area in feedback message

Fig. 15 The number of query messages with
different the number of correlated topics

associated with same interest area in feedback
message

5.2 Effect of Number of Correlated Topics in the Feedback Message

In the FCSD network, when the number of knowledge entries in the local KB of a node is lower,
this node uses the “C-Search” query method to search for services both matching a requested
topic and relevant to the interest area of the requested topic. A receiver will respond to the source
node through a feedback message including directly related topic information and k number of
correlated topic information. The effect of k on the network performance is shown in Fig.13-15.
The number of found services, recall and the number of query messages gradually grow with an
increasing k value. The more the correlated topics to be responded, the faster the nodes learn
the knowledge, and the nodes will find more services using their knowledge bases. However, the
number of query messages will also increase and the size of the feedback message will eventually
become larger, which will result in a heavy network overhead. So, the k value should be set to
an appropriate number. In the FCSD network, k is equal to 3.

5.3 Effect of Shift of Interest Areas

In the FCSD network, some social nodes shift their interest areas to change sharing services
for some reason. In order to observe and evaluate the performance of the network with these
changes, 1% nodes, 5% nodes, and 10% nodes are selected randomly to shift their interest
areas and change their sharing services respectively every day. The average recall declines and
the average number of found documents decreases with the increment of the number of nodes
shifting their interest areas. The results are shown in Fig. 16-17. When some nodes shift their
interest areas, neighboring nodes associated with them also are affected and their knowledge
will be outdated. Paths of messages forwarded by these neighbors become invalid, which gives
rise to the decrement of the performance of the network. Although the recall of the FCSD
network decreases with the increment of the number of nodes changing their interest areas, its
performance is still better than that of the IASLP networks, the SESD network, and NeuroGrid
network on the same conditions. On the last day of the second month (60 days), the recall of
the FCSD network is witnessed at around 27%, however, the recall of the IASLP networks is
witnessed at around 23%, the recall of the SESD network is witnessed at around 14%, and the
recall of the NeuroGrid network is witnessed at around 11%, when 10% node in networks change
their interest areas, as shown in Fig. 16. On this day, the number of found services of the FCSD
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network is witnessed at around 32, however, the number of found services of the IASLP network
is witnessed at around 26, the number of found services of the SESD network is witnessed at
around 18, and the number of found services of the NeuroGrid network is witnessed at around
14, under the aforementioned conditions, as shown in Fig. 17.

Fig. 16 Effect of the recall with the different
ratio of the number of nodes which shift their
interest areas to that of all nodes in networks

Fig. 17 Effect of the number of found services
with the different ratio of the number of nodes

which shift their interest areas to that of all nodes
in networks

6 Conclusions

One of the key aims for smart cities is to provide citizens with an improved living environment
and increase their overall quality of life [4]. Citizens are users of smart services. In MSNs for
smart cities, people autonomously share social services with their friends through their smart
phones on a daily base. Mobile social have become a part of our daily life, and significantly drives
and facilities a great range of benefits to our work and learning strategies. However, it is difficult
to find valuable social services from an abundant pool of social data that is distributed across
various personal smart devices. This paper proposed the FCSD model for services discovery in
MSNs based on human sociological theories.

In the proposed FCSD network, intelligent nodes similar to humans can self-organize to
establish connections with each other, help each other, and autonomously form cycles of friends.
Each node can acquire and accumulate knowledge from its cycles of friends to become intelligent.
A new node can join the FCSD network to search for social services by contacting “good”
neighbors that can predict “good” paths. The characteristics of the FCSD network can facilitate
achieving better performance during network evolution. When a node has a lack of knowledge
about its neighbors in its knowledge base, it can use the C-Search method to search for services
with the interest area associated with the requested topic with a higher success probability.
Otherwise, utilize the N-Search method to look for the service directly related to the requested
topic with a higher success probability. In the FCSD network, there are “expert” nodes that
have more knowledge and more categories of knowledge. Such “expert” nodes also have some
valuable connections. Each node forwarding query can adaptively look for “expert” neighbors
encompassing a “rich” set of knowledge from its knowledge base. The FCSD network is simulated
and evaluated in a decentralized dynamic environment. The evaluation results show that our
proposed method exhibits better performance and search efficiency compared with state-of-the-
art methods.

As future work, we plan to consider to test and evaluate our model in a real decentralized
mobile social environment. Furthermore, the knowledge graph as a new type of knowledge rep-
resentation can effectively aid organizing services in MSNs. Using Artificial Intelligence (AI)
algorithms to construct a services discovery model based on knowledge graphs in MSNs is an-
other our research direction.

Acknowledgements This work was partially supported by the Natural Science Foundation of Jiangsu Province
under Grant BK20170069, UK-Jiangsu 20-20 World Class University Initiative programme, UK-Jiangsu 20-20
Initiative Pump Priming Grant, and Chang Zhou College of Information Technology Overseas Research & Training
Program for Prominent Teachers under Grant CCITFX201801.



Efficient Service Discovery in Mobile Social Networks for Smart Cities 17

References

1. Peng GCA, Nunes MB, Zheng L (2017) Impacts of low citizen awareness and usage in smart city services:
the case of london’s smart parking system. Information Systems and e-Business Management 15(4):845–876,
DOI https://doi.org/10.1007/s10257-016-0333-8

2. Letaifa SB (2015) How to strategize smart cities: Revealing the smart model. Journal of Business Research
68(7):1414–1419, DOI https://doi.org/10.1016/j.jbusres.2015.01.024

3. Yang P, Stankevicius D, Marozas V, Deng Z, Liu E, Lukosevicius A, Dong F, Xu L, Min G (2018) Lifelogging
data validation model for internet of things enabled personalized healthcare. IEEE Transactions on Systems,
Man, and Cybernetics: Systems 48(1):50–64, DOI https://doi.org/10.1109/TSMC.2016.2586075

4. Ismagilova E, Hughes L, Dwivedi YK, Raman KR (2019) Smart cities: Advances in research—an
information systems perspective. International Journal of Information Management 47:88–100, DOI
https://doi.org/10.1016/j.ijinfomgt.2019.01.004

5. Qi J, Yang P, Hanneghan M, Tang S, Zhou B (2018) A hybrid hierarchical framework for gym physical
activity recognition and measurement using wearable sensors. IEEE Internet of Things Journal 6(2):1384–
1393, DOI https://doi.org/10.1109/JIOT.2018.2846359

6. Zhao L, Al-Dubai A, Zomaya AY, Min G, Hawbani A, Li J (2020) Routing schemes in software-defined
vehicular networks: Design, open issues, and challenges. IEEE Intelligent Transportation Systems Magazine

7. Wu J, Zou L, Zhao L, Al-Dubai A, Mackenzie L, Min G (2019) A multi-uav cluster-
ing strategy for reducing insecure communication range. Computer Networks 158:132–142, DOI
https://doi.org/10.1016/j.comnet.2019.04.028

8. Silva BN, Khan M, Han K (2018) Towards sustainable smart cities: A review of trends, architec-
tures, components, and open challenges in smart cities. Sustainable Cities and Society 38:697–713, DOI
https://doi.org/10.1016/j.scs.2018.01.053

9. Mao Z, Jiang Y, Min G, Leng S, Jin X, Yang K (2017) Mobile social networks: Design re-
quirements, architecture, and state-of-the-art technology. Computer Communications 100:1–19, DOI
https://doi.org/10.1016/j.comcom.2016.11.006

10. Campana MG, Delmastro F (2017) Recommender systems for online and mobile social networks: A survey.
Online Social Networks and Media 3-4:75–97, DOI https://doi.org/10.1016/j.osnem.2017.10.005

11. Yang Yong, An Han, Ren Jifan (2016) Understanding wechat continuance usage from the perspectives of flow
experience, self-control, and communication environment. In: 2016 13th International Conference on Service
Systems and Service Management (ICSSSM), pp 1–3, DOI https://doi.org/10.1109/ICSSSM.2016.7538567

12. Shi J, Wang X, Jianmeng L, Mingwei Z, Min H (2018) Content-centric community-aware mobile social
network routing scheme. In: 2018 14th International Conference on Mobile Ad-Hoc and Sensor Networks
(MSN), pp 55–60, DOI https://doi.org/10.1109/MSN.2018.00016

13. Radenkovic M, Huynh VSH, Manzoni P (2018) Adaptive real-time predictive collaborative content
discovery and retrieval in mobile disconnection prone networks. IEEE Access 6:32188–32206, DOI
https://doi.org/10.1109/ACCESS.2018.2840040

14. Salve AD, Mori P, Ricci L (2018) A survey on privacy in decentralized online social networks. Computer
Science Review 27:154–176, DOI https://doi.org/10.1016/j.cosrev.2018.01.001

15. Kalogeraki V, Gunopulos D, Zeinalipour-Yazti D (2002) A local search mechanism for peer-to-peer networks.
In: Proceedings of the Eleventh International Conference on Information and Knowledge Management, ACM,
New York, NY, USA, CIKM ’02, pp 300–307, DOI http://doi.acm.org/10.1145/584792.584842

16. Liu L, Antonopoulos N, Mackin S (2007) Fault-tolerant peer-to-peer search on small-world networks. Future
Generation Computer Systems 23(8):921–931, DOI https://doi.org/10.1016/j.future.2007.03.002

17. Liu L, Antonopoulos N, Mackin S (2008) Managing peer-to-peer networks with human tactics in social
interactions. The Journal of Supercomputing 44(3):217–236, DOI https://doi.org/10.1007/s11227-007-0156-
y

18. Liu L, Xu J, Russell D, Townend P, Webster D (2009) Efficient and scalable search on scale-free p2p networks.
Peer-to-Peer Networking and Applications 2(2):98–108, DOI https://doi.org/10.1007/s12083-008-0023-5

19. Babaei H, Fathy M, Romoozi M (2014) Modeling and optimizing random walk content discovery protocol over
mobile ad-hoc networks. Performance Evaluation 74:18–29, DOI https://doi.org/10.1016/j.peva.2013.12.002

20. Guidi B, Amft T, De Salve A, Graffi K, Ricci L (2016) Didusonet: A p2p architecture for dis-
tributed dunbar-based social networks. Peer-to-Peer Networking and Applications 9(6):1177–1194, DOI
https://doi.org/10.1007/s12083-015-0366-7

21. Yuan B, Liu L, Antonopoulos N (2018) Efficient service discovery in decentralized online social networks.
Future Generation Computer Systems 86:775–791, DOI https://doi.org/10.1016/j.future.2017.04.022

22. Guo Y, Liu L, Wu Y, Hardy J (2018) Interest-aware content discovery in peer-to-peer social networks. ACM
Trans Internet Technol 18(3):39:1–39:21, DOI http://doi.acm.org/10.1145/3176247

23. Watts DJ (1999) Networks, dynamics, and the small‐world phenomenon. American Journal of Sociology
105(2):493–527, DOI https://doi.org/10.1086/210318

24. Uzzi B, Spiro J (2005) Collaboration and creativity: The small world problem. American Journal of Sociology
111(2):447–504, DOI https://doi.org/10.1086/432782

25. Watts DJ, Strogatz SH (1998) Collective dynamics of ‘small-world’ networks. Nature 393(6684):440–442,
DOI https://doi.org/10.1038/30918

26. Watts DJ, Dodds PS, Newman MEJ (2002) Identity and search in social networks. Science 296(5571):1302–
1305, DOI https://doi.org/10.1126/science.1070120



18 Yonghong Guo et al.

27. Haythornthwaite C (1996) Social network analysis: An approach and technique for the study of informa-
tion exchange. Library & Information Science Research 18(4):323–342, DOI https://doi.org/10.1016/S0740-
8188(96)90003-1

28. Granovetter M (1983) The strength of weak ties: A network theory revisited. Sociological Theory 1(1983):201–
233, DOI https://doi.org/10.2307/202051

29. Levin DZ, Cross R (2004) The strength of weak ties you can trust: The mediating role of trust in effective
knowledge transfer. Management Science 50(11):1477–1490, DOI https://doi.org/10.1287/mnsc.1030.0136

30. MARTIN TG, BURGMAN MA, FIDLER F, KUHNERT PM, LOW-CHOY S, MCBRIDE M, MENGERSEN
K (2012) Eliciting expert knowledge in conservation science. Conservation Biology 26(1):29–38, DOI
https://doi.org/10.1111/j.1523-1739.2011.01806.x

31. Kautz H, Selman B, Shah M (1997) Referral web: combining social networks and collaborative filtering.
Communications of the ACM 40(3):63–65, DOI https://doi.org/10.1145/245108.245123

32. Hutton EL, et al. (2014) Xunzi: The complete text. Princeton University Press
33. Barabási AL, Albert R (1999) Emergence of scaling in random networks. Science 286(5439):509, DOI

https://doi.org/10.1086/210318
34. Joseph S (2002) Neurogrid: Semantically routing queries in peer-to-peer networks. In: Web Engineer-

ing and Peer-to-Peer Computing, Springer Berlin Heidelberg, Berlin, Heidelberg, pp 202–214, DOI
https://doi.org/10.1007/3-540-45745-3_18

35. Liu L, Antonopoulos N, Mackin S, Xu J, Russell D (2009) Efficient resource discovery in self-organized
unstructured peer-to-peer networks. Concurrency and Computation: Practice and Experience 21(2):159–183,
DOI https://doi.org/10.1002/cpe.1329

36. Liu L, Antonopoulos N, Zheng M, Zhan Y, Ding Z (2016) A socioecological model for advanced service
discovery in machine-to-machine communication networks. ACM Trans Embed Comput Syst 15(2):38:1–
38:26, DOI https://doi.org/10.1145/2811264

37. Girolami M, Belli D, Chessa S (2019) Collaborative service discovery in mobile social networks. Journal of
Network and Systems Management 27(1):233–268, DOI https://doi.org/10.1007/s10922-018-9465-0

38. Feng B, Fu Q, Dong M, Guo D, Li Q (2018) Multistage and elastic spam detection in mobile social networks
through deep learning. IEEE Network 32(4):15–21, DOI https://doi.org/10.1109/MNET.2018.1700406

39. Dong M, Ota K, Liu A (2016) Rmer: Reliable and energy-efficient data collection for large-scale wireless sensor
networks. IEEE Internet of Things Journal 3(4):51–519, DOI https://doi.org/10.1109/JIOT.2016.2517405

40. Wu J, Dong M, Ota K, Li J, Guan Z (2019) Fcss: Fog computing based content-aware filtering for security
services in information centric social networks. IEEE Transactions on Emerging Topics in computing 7(4):553–
564, DOI https://doi.org/10.1109/TETC.2017.2747158

41. Radcliffe-Brown AR (1940) On social structure. The Journal of the Royal Anthropological Institute of Great
Britain and Ireland 70(1):1–12, DOI https://doi.org/10.2307/2844197

42. Cowan N, Nugent LD, Elliott EM, Ponomarev I, Saults JS (1999) The role of attention in the development of
short-term memory: Age differences in the verbal span of apprehension. Child Development 70(5):1082–1097,
DOI https://doi.org/10.1111/1467-8624.00080

43. Lum JAG, Conti-Ramsden G (2013) Long-term memory: A review and meta-analysis of studies of declarative
and procedural memory in specific language impairment. Topics in language disorders 33(4):282–297

44. DMOZ (2019) The directory of the web. https://dmoz-odp.org/, accessed December 12, 2019


