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Abstract. Monte Carlo investigations of a high resolution

Small Field-Of-View gamma camera. Bahadar S. Bhatia.

At the time of writing there have been no publications describing Monte Carlo

simulations tracking low energy gamma and X-ray photons (less than 200 keV)

through Small Field-Of-View (SFOV) photon detection systems. A literature search

using the Web of Science (1970-2019) and Scopus (1960-2019) with the keywords

“gamma, camera” AND “monte carlo” AND “small” OR “compact” showed 200 and 215

results respectively, but without any photon tracking studies. Two SFOV systems

were modelled using PENELOPE v2008 Monte Carlo: the Portable Imaging X-ray

Spectrometer detector, a pre-scintillator detector system for non-medical use, and a

thallium doped caesium iodide scintillator based Compact Gamma Camera used for

medical imaging. Each system uses an electron multiplying charge coupled device

modelled as an 8 mm x 8 mm x 5 µm thick monolithic silicon detector. These

simulations demonstrated the Fano-limited energy spectrum, and that the modelled

fluorescence do not record some of the caesium and iodine Kα and Kβ fluorescence

photons if the source event originated closer to the boundary of the Monte Carlo

accumulator. The corroborative experimental response of the PIXS detector using

cadmium-109 showed broadening of the Ag Kα, Kβ peaks, consistent with the energy

resolution being broadened owing to incomplete charge collection, drift and transfer

through the shift and gain registers, and also due to noise from the detector readout.

As the distribution of photoelectrons from the EMCCD output is stochastic, a premise

of distinguishing between zero and single photoelectron as an input, with thresholding

using noise peak plus 5σ worked well for a gain potential difference ΦHV between

33.5 V and 39.5 V, with the system cooled to 256.0 ± 0.1 K. Finally, a GEANT4

v10.5 simulation of caesium iodide crystal comprised of columns 100 µm x 100 µm x

1500 µm thick demonstrated a greater number of optical photons propagating by

internal reflection to the 5 µm silicon detector, when laterally wrapped with 1 µm

aluminium compared either to an unwrapped columnar crystal, laterally wrapped

monolithic or unwrapped monolithic crystals.
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Introduction

This thesis describes the systematic investigation of two Small Field-Of-View

(SFOV) low energy photon detection systems (less than 200 keV) developed at

the University of Leicester using Monte Carlo simulations - the first was a

pre-scintillator silicon detector called the Portable Imaging X-ray Spectrometer

detector [PIXS detector], and the second, a scintillator based silicon detector

called the Compact Gamma Camera [CGC]. The CGC was designed for clinical

imaging in nuclear medicine and contains the same silicon detector as the PIXS

detector, but in addition has a columnar caesium iodide crystal and front-end

tungsten collimator. The CGC design allows it to image scintillation photons

created by the passage of gamma photons transmitted through the collimator

into the caesium iodide crystal.

In this work Monte Carlo modelling was used to understand and predict the

underlying physics as impinging gamma photons transport through these SFOV

systems. These methods are powerful because they can be used to investigate

different physical processes independently, and used to track photon transport

using different materials and geometries; such an approach may not easily be

translated into an experiment, would be costly and would be beneficial to avoid

design errors before construction. These simulations were a first step towards

more refined modelling described in the chapter on future work. Nonetheless

they were performed using the University of Leicester ALICE computing cluster

across an array of compute nodes. The array processing was used to perform
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simultaneous calculations across several CPUs within each compute node. Such

an approach meant that the simulations were able to compute all the desired

characteristics of the models. This applied research was used to understand the

design of the current SFOV gamma camera and inform its development in order

to improve its capability for clinical imaging.

The first chapter establishes the clinical context for use of such a medical

device. As an aid to the subsequent corpus, Chapter 2 summarises the physics

used in this thesis including photon interactions, fluorescence, sources of noise

within an electron multiplying charge coupled device (EMCCD - a type of solid

state detector), scintillator crystals, Monte Carlo simulations and an analytical

model of a detector without a scintillator used for corroboration later in chapter 5.

The subsequent chapters 3 to 4 discuss several PENELOPE v2008 [Salvat

et al., 2011] Monte Carlo investigations which were used to describe simulations of

the transport of photons in various intervening materials used within the aforesaid

SFOV systems. The key elements of a Monte Carlo computation require: a

probability distribution function describing the physics of the photon interactions;

a random number generator used to guide the tracking of the photon through the

material; and a virtual accumulator recording the measured response. In Monte

Carlo photon interaction events can be tracked like particle interactions whereas

the physics of the photon interactions may require de Broglie wave properties

to describe them. PENELOPE v2008 [Salvat et al., 2011] does not model the

effect of scintillation photons nor detector noise. Chapter 3 describes Monte Carlo

simulations used to determine the distribution of energy deposited within a silicon

detector (representative of the PIXS detector) owing to impinging gamma photons

and to determine its impact on the energy resolution. The detector efficiency as

a function of energy deposited within the modelled CGC for a point source was

also simulated. All Monte Carlo simulations require software development rather

than just being off-the-shelf, and used the ALICE High Performance Computing

2



facility at the University of Leicester.

A systematic approach was used to investigate the underlying physics as

gamma and X-ray photons transport through the materials used within the

camera, assisting with future designs. These are described in chapter 4, within

which the distribution of energy deposited within caesium iodide was

determined, and the fluence of photons from caesium iodide assessed. These

fluence photons were then tracked to establish the energy deposited within a

silicon detector.

It is important to corroborate findings where possible, either by experiment

or by analytical means. In chapter 5 experimental responses were obtained using

cadmium-109 and americium-241 sources in order to calibrate a bare silicon PIXS

detector (without the scintillator being present). As an experimental design may

be costly and time consuming to build, an alternative approach is to use an

analytical calculation to describe the expected response of the PIXS detector for

a given radionuclide. An analytical model of the expected response using a bare

silicon detector was derived and used to compare against a PENELOPE Monte

Carlo simulation using a cadmium-109 source. The final part of this chapter

evaluated the amount of pixel charge sharing for incident events amongst the

EMCCD pixel array.

The penultimate chapter addresses the optical photons generated by the

scintillator using the Monte Carlo code GEANT4 v10.4 [Agostinelli et al., 2003].

This optical photon Monte Carlo transport code includes optical photon

interactions at a boundary and is governed by Fresnel reflection into the same

medium or Fresnel refraction into another medium. The simulation of each

optical photon stops when either it is absorbed, escapes from any intervening

medium or is impacting on the silicon detector. Chapter 6 investigates the

transport of optical photons and this is used to assess its impact on

performance parameters.
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The last chapter 7 describes a baseline protocol for the clinical evaluation

of SFOV gamma cameras in the absence of any previous schema [Bhatia et al.,

2015]; experimental results obtained using this protocol are described elsewhere,

[Bugby et al., 2014]. A summary of key findings and direction for future work

completes the thesis.
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Chapter 1

Clinical context and current

imaging technology in nuclear

medicine

1.1 Nuclear Medicine

In nuclear medicine the physiological function of an organ can be imaged by

administrating a radiolabelled pharmaceutical either intravenously,

intra-dermally, orally, by inhalation or by placement intra-cavity, and collecting

the photons emitted from its distribution within the patient with a suitable

detector system. The pharmaceutical component is chosen to follow the

physiological process within the organ being imaged and for gamma camera

imaging is usually labelled with technetium-99m. This radionuclide has a

physical half-life of 6.02 hours and peak photon energy of 140.5 keV, and is

chosen because as well as the being able to label the pharmaceutical, it results

in a low effective dose and has a short physical half-life. These photons are

either photoabsorbed, Compton scattered or Rayleigh scattered. These

photopeak and scattered photons may be imaged by a Large Field-Of-View
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(LFOV) Anger camera, [Anger, 1957], which usually consists of a lead

collimated thallium-81 doped sodium iodide crystal coupled to an array of

photomultiplier tubes. The image is reconstructed through appropriate digital

processing of the photomultiplier outputs, and through iterative reconstruction

software using detector profiles which are the counts detected at each polar

angle. The capability of the imaging system to resolve the distribution of

radioactivity depends upon the collection of these photons emitted from the

patient (sensitivity), response of the detector to the energy of the photons

(energy resolution), ability to accept photons as distinct events (count-rate

capability), and the ability to spatially resolve adjacent areas of radioactivity as

being distinct (spatial resolution). For current commercial Large Field-Of-View

gamma cameras the system spatial resolution is about 10 mm, so imaging has

limitations with regards to the detection of smaller tumorous lesions which for

example may require surgical assessment. An important adjunct to imaging is

in the use of non-imaging hand-held detectors to identify tumorous lesions of

dimensions less than about 10 mm. These non-imaging hand-held detectors are

called gamma probes and are often used to detect sentinel lymph nodes to allow

the surgeon to biopsy and refer to histological assessment. This technique is

known as radio-guided surgery and is important because it mitigates against

complete excision of the affected tissue so reducing this risk of associative

co-morbidity for the patient. However, there are limitations to using

non-imaging hand-held detectors, for example their narrow field-of-view and

poor spatial resolution at depth may cause the surgeon to miss deep seated

lesions, or those near injection sites or nearby regions of high background

activity, [Benjegard et al., 1999]. The following sections introduce radio-guided

surgery using gamma probes, and Small Field-Of-View gamma photon imaging

systems employing scintillators and solid state devices.
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1.2 Radio-guided surgery

The preferential properties of a single photon counting gamma ray detector with

sub-millimetre intrinsic resolution has important clinical use in radionuclide

guided surgery, [Perkins and Hardy, 1996]. An essential feature is the need to

detect and localise any small suspect lesions transcutaneously – as such a

non-imaging gamma probe should be non-obtrusive, ergonomic and designed for

the surgical approach and clinical need in mind, [Kotzassarlidou et al., 2004].

The gamma probe is essentially a gamma photon detector on a stem and

shielded from extraneous photon scatter. The surgeon uses the gamma probe to

detect and localise a suspect lesion using an audible bleep emitted by the

gamma probe at sites of increased count-rates (called a “hot” lesion) above a

user selected threshold. There are various designs of gamma probes specific to

the clinical requirements and examples of available intra-operative gamma

probes at the time of publication include:

• “C-Trak” Carewise

• “Neoprobe” Mammotome, and

• “Node Seeker” Intramedical.

High spatial resolution ensures that where hot lesions are close to each other,

then they can be adequately separated and localised. An example of this is

where the surgeon wishes to identify the sentinel lymph node in breast cancer

patients where the radionuclide colloid injection is close to the lymphatic

drainage basin. The requirement to discriminate against scattering means that

the gamma probe should have good shielding and good energy resolution.

Scattered photons which are detected add to background counts. Good

temporal resolution ensures that detected responses are discriminated as single

events within the counting duration. It is desirable to have a linear response
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between energy and count-rate. The dose limit to the patient and the operator

aside from detection threshold also influences the sensitivity of a gamma probe.

These factors all influence the design of the gamma probe but overall clinical

requirements should be the main factor. For example, sensitivity is also

important in detecting sentinel lymph nodes where there are often low

count-rates and where there might be deep lesions which could be potentially

missed. A comparative study of the designs of various non-imaging gamma

probes was performed by Benjegard et al. [1999] who evaluated the detection of

indium-111 octreotide hot lesions within a phantom. They found that their

thallium-81 doped sodium iodide detector (8.2 mm diameter, 16 mm thick

crystal) was better suited for identifying deep seated tumours than a cadmium

telluride detector (4 mm diameter, 1 mm thick crystal) owing to its larger

interaction cross-section. However the cadmium telluride detector performed

better with superficial tumours as it has both higher spatial resolution and

energy resolution. In the case of radio-guided parathyroidectomy high spatial

resolution is the dominant requirement, [Rubello and Mariani, 2007, Rubello

et al., 2007, Ortega et al., 2007a,b]. In this case tissue adjacent to the

parathyroid adenoma often incorporates high radioactivity. Since background

count-rates are higher than in sentinel lymph node staging, the gamma probe

design should have thick collimation and adequate shielding to discriminate this.

The use of gamma probes is now advocated for several clinical areas [Povoski

et al., 2009]. Hayashi et al. [2003] used a combined blue dye tracking and

gamma probe for the localisation of gastric sentinel lymph node. Surgeons use

blue dye to stain the lymphatic system to help isolate lymph nodes. Although

the dual technique identified sentinel lymph nodes with high sensitivity, this

study showed that there were significant differences in the distribution of blue

dye and hot lesions. They concluded that radio-guided surgery should only be

undertaken with blue dye tracking technique. Takeuchi et al. [2009] evaluated
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seventy five patients with primary oesophageal cancer with early stage tumour

(grades T1N0M0 or T2N0M0)1. Trial patients were injected with

technetium-99m colloid via an endoscope. Sentinel lymph nodes were

successfully identified pre-operatively with lymphoscintigraphy (which is

imaging of the distribution of administered radioactivity within the lymphatic

system) and a gamma probe with diagnostic accuracy of 94%. Schilling et al.

[2010] enrolled 463 patients in a study with histological proven prostate cancer.

technetium-99m colloid was injected into the prostate under trans-rectal

ultrasound guidance. As routine practice all lymph nodes with grades T3+Nx

in the obturator fossa are dissected. However additional lymph nodes were

identified by a gamma probe and in more than half the cases outside the

obturator fossa. Terwisscha Van Scheltinga et al. [2006] evaluated 56 patients

with colon carcinoma by sub-serosal injection of radio-colloid around the

tumour site. Sentinel nodes were excised and their histological slides examined.

The overall accuracy in combination with blue dye was 95.6%.

1.3 SFOV gamma cameras

Although radio-guided surgery with gamma probes is prevalent there is clinical

requirement to improve sensitivity and the false negative rate, [Heller and

Zanzonico, 2011]. Some sentinel nodes may be missed owing to the position of

the sentinel nodes, which may be deep in tissue or near to injection sites or

areas of increased uptake. The need for a compact device with good energy

resolution is important in the clinical imaging of tumours and sentinel nodes,

[Duch, 2011, Hruska et al., 2005, Ruano et al., 2008, Rubello and Mariani, 2007,

Vermeeren et al., 2009, Vidal-Sicart et al., 2011]. The limitations of gamma

probe which has a narrow field-of-view and may have insufficient collection of
1T0 to T4 represent tumours of increasing size with T0 as no palpable tumour, T1<2 cm

and 2<T2≤5 cm; N0 are no palpable lymph nodes; M0 are no clinically apparent metastases.
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audible counts above a pre-selected threshold should be mitigated; indeed the

surgeon can also benefit by rapidly review any areas of concern through

imaging. The use of high resolution SFOV hand-held gamma cameras to

provide dynamic images addresses some of the limitations of gamma probes and

indeed their development has enabled imaging procedures to be undertaken at

the bedside, within intensive care units, clinics and in the operating theatres,

[Perkins and Hardy, 1996, Duch, 2011].

There are various designs of Small Field-Of-View (SFOV) gamma cameras

which may use:

• Scintillators (these have high atomic number (Z), thick crystals but

generally poor energy resolution ) coupled to various types of solid state

detectors

• Or solid state detectors alone such as cadmium zinc telluride ( these have

high Z, thin crystals and generally good energy resolution).

Some examples of typical performance parameters for two SFOV gamma cameras,

one for the scintillator based silicon detector called the Compact Gamma Camera

[CGC] and the other using a cadmium telluride solid state detector alone called

the Solid State Gamma Camera [SSGC] are shown in Table 1.1.
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Solid State Gamma

Camera

Compact Gamma

Camera

[Tsuchimochi and

Hayama, 2013]

[Bugby et al., 2014]

System Spatial Resolution 6.8 mm FWHM
at 100 mm away from

camera face.

High resolution parallel

hole collimator

1.21 mm FWHM
at 10 mm away from

camera face
(non-magnifying point).

0.5 mm pinhole

collimator

System Sensitivity 150 counts.s-1MBq-1

at the camera face.

High resolution parallel

hole collimator

214 counts.s-1MBq-1

at the camera face.

0.5 mm pinhole

collimator

Energy Resolution (at 140.5 keV) 6.9% 58%

Table 1.1: Typical performance parameters for two SFOV gamma cameras, one
for the scintillator based silicon detector called the Compact Gamma Camera
and the other using a cadmium telluride solid state detector alone called the
Solid State Gamma Camera.

The drawback of using a scintillator with a solid state detector is that its

energy resolution may be poor due to light collection losses from the scintillator

and losses between the scintillator and solid state detector interface as shown in

Table 1.1.

Often solid state detector based gamma cameras employ one or more pinhole

collimators to increase the field-of-view since the detector has a small active

area [Have and Beekman, 2004]. Several groups have reported designs for SFOV

gamma cameras with high spatial resolution and low cost relative to LFOV

gamma cameras that allow imaging for specific applications such as tumour

resection and sentinel node localisation. Examples of designs are summarised in

Table 1.2. These systems combine the advantages but also address some of the

limitations of both LFOV gamma cameras and hand held gamma probes.
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Although using a solid state detector alone has a better intrinsic spatial

resolution and energy resolution compared to LFOV gamma cameras, it has

much lower sensitivity and a front end scintillator may be used to improve

sensitivity (since it has a high stopping power for incident gamma photons).

Comparative results for the SFOV (Compact Gamma Camera) [Bugby et al.,

2014] and for an example LFOV gamma camera (Siemens Ecam) from literature

[Baechler et al., 2003] are shown later in Table 7.1.

Design of SFOV gamma camera Reference

scintillators coupled to
multi-anode PSPMT

[Williams et al., 2000, Porras et al.,
2002, Garibaldi et al., 2003, Kieper
et al., 2003, Sánchez et al., 2004,
Trotta et al., 2007, Ferretti et al.,
2013, Olcott et al., 2014];

scintillators coupled to
SPAD-based PSPMT

[Yamamoto et al., 2011, Dinu et al.,
2015, Massari et al., 2016]

scintillators coupled to an
EMCCD

[de Vree et al., 2005, Lees et al., 2011];

cadmium (zinc) telluride
detector

[Abe et al., 2003, Tsuchimochi et al.,
2003, Gal et al., 2006, Wilson et al.,
2010, Veale et al., 2012, Scuffham
et al., 2012];

Table 1.2: Designs of SFOV gamma cameras

A current commercial application at the time of writing is the high resolution

SFOV gamma camera called the Sentinella [Oncovision]. Its use has assisted

several clinical studies which has included: sentinel node detection in breast

cancer [Ghosh et al., 2017]; this study identified additional nodes missed by a

gamma probe; the identification of non palpable invasive breast cancer [Lombardi

et al., 2015] and the reliable identification of melanoma [Riccardi et al., 2015].

The next sections describe some of the types of solid state detectors used in SFOV

gamma cameras at the time of publication.
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1.4 SPAD-Based Silicon Position Sensitive

Photomultipler

When a reverse bias voltage is applied to a silicon p-n junction an E−field

across the depletion layer accelerates any charge carriers generated by an

incident photon. With a sufficiently high electric field within the depletion layer

of > 5 x 105 Vcm-1 these charge carriers will be accelerated to create secondary

charge pairs through impact ionisation. A photodiode which operates in this

Geiger mode with high gain is called a Single Photon Avalanche Diode (SPAD).

Once the reverse bias approaches its nominal breakdown potential difference the

device is quenched using a series resistor which limits the current drawn by the

photodiode. The photodiode then returns to Geiger mode through the high

E−field. The SPAD therefore produces a signal which is independent of the

number of incident photons impinging the device. However, if an array of

several independent SPADs is used then this device is position sensitive because

each photon interaction within an individual SPAD generates an independent

spatial signal. This array is known as a modern silicon position sensitive

photomultiplier2. An older type of position sensitive photomultiplier employs a

multi-anode photomultiplier which is not discussed in this work. A schematic is

shown in Figure 1.1 with an additional fast output node to the cathode and

anode which has a nominally lower capacitance. This signal is used to trigger

the arrival time of the first impinging photon. A detector system with high

spatial resolution and comparable energy resolution to a conventional LFOV

gamma camera is a PSPMT coupled to a scintillator. However, such a gamma

camera system will require correction of both spatial uniformity and spatial

distortion across its field-of-view owing to the non-uniformity in response of the

SPADs across the photomultiplier.
2Hamamatsu-Photonics use the term multi-pixel photon counter [MPPC] for their

commercial silicon position sensitive photomultipliers.
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anode

fast output

cathode

· · · · · ·

Figure 1.1: Schematic of a row segment of a silicon position sensitive
photomultiplier

1.5 The Electron Multiplying Charge Coupled

Device

In this work the detector used in our two SFOV systems is the e2v CCD97-00

back illuminated Electron Multiplying Charge Coupled Device (EMCCD)

[e2vTechnologies, 2004]. Its choice was determined by its large signal to noise

ratio and high spatial resolution. In the case of nuclear medicine, a scintillator

is needed to create optical photons as described in section 2.4. When incident

photons interact in the image area of a charge coupled device (CCD), electron

holes pairs are created. Any accumulated charge is then transferred to the

storage area of the CCD and then transferred vertically, line by line to the

horizontal shift register onto the output amplifier as shown in Figure 1.2.
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parallel image/
storage columns

transfer
vertically,

line by line

serial register

transfer horizontally

output
amplifier

Figure 1.2: The transfer of accumulated charge from the storage area of the CCD
vertically, line by line to the horizontal serial register onto the output amplifier.

In an electron multiplying charge coupled device, the shift register is extended

with an additional horizontal gain register. Within this gain register there are

three potential difference phases designated φ1, φ2, φ3 which transfer the charge

clocked across from the shift and across the gain register as shown for a single

stage in Figure 1.3.
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readout clocks

φ1

φ2

φ3

φdc

output node

Figure 1.3: Schematic of a single stage comprising of three clock phases and a dc
biased phase

A gain potential difference ΦHV is established between φ2 and φdc typically

between 35 V to 60 V. The charge collected under φ1 is then clocked over the

φdc into the high potential difference. This accelerates the electrons in the gain

register creating impact ionisation. The charge collected under φ1 is then clocked

out into the next stage through φ3. Since a large signal is achieved relative to the

readout noise large this provides a large signal to noise ratio [Tutt et al., 2013].

This effective readout noise is less than one electron r.m.s. relative to the input

signal (before the amplifier stage). The variation of the gain of the EMCCD with

its gain potential difference ΦHV is demonstrated later in section 5.2.2.

During the process of the transfer of charge through the shift register and gain

register, if the charge does not translate through part of either register it may

be associated with the signal collected from another pixel. Although this charge

transfer efficiency is almost unity, over several hundreds of cycles it will cause

charge spreading over adjacent pixels; this is discussed in chapter 5.

At high gains the readout noise is also increased but this is counteracted by

the large gain in signal. With an EMCCD operating at 10 frames per second,

images of photon events may be detected such that individual photon events can
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be spatially resolved and their energy deposition determined [Heemskerk et al.,

2007]. Thus the EMCCD acts as a photon counter and uses specific thresholding

of the output signal. As the distribution of photoelectrons from the amplifier

of the EMCCD is stochastic, a thresholding scheme of using noise peak plus 5σ

is used for gain potential difference ΦHV between 33.5 V and 39.5 V, discussed

in chapter 5. This thresholding scheme is only valid for low input photon flux

[Basden et al., 2003] due to pile-up at high count rates. The e2v CCD97-00 has

512 lines with 512 pixels, covering an active area of 8.192 mm by 8.192 mm.

The intrinsic spatial resolution as described in chapter 7 is determined by the

on-chip binning which provides pixels of size 64 µm by 64 µm covering the active

area of 8.192 mm by 8.192 mm, [Lees et al., 2011]. So the best intrinsic spatial

resolution this detector can achieve is 128 µm. The e2v CCD97-00 is a back

illuminated EMCCD, such that incident photons are directly absorbed into the

depletion layer where the charge cloud can be detected. This design differs from

a front illuminated EMCCD where the polysilicon gates on the front of the device

(which define the charge wells at each pixel) reduce the quantum efficiency of the

device. The back illuminated EMCCD is also back thinned to 10 µm thickness

so that photons are incident directly onto the depletion region of the EMCCD

without the gate structure impeding. The temporal resolution is determined by

the readout and clock speed, both of which create noise in the detection process.
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Chapter 2

Theory

This chapter summarises the background physics used in subsequent chapters

covering photon interactions, fluorescence, the Electron Multiplying Charge

Coupled Device (EMCCD) used in this work (e2v CCD97-00 [e2vTechnologies,

2004]) and inorganic scintillators. In the absence of a scintillator, sources of

noise within the EMCCD and the factors affecting the energy resolution are also

discussed. Monte Carlo codes are also described and the selected one was used

to construct two models of SFOV systems called the Portable Imaging X-ray

Spectrometer detector [PIXS detector], and the Compact Gamma Camera

[CGC]. It is good practice to corroborate Monte Carlo simulation either with

experiment (if possible) or by analytical means; thus, in order to assist with

validation an analytical model is described for a bare silicon detector.

2.1 Photon Interactions

In this work photon interactions used in the Monte Carlo simulation are

photoabsorption, Compton (incoherent) scattering and Rayleigh (coherent)

scattering. Pair production is not relevant for this work as the photon energy

threshold for this to occur is 511 keV which is outside the range of energies

detectable by the SFOV systems considered. For incident photons of energy
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511 keV using 5 µm thick silicon with a linear attenuation coefficient of

µSi= 5.0095x 10−1 cm-1, the interaction probability � 1%.

In photoabsorption the incident photon is absorbed by an individual electron

and this photoelectron is ejected with a kinetic energy equal to the incident

photon energy less its binding energy in the target atom [Krane, 1988]. For low

energy incident gamma photons in the energy range 20 keV to 200 keV, the

photoelectron tends towards the direction π/3 radians to π/6 radians

respectively to the E−field for the incident photon [Meyerhof, 1967]. The

probability for photoabsorption is greater for K-shell where electrons are more

tightly bound, and greater for lower incident energies (above the K-shell binding

energy). Equation 2.1 shows the relationship between the incident energy E0

and atomic number Z for the partial photon mass attenuation coefficient for

photoabsorption µphoto

µphoto ∝
(
Z(4−4.8)

E0
3

)
(2.1)

In Compton or incoherent scattering, the incident photon interacts with a

weakly bound electron in the scattering atom which then emits the secondary

photon in a different direction to the incident photon with less energy; the freed

electron is ejected with a kinetic energy equal to the incident photon energy

less the sum of the electron binding energy and the energy of the secondary

photon [Krane, 1988]. The Compton scattered photons have energy Eγ given by

Equation 2.2

Eγ =
E0

1 + E0/m0c2(1− cos θ)
(2.2)

where E0 is incident gamma photon energy, m0c
2 is the rest mass of the target
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electron and θ is the scattering angle of the Compton scattered photon relative

to the direction of the impinging photon. For example with gamma photons of

energy Eγ= 150 keV with direction θ= 0 radians, Figure 2.1 shows the Klein-

Nishina angular distribution function per steradian per electron. Large peaks

are seen at θ= 0 radians and at θ= 2π. There is a small peak at θ= π radians

(back-scattered photon) and this is more pronounced with increasing impinging

gamma photon energy.
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Figure 2.1: Klein-Nishina angular distribution function per steradian per electron
for impinging gamma photons of energy Eγ=150 keV and θ is the scattering angle
of the Compton scattered photon relative to the direction of the impinging photon.
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In Rayleigh scattering the incident photons interfere coherently with the

scattered photon field from the oscillation of the charge distribution of

electrons. So the energy of the scattered photon energy is the same as the

incident photon energy, and the target atom is not excited. Thus the bound

electrons absorb energy from the incident beam of photons.

The partial photon mass attenuation coefficients for these interactions is given

by Equation 2.3

µi = Nκi (2.3)

where µi is the partial photon mass attenuation coefficient for i=

photoabsorption, Compton scattering or Rayleigh scattering, N is the number

of atoms or molecules per unit volume and κi is the atomic or molecular cross

section for that process i. The response of silicon can be considered in the

context of its partial mass attenuation coefficients as shown in Figure 2.2 with

the dominant interaction at energies less than less than 70 keV within silicon

being photoabsorption, and Compton scatter between 80 keV to 200 keV. µi are

the partial attenuation coefficients and ρ the target density. Note the binding

energy in the target atom causes the edges in the photoabsorption curve. The

Rayleigh scattering differential cross-section dσ/dΩRa may be considered to be

due to the product of the Thomson elastic scattering photon cross-section

dσ/dΩT and a correction factor called the atomic form factor f(q, Z) as

Equation 2.4

dσ

dΩRa

=
dσ

dΩT

.|f(q, Z)|2 (2.4)

where ~q is the momentum transferred to the atom when the incoming

photon is scattered. The atomic form factor contains energy dependent real and
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imaginary anomalous scattering factors. For Rayleigh scattering the coherent

differential cross-section includes the effect of this complex quantity around the

absorption edge of the scattering called the “anomalous” scattering factor,

[Salvat et al., 2011]. This is shown as an indent to the Rayleigh scattering curve.

Legend: - - Photoabsorption, -- Compton, -- Rayleigh, � � Total
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Figure 2.2: Partial photon mass attenuation coefficients µi with i=
photoabsorption, Compton scattering or Rayleigh scattering and ρ the target
density for silicon up to 200 keV generated using PENELOPE
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2.2 Fluorescence

Within each target materials’ atoms the electrons occupy discrete energy levels

which are designated as K,L1, L2, L3,M1, . . . ,M5, N1, . . . , N7, . . .. When an

electron is removed from a given energy level by an incident photon interaction

or particle interaction, a vacancy is created in its energy level. This vacancy is

then filled by an electron from an outer energy level with the energy difference

between the binding energy of these energy levels creating a fluorescence X-ray

or leading to Auger electrons. For example if an electron in the K energy level

is removed by some interaction by a source photon or source particle, and this

vacancy is filled by an electron from the L3 energy level then the X-ray emitted

is designated as Kα1. Where outer electrons fill vacancies in the K energy level,

the X-rays emitted are designated as K series X-rays; similarly for electrons

filling vacancies in the L energy level, the X-rays emitted are designated as L

series X-rays. The major K series and L series X-rays are shown in Figure 2.3

with the energy levels dependent on the target material used.

K

1

3
L

1

M

5

N

1

7

Kα1 Kα2
Kβ3 Kβ1

Lα1 Lα2
Lβ1 Lβ2

Figure 2.3: Major K series and L series fluorescence X-rays
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2.3 Noise in the EMCCD

This noise can be considered to be comprised of two components - one which is

inherent called dark current and the second due to sources of noise within the

charge collection and electronics detection chain, [Zhang et al., 2009].

2.3.1 Dark Current noise

Within a silicon detector dark current noise occurs from surface states, from

interface states between the valence and conduction band, and from the bulk of

the depletion layer [Inglesfield, 1982]. Crystal imperfections and impurities

creates interface states between the valence and the conduction band which

provide a pathway for electrons with sufficient thermal energy to progress into

the conduction band.

The dark current from surface states can be reduced by using a technique

called inverted mode which creates a layer of holes between the surface and

collection well. In an individual pixel three electrodes are used with one used as

the charge collection well, and the other two electrodes inverted which creates a

layer of holes between the surface and collection well. Any thermally excited

electrons will recombine with this layer of holes rather than progressing into the

collection well. This technique is used in the e2v CCD97-00 back illuminated

EMCCD [e2vTechnologies, 2004] and used within our two SFOV systems. The

dark current from surface states may also be reduced using chemical surface

passivation of the silicon dioxide layer [Dong et al., 2015].

Dark current, ID varies with temperature according to Equation 2.5, [Burt

and Morcom, 1987]

ID ∝ exp

(
−Vbg

2kT/e

)
(2.5)
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where Vbg is the band gap of silicon and e is the magnitude of the electron

charge. Any localised inhomogeneities in the EMCCD will create fixed pattern

noise which affects the uniformity in response across the detector. For the

e2v CCD97-00 back illuminated EMCCD the dark noise is of the order of

400 electrons per pixel per second with each pixel size of 16 µm x 16 µm at a

temperature of 293 K, cooling an EMCCD with a thermoelectric cooler.

2.3.2 Noise within the Detection Chain

For a stochastic process with an incident photon flux impinging the active detector

area of a CCD, the uncertainty in the arrival and collection of these photons is

given by Poisson statistics and can be expressed as Equation 2.6 where σshot is

the shot noise and S is the signal, both in units of electrons,

σshot =
√
S (2.6)

The process to generate electrons during the impact ionisation with the gain

register is also stochastic. The number of electrons x out of the gain register will

have a distribution z(x) according to the n input electrons as approximated by

as Equation 2.7 [Zhang et al., 2009]

z(x) =
xn−1exp(−x/G)

Gn(n− 1)!
(2.7)

where G is the total mean electron gain in the gain register. The distribution

z(x) with n input electrons is shown in Figure 2.4.
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Figure 2.4: The number of electrons x out of the gain register will have a
distribution z(x) according to the n input electrons and gain G=1000.

This distribution in the number of electrons x out of the gain register is

given by the excess noise factor ν as Equation 2.8 for more than a single input

photoelectron [Zhang et al., 2009]

ν =
σout
Gσin

(2.8)

where σout and σout are the standard deviations of the input and output signals

respectively. For a single input photoelectron the ν can be estimated as
√
2 [Zhang

et al., 2009] using G derived from the number of gain stages n each with gain g
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according to Equation 2.9

G = gn (2.9)

The amplifier of a CCD has readout noise given by a Gaussian distribution

with a variance determined by the readout rate. The output from the amplifier

for an EMCCD is given by the Gaussian readout noise convolved with the output

from the gain register. When an EMCCD operates with high gain, the shot noise

is multiplied through the gain register and dominates the readout noise from the

amplifier. As the gain register output depends on the incident photon flux and the

probability distribution in the number of generated electrons introduced through

the multiplication process in the gain register, the shot noise on the image is

increased and this is the excess noise factor of
√
2 [e2vTechnologies, 2004]. An

analytical expression for the excess noise factor has been derived [Robbins and

Hadwen, 2003] and the variation of multiplication gain with the square of the

excess noise factor ν2 has been modified from [Robbins and Hadwen, 2003] and

is shown in Figure 2.5.
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Figure 2.5: The square of the excess noise factor ν2 versus gain G. Modified from
[Robbins and Hadwen, 2003].

Clock-induced charge arises during the process of enabling and removing

inversion of the surface states as charge is transferred from the image and

storage registers; this also adds noise to the EMCCD but is typically less than

one electron/pixel/frame [e2vTechnologies, 2004].
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2.3.3 Energy Resolution

In the absence of a scintillator, the energy resolution of semiconductor detectors

∆E can be described by three terms as in Equation 2.10, [Owens et al., 1996,

Lees, 2010].

∆E = 2.36ω

√
FE

ω
+R2 + A2 (2.10)

with ω the electron hole pair creation energy, F is the Fano factor and E

is the incident photon energy. The first term is the intrinsic variance of the

number of primary electron hole pairs. The second term is due to readout noise

due to incomplete charge collection, drift and transfer through the shift and

gain registers. The last term due to noise from the detector readout. For the e2v

CCD97-00 back illuminated EMCCD the readout noise is of the order of electrons

per pixel per frame with each pixel size of 16 µm x 16 µm at a temperature of

293 K, 30 Hz frame rate and gain of 1000 [e2vTechnologies, 2004].

The Fano component originates within silicon owing to some of the incident

energy creating phonons (energy given to the silicon lattice). This Fano noise

represents an intrinsic limitation in the energy resolution. The Fano-limited root

mean square line width within the distribution of energy deposition is given by

Equation 2.11, [Devanathan et al., 2006].

σFano =
√
ωFE (2.11)

For a scintillator based solid state detector the energy resolution can be

attributed to the energy deposition from the impinging gamma photons, the

presence of fluorescence, the gamma ray conversion efficiency to scintillation
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photons, transmission losses of these optical photons, as well as the detection

efficiency at the EMCCD. Equation 2.10 would therefore need to account for

the scintillator and optical transmission/detection stages.

2.4 Scintillator crystals.

A large number of materials have been found to scintillate when X-ray and gamma

ray photons impinge upon them. The ideal scintillator for imaging should exhibit

the following properties [van Eijk, 1998, Nikl et al., 1999, van Eijk, 2001, Nikl

et al., 2006, Lecoq, 2016]:

• High absorption coefficient to detect impinging X-ray and gamma photons

requires a high density and a high atomic number. With larger scintillation

volumes, any scattering component owing to impurities and defects degrades

the final image.

• High yield of optical light, which should be proportional to the energy over

the impinging photon energy range.

• The position of the K edge should be outside the clinical range of the

incident X-ray and gamma photons so that the total mass attenuation

coefficient is high.

• Low variation of light yield with the temperature of the scintillator.

• Low afterglow caused by the delayed thermal release of trapped charge

carriers and their recombination from impurities and defects.

• The decay time of the luminescence from a scintillator should have a short

decay time to allow the collection of fast optical signals through the ADC.

• The scintillator should be radiation hard over the lifetime of the integrated

radiation exposure.
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• The scintillator should be transparent to its own light and this is done so

using activation centres, for example using thallium in alkali halides.

• The emission spectrum should match the peak response curve of the

absorption spectrum of the optical photon detector.

• The scintillator should be capable of being optically coupled to the photon

detector in order to minimise light collection losses of the detected counts.

There are a variety of inorganic scintillators, [Derenzo et al., 2002, Lecoq, 2016,

Dujardin et al., 2018] and ceramic scintillators available, [Greskovich and

Duclos, 1997]. Organic scintillators are not suitable for gamma photon detection

due to their low density which is of order 1 gcm-3. The scintillation process

converts impinging gamma photons to E0/(β.Ebg) electron-hole pairs, where E0

is the energy of incident photons, Ebg is the band gap energy of the material,

and β an empirical property of each material has values between 3 and 7,

[Blasse, 1994]. This is followed by transfer of energy to self-trapped excitons

(coupled electron-hole pairs) or transfer of the electron-hole pair energy to

luminescent ions. Radiative emission of optical photons occurs as the

self-trapped excitons relax or as the excited luminescent ions returns to ground

state. During thermalisation β accounts for the energy losses through coupling

with lattice phonons [Lecoq, 2016].

In alkali halides trace amounts of thallium-81 are used to dope the halide

lattice, as the migrating exciton is trapped by the Tl1+ ion, with emission

occurring from these sites [Blasse, 1994]. In order to have optimal counting

statistics within a detector, the optical photon light yield should be better than

about 20,000 photons per absorbed ionising energy. This scintillator optical

photon yield should be independent of energy otherwise it is difficult to

determine the energy of the detected signal and its energy resolution will be

degraded. Non-proportionality in scintillator response and its effect on energy
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resolution has been described elsewhere, [Dorenbos et al., 1994, 1995, Khodyuk

et al., 2010]. Selected types of inorganic scintillators – alkali halides, tungstates,

lanthanide silicates, and ceramics, [Blasse, 1994, Greskovich and Duclos, 1997]

are summarised in Table 2.1.

sodium

iodide

(thallium

doped)

caesium

iodide

(thallium

doped)

cadmium

tungstate

lutetium

silicate

gadolinium
orthoxysulphide

(praesidium,

cerium

doped)

Density/

gcm-3

3.67 4.51 7.99 7.4 7.34

Emission
peak/

nm

415 560 480 420 520

Light

Yield/

photons per

keV

40 54 14 25 50

Decay
Time/

ns

230 2.1, 1000 5000 40 2400

After-glow/

% after

6 ms

0.3 - 5 0.5 - 5 < 0.1 < 0.1 after

3 ms

Notes very

hygroscopic

slightly

hygroscopic

difficult to

cleave

intrinsic

radioactivity

ceramic,

translucent

Table 2.1: Selected examples of monolithic inorganic scintillators from
[Blasse, 1994, Greskovich and Duclos, 1997]
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Thallium doped sodium iodide and caesium iodide are used in LFOV

systems owing to its effectiveness in stopping gamma photons which depends

not just its atomic number but also the scintillator thickness (usually between

1/4 inch and 1/3 inch). In nuclear medicine low energy gamma photons less

than 200 keV are usually used. The 200 keV upper threshold is arbitrarily

chosen covering the energy range for majority of radionuclides using in nuclear

medicine including technetium-99m. The K edges for sodium are at 1.072 keV,

for iodine at 33.169 keV and for caesium at 35.985 keV [Sanchez del Rio et al.,

2003] and are well below the photopeak energies for the range of radionuclides

used. The peak emissions for thallium doped sodium iodide and caesium iodide

are well matched for the respective photomultipliers used to collect the

scintillation photons. However the decay time of the light yield profile can cause

overlapping of consecutive scintillations which affect the count-rate capability

discussed in section 7.3.6. Nonetheless the high light yield improves the energy

resolution which allows for better discrimination of Compton scattered events

from photopeak events.. Lutetium orthoxysilicate has a high density and fast

decay time of the light yield profile which makes it an attractive alternative to

either alkali halide; however its light yield is comparatively less and it is

intrinsically radioactive which degrades the image.

Cadmium tungstate has been traditionally used in CT scanners which are

essentially an X-ray tube coupled opposite to a detector array with both source

and detector fixed onto a rotating toroid about a supine or prone patient. The

CT scanner acquires a large number of detector response profiles as the toroid

rotates and this constrains both the decay time of the light yield profile and the

afterglow. The detector sampling rate is ≥ 10 kHz so the decay time for cadmium

tungstate is well suited. The low afterglow for cadmium tungstate ensures that

the large number of detector response profiles do not overlap so that the image

reconstruction algorithm can be optimised. More recently manufacturers of CT
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scanners have used gadolinium orthoxysulphide doped with rare earth ions to

quench afterglow. The Pr3+ is a co-dopant whose sites compete with intrinsic

traps such that 4f/5d level of the Pr3+ can be excited; this is followed by non-

radiative de-excitation. The Ce3+ is added as a co-dopant to suppress any residual

afterglow of the Gd2O2S {Pr3+ } [Blahuta et al., 2011].

2.5 Monte Carlo

In this work Monte Carlo computation methods are used to describe simulations

of the transport of photons within two models of SFOV systems. A Monte

Carlo simulation requires: several probability distribution functions describing

the physics of the photon interactions; a random number generator used to

track the photons events through the materials; and a accumulator recording

the measured response. As mentioned these methods are powerful because they

can be used to investigate different physical processes independently, and often

these may be difficult to evaluate with experimentally. There are a variety of

Monte Carlo codes used in nuclear medicine [Buvat et al., 2005, Castiglioni

et al., 2005] which may either be general codes adapted for use from those either

in radiation dosimetry or high energy particle physics tracking, or purposely

encoded ones. From a comparison perspective if one considers general codes,

Berger originally described the transport of electrons with a global interaction

effect over their track length, and then together with Seltzer determined the

energy loss during this transport [Berger and Seltzer, 1964] so derived their

ETRAN code. The simulation of electron transport was subsequently extended

to include photon transport, as can now be found for example in the Electron

Gamma Shower algorithms used in EGS5 and MCNP6.
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Examples of general purpose codes are:

• EGS5 [Hirayama et al., 2016]

• MCNP6 [Goorley et al., 2013]

• GEANT4 [Agostinelli et al., 2003]

• PENELOPE [Salvat et al., 2011]

The Monte Carlo simulation of photon transport is usually averaged over a

given number of secondary tracks from the primary event or N ‘histories’ and

its statistical uncertainty decreases as 1/
√
N . In the process of slowing down

the secondary photon interactions produced may either be absorbed in the

medium or escape from the intervening medium. The Monte Carlo codes listed

above all consider the cumulative effects of several physical interactions along a

defined step length for each of the secondary tracks within a primary event. The

cumulative effect of these interactions is obtained by appropriate sampling of

the photon’s energy and displacement from analytical forms of multiple

scattering distribution functions, [Berger and Seltzer, 1964]. As regards to

dedicated Monte Carlo codes used in nuclear medicine, current examples (which

are both equally used at the time of writing) include parameters to investigate

LFOV gamma camera detector and collimator design are

• SIMIND v6.1 [Ljungberg, 2017]

• GATE v8.1 [Strul et al., 2003, Jan et al., 2004, Staelens et al., 2003]

As the requirement for nuclear medicine is to use low energy photons (less than

200 keV) reflecting the clinically useful radionuclides for imaging, the Monte Carlo

codes should use accurate probability density functions and material cross-section

tables within this energy range [Zaidi, 2000].
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In this work, the radiation transport of gamma photons through SFOV

systems is modelled using the PENELOPE v2008 Monte Carlo code [Salvat

et al., 2011]. The appropriateness of using this Monte Carlo code is because it

has accurate differential cross-sections from the Lawrence Livermore National

Laboratory, Evaluated Photon Data Library (EPDL) [Hubbell et al., 1997]

which describe the physics of the photon interactions modelled. These

differential cross-sections characterise the mean free path between interactions,

the type of interaction, the energy losses and subsequent orientation to the next

event. The mean free path between interactions λ is the inverse of the total

interaction probability per unit length Nκ, as in Equation 2.12

λ =
1

Nκ
(2.12)

where N is the number of atoms or molecules per unit volume and κ is the

total atomic or molecular cross section for that process.

The PENELOPE Monte Carlo code is able to handle tracking of events near

interfaces i.e. only the simulation parameters (velocity, angular deflection,

displacement between interactions) just preceding determine the future path.

This is called a Markov process. The physics of the photon interactions

modelled can be followed within the simulation because of the Markovian

nature of the tracking. In PENELOPE photon interactions used are

photoabsorption, Compton (incoherent) scattering and Rayleigh (coherent)

scattering. For photoabsorption, when this photoelectron is in the K, L or M

shells, the simulation proceeds with the excited atom relaxing to its ground

state by emitting characteristic X-rays and Auger electrons. If the interaction

occurs in an outer shell (outside the M shell), then PENELOPE approximates

the simulation by assuming the photoelectron is ejected with kinetic energy
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equal to the incident energy less its binding energy and fluorescence is

disregarded [Salvat et al., 2011]. Since the kinetic energy of the photoelectron is

artificially increased then it is assumed to compensate for the fluorescence

disregarded during relaxation. PENELOPE uses differential cross-sections based

on the Klein-Nishina equation for Compton scattering. In addition it is

modified to account for the fact that target electrons are not stationary but

have momentum distribution, and also modified to allow only transitions for

bound electrons where the energy difference between the incident and scattered

photons is greater than the ionisation energy of the active shell. Detailed

physics, analytical probability density functions and sampling algorithms for all

these interactions are described within the PENELOPE documentation [Salvat

et al., 2011]. Finally although the Lawrence Livermore Evaluated Atomic Data

Library (https://www-nds.iaea.org/epdl97/) is still used in several Monte

Carlo codes for example GEANT4 and MCNP6, PENELOPE uses a

comprehensive model of atomic de-excitation [Bearden and Burr, 1967].

The following chapters describes PENELOPE simulations [Salvat et al., 2011]

which are used to model the distribution of energy deposition and the distribution

of photon fluence within separate accumulators when low energy gamma photons

(less than 200 keV in these cases) impinge a caesium iodide crystal. The 200 keV

upper threshold is arbitrarily chosen covering the energy range for the majority of

radionuclides used in nuclear medicine including technetium-99m. PENELOPE

does not model any scintillation photons and this is however discussed in later in

chapter 6 using the GEANT4 Monte Carlo code.
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2.6 Statistics and Convergence

In Monte Carlo modelling a random variable representing the quantity of interest

is tracked and sampled from a function describing the interaction probability

density function. This sampled random variable is accumulated in suitably sized

bins for one complete photon interaction history. The estimate of the mean value

of the Monte Carlo procedure samples xi with a sample mean x̄ derived from i

to n independent observations for each bin is given by Equation 2.13,

x̄ =
1

n

n∑
i=1

xi (2.13)

As the number of histories becomes large, the probability density function of the

sample means x̄ is a Gaussian distribution with mean 〈x〉 and variance µ̂2 as

given by the second central moment in Equation 2.14

µ̂2 =
1

n− 1

n∑
i=1

(xi − x̄)2 (2.14)

For large n, variance µ̂2 is given by the second central moment as Equation 2.15

µ̂2 ≈
1

n

n∑
i=1

(xi
2 − x̄2) (2.15)
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In PENELOPE for a large number of simulations n, the expectation value of

the random variable and its standard deviation are reported within a confidence

interval given by 〈x〉 ± 3σ or 99.7%. This only applies asymptotically which

leaves the determination of n to the Monte Carlo practitioner. This is known as

the convergence of the simulation and there are some semi-empirical guidelines

[Forster et al., 2004, Pederson et al., 1997]. The convergence of a simulation

ensures that the interaction probability density function has been adequately

sampled by the distribution of random numbers. One of these which is commonly

used is the Relative Errors (ER) which is given by the ratio of the sample standard

deviation σ to the sample mean x̄ as in Equation 2.16,

ER =
σ
√
n

x̄
(2.16)

However [Pederson et al., 1997] advises that the ER should not be used to estimate

convergence as it does not stabilise sufficiently well. Instead it is recommended

that the “figure of merit” FOM and the “variance of the variance” V OV should

be used. The former is given by Equation 2.17,

FOM =
1

t(ER)2
(2.17)

where t is the time taken to acquire n histories. The latter is given by

Equation 2.18 where

V OV =
( µ̂4 − σ4

σ4n

)
(2.18)

µ̂4 the fourth central moment given by Equation 2.19
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µ̂4 =
1

n

n∑
i=1

(xi − x̄)4 (2.19)

These metrics may be considered to be converged by assessing each of their

trends over time over the last half of the simulation.

2.7 General analytical model of a silicon detector

without a scintillator

While Monte Carlo simulations are useful computation methods to describe the

transport of photons in materials, it is important to corroborate findings either

with experiment or by analytical means. As experimental design may be costly

to source materials and alternative approach is to use an analytical calculation.

Thus, in order to assist with validation an analytical model is described for a bare

silicon detector. A schematic of a detector without a scintillator or collimator is

shown in Figure 2.6; there is an intervening entrance window designated layer a

before the detector layer b. This approach allows different materials to be trialled

before specifying materials for purchase.

layer b

layer a

Figure 2.6: Simplified schematic of the bare silicon detector
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Following Smith and Lucas [1999] one can determine the absolute photon

detection efficiency ηtotal as Equation 2.20,

ηtotal =
Σ photons within photopeak

Σ photons from source activity
(2.20)

The absolute photon detection efficiency ηtotal is the product of three terms

excluding any self-absorption by the source as in Equation 2.21,

ηtotal = Ω ηa ηb (2.21)

where Ω is the fractional solid angle subtended from a point source by the detector

Figure 2.7, ηa is the transmission coefficient in the layer a, ηb is the intrinsic

efficiency in the detector layer b, and corresponds to probability that a gamma

photon interaction in the detector gives the full energy photopeak.

coverage over front surface of detector

point source2ζ

Ω

Figure 2.7: . The fractional solid angle Ω subtended from a point source by the
detector. 2ζ is the apex angle of the cone.

Ω can be derived from the apex angle of the cone 2ζ subtended from a point

source by the detector and is given by Equation 2.23 using conical coordinates

with polar angle θ and azimuthal angle φ.
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Ω =

∫ 2ζ

0

∫ 2π

0

sinθ dθdφ (2.22)

= 2π
[
1− cos (2ζ)

]
(2.23)

The transmission coefficient term ηa for layer a is given by the Equation 2.24

where µa which is its mass absorption coefficient, ρa is its density and ta is its

thickness,

ηa = exp
[
− (µaρata)

]
(2.24)

The term ηb is determined by Equation 2.25 where for layer b µb is its mass

absorption coefficient, ρb is its density and tb is its thickness, thus

ηb = 1− exp
[
− (µbρbtb)

]
(2.25)

The equations in this section are used in the following chapters to validate

experimental and Monte Carlo simulations.
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Chapter 3

Monte Carlo modelling of the Small

Field-Of-View PIXS detector and

CGC.

3.1 Models

Monte Carlo modelling can be used to understand and predict the underlying

physics as impinging gamma photons transport through models of SFOV

systems. These simulations to track photon transport can be performed using

different materials and geometries within a model of the SFOV system; such an

approach would not easily be translated into an experiment and would be

costly. This chapter considers two models of SFOV systems which are described

within separate sections - one pertaining to a bare silicon detector called the

Portable Imaging X-ray Spectrometer detector [PIXS detector], and the second

describing the Compact Gamma Camera [CGC]. The PIXS detector and CGC

each use an e2v CCD97-00 back illuminated EMCCD [e2vTechnologies, 2004]

and this is modelled as an 8 mm x 8 mm x 5 µm thick monolithic silicon

detector.
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A schematic of the PIXS detector is shown in Figure 3.1

aluminium enclosure

tungsten

silicon

tungsten

polyethylene window with
silicon support fingers

Figure 3.1: A schematic of the PIXS detector

The entrance window of the PIXS detector has a thin polyethylene cover

with a 4 µm thick layer of interleaved silicon support fingers. These silicon

support fingers are not included in the Monte Carlo model as their width and

length were unknown. The 5 µm thick silicon detector with active area of

8 mm x 8 mm represents the depletion layer of the EMCCD and is within an

evacuated aluminium chamber at 1.3 x 10−3 Pa. Another reason for the

aluminium housing is to mitigate against fluorescence from the housing

interfering with the silicon detector. Shielding from extraneous scatter is

provided by a partial enclosure of tungsten 3 mm thick.

Monte Carlo modelling was used to determine the distribution of energy

deposited within the silicon detector, and is described in section 3.4.1 firstly

using 22 keV incident gamma photons, and then using the full spectral emission

from a cadmium-109 source. The PENELOPE Monte Carlo code did not

include the addition of detector noise although in reality there are several

sources of noise present and these are discussed in section 2.3. The influence of

noise is discussed in relation to the experimental response of the PIXS detector

in chapter 5.
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An additional aim of the simulation was to model the CGC in order to

determine its detector sensitivity using technetium-99m. A schematic of the

CGC is shown in Figure 3.2.

tungsten enclosure

monolithic caesium iodide crystal

silicon layer

aluminium layer

cylindrical hole pinhole
tungsten collimator

Figure 3.2: Schematic of the modelled Compact Gamma Camera

As shown in Figure 7.3 the columns of caesium iodide within the crystal are

close-packed. Zhao et al. [2004] have reported an uncorroborated packing

density of 75%, corresponding to average densities 3.38 gcm-3 for their HL (High

Light) output provided by Hamamatsu-Photonics [Hamamatsu, 2016]. However,

Hamamatsu-Photonics have not published the average density of columnar

caesium iodide for the samples used in the CGC. For the Monte Carlo modelling

performed in this chapter, the caesium iodide crystal is simplified for simulating

the transport of gamma photons by replacing the columnar crystal by a

monolithic crystal. In an improved model with columns of caesium iodide, one

would expect less photoabsorption, less Rayleigh scattering owing to lower

density but more Compton scattering owing to the increase of internal crystal

surfaces. The other reason for modelling a monolithic caesium iodide crystal is

that the construction of the columnar geometry in PENELOPE is cumbersome

and the Monte Carlo tracking within the geometry is memory intensive.

Nonetheless this should be considered for future work.

Omission of trace thallium-81 doping from the radiation transport
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simulations as a first order approximation does not affect the modelled spectrum

within the caesium iodide crystal since the weighted proportion of thallium-81

of order 10−28 gcm-3 has a negligible impact. The modelled monolithic caesium

iodide crystal was abutted directly (without a gap) to a 5 µm silicon depletion

layer representing the EMCCD. Both the modelled monolithic crystal and

silicon depletion layer have an area of 8 mm x 8 mm. Collimators are

constructed of high Z materials (for example tungsten) are used to attenuate

some of the tissue-scattered photons and have holes to allow mostly non-tissue

scattered photons to pass through onto the detector. The most common types

of collimators employ a single cylindrical hole (“pinhole”), or an array of several

cylindrical holes (“parallel hole”), or a single tapered hole (“knife-edge pinhole”).

Each of these types of collimators have different behaviours in their response to

sensitivity and spatial resolution. [Anger, 1964, Beach, 1969, Levin, 2003,

Shokouhi et al., 2009]. The physical knife-edge pinhole within the 6 mm thick

collimator used in the CGC is simplified for the following Monte Carlo

simulations to a cylindrical parallel hole collimator of diameter 0.5 mm. This

was because the Monte Carlo simulation of photons through a collimator hole

which is a thin tapered wedge will have a very low probability of interaction.

The simulations in this chapter use the PENELOPE Monte Carlo code

[Salvat et al., 2011]. This Monte Carlo code has accurate differential

cross-sections from the Lawrence Livermore National Laboratory, Evaluated

Photon Data Library (EPDL) [Hubbell et al., 1997] which describe the physics

of the photon interactions which are modelled. These include photoabsorption,

Compton and Rayleigh scatter as discussed in section 2.1. The response of the

silicon detector can be considered in the context of its partial mass attenuation

coefficients as shown in Figure 2.2 with the dominant interaction for incident

photon energies less than 70 keV within silicon being photoabsorption, and

Compton scatter between 80 keV to 200 keV. Pair production is not relevant for
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this work as the photon energy threshold for this to occur is 511 keV. Secondly

PENELOPE uses an up-to-date physics model of atomic de-excitation [Salvat,

2015]. The following section 3.2 provides an overview of how Monte Carlo

simulations were performed. Detector noise was not considered in this chapter

(noise in the PIXS detector is discussed in chapter 5), and another limitation of

the PENELOPE Monte Carlo code [Salvat et al., 2011] is that scintillation

photons are not included.
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3.2 PENELOPE Monte Carlo simulations

In general there are several steps to perform Monte Carlo simulations which

can be categorised as firstly preparing the model and secondly performing the

simulation.

A flow chart of the steps to prepare the model is summarised in Figure 3.3.

create
geometry
file of the
detector

assign dimensions assign materials

apply
differential

cross-
sections

create
source

prepare the
simulation
outputs

Figure 3.3: Flow chart showing how the Monte Carlo model is prepared.

The PENELOPE geometry file describes the model of the detector with

dimensions assigned by the requirements of the simulation, and is based on

quadric surfaces which may be rotated using Euler angles, ω, θ, ψ about

orthogonal axes x, y, z respectively. Quadric surfaces Fr(x, y, z) can be used to
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describe the shape of limiting surfaces and may be defined using coefficients

{I1, I2, I3, I4, I5} [Salvat et al., 2011] as in Equation 3.1

Fr(x, y, z) = I1x
2 + I2y

2 + I3z
2 + I4z + I5 (3.1)

For example Table 3.1 shows the affect of changing these indices and the shape

of the limiting surfaces they describe.

Reduced quadric Indices {I1, I2, I3, I4, I5} Quadric surfaces

z − 1 = 0 0 0 0 1 -1 plane

z2 − 1 = 0 0 0 1 0 -1 pair of parallel planes

x2 + y2 + z2 − 1 = 0 1 1 1 0 -1 sphere

x2 + y2 − 1 = 0 1 1 0 0 -1 cylinder

x2 + y2 − z2 = 0 1 1 -1 0 0 cone

Table 3.1: Quadric surfaces using reduced indices

For the following simulations PENELOPE geometry files were created to

model the transport of gamma photons through each component using a

combination of quadrics comprising of planes coefficients {0, 0, 0, 1,−1}, parallel

planes coefficients {0, 0, 1, 0,−1} and cylinders coefficients {1, 1, 0, 0,−1}. These

PENELOPE geometry files are not shown for brevity. In a more complex

geometry such as that in a patient phantom for example, a geometry file based

on quadrics becomes more cumbersome. An alternative is to use GEANT4 for

the Monte Carlo modelling, preserving the PENELOPE physics model as

developed in chapter 6.

The second step is to construct the materials’ files which list the media used

in the simulation. These provide the differential cross-sections for each of the

photon interactions simulated for the prescribed energy range up to 200 keV.

The materials’ files included the target medium (for example caesium iodide or

silicon) and intervening air as an approximation to the evacuated chamber.
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The source emits photons and its origin is positioned with an appropriate

semi-angle to ensure that the photon flux irradiates the simulated geometry. For

the initial simulation a wide-beam source was used to ensure the photon flux

irradiated the whole of the simulated geometry.

The final step is to prepare the simulation output which describes the energy

binning and includes two types of accumulators so as

• to accumulate the distribution of the number of photons entering a defined

volume (fluence accumulator) or

• to accumulate the distribution of absorbed energy events for photons which

enter and are absorbed within another defined volume (energy deposition

event accumulator).

A flow chart of how the simulation is performed is summarised in Figure 3.4.

After the simulation is prepared, the Monte Carlo software determines the mean

free path between interactions, the type of photon interaction, the energy losses

and subsequent orientation to the next event. The fate of the photon(s) is then

decided:

• If the photon escapes from the simulation of the geometry or is absorbed

within the materials that are used, then the simulation is halted.

• If the photons still have energy above a user defined threshold, then the

Markovian tracking continues within the “update simulation” loop. These

photons undergo scattering interactions.

As mentioned in section 2.5, a Markovian process is one where only the simulation

parameters (velocity, angular deflection, displacement between interactions) just

preceding the Monte Carlo calculation determine the future path. Non-Markovian

processes are those which involve random walks (for example Brownian motion)

or those which create particles (for example ionisation or fluorescence).
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initialize
simulation

use geometry file use materials’ file

Query
energy and
position of
photons

apply
photon

interactions

update
simulation

fate of
photon(s)?

output
results

energy above threshold

absorbed or escape from model

Figure 3.4: Flow chart of the Monte Carlo simulation

The physics models used in these simulations are described in chapter 2,

section 2.1 for photon interactions and in section 2.2 for fluorescence.

The outputs of the simulations are determined using two Monte Carlo

measurement accumulators as shown in Figure 3.5, which is to measure the

photon fluence and in Figure 3.6, which is used to measure the photon energy
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deposition events.

Referring to Figure 3.5, measurement A is carried out to assess the fluence of

photons across the detector cross-section into the detector bulk; the fluence Φ(r)

at a point r is defined as Equation 3.2

Φ(r) =
dN

dA
(3.2)

where dN is the total number of photons incident on a surface element dA

centred at r, [Salvat et al., 2011]. Fluence has dimensions of [number of photons]

x [distance]-2.

intervening volume
containing
target medium

impinging photon

scattered photon

Measurement A:
photon fluence egressing from
the target medium and incident
across the detector cross-section

detector

Figure 3.5: Measurement A: This Monte Carlo measurement accumulator records
the photon fluence egressing from the target medium and incident across the
detector cross-section into the detector bulk.
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Referring to Figure 3.6 measurement B is used to determine the energy

deposition of photons within a specified volume bounded by the detector

cross-section.

intervening volume
containing
target medium

impinging photon

scattered photon

Measurement B:
energy deposition of photons
within a specified volume
bounded by the detector
cross-section

detector

Figure 3.6: Measurement B: This Monte Carlo measurement accumulator records
energy deposition of photons within a specified volume bounded by the detector
cross-section.

The volumes of these accumulators are chosen to match the dimensions of the

materials in the geometry file and hence the modelled detector. Any scattered

photons which escape the target medium will not be recorded within either of

these two accumulators. Both models of SFOV systems use a 5 µm thick silicon

detector which represents the depletion layer of an EMCCD with active area of

8 mm x 8 mm. For fluence, its entrance area matches the surface area of the egress

face of the intervening target material used. This fluence accumulator has an

arbitrary thickness to accommodate the path length of photons which contribute

when their trajectory intersects this volume for the duration of the simulation.

For energy deposition events, this accumulator has its volume defined as that

encompassing the dimensions of the detector.

The fluence and energy deposition are respectively accumulated within

discrete energy intervals of fixed width called bins as described in section 2.6.
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These bins accumulate either fluence events or energy deposition events as

photons are tracked from the primary interaction within the intervening

medium to the secondary tracks produced from the primary interaction. Thus

measurement A records the photon fluence egressing from the target medium

and incident across the detector cross-section into the detector bulk as a

function of incident photon energy; measurement B provides an distribution of

the energy deposition of photons within a specified volume bounded by the

detector cross-section as a function of incident photon energy.

The PENELOPE Monte Carlo simulations included the tracking of

photoelectrons with elastic scattering, inelastic scattering and bremsstrahlung

emission. Detailed simulations were only considered at low energies as it is

infeasible to simulate the transport of fast electrons owing to the large number

of their interactions. The differential cross-sections for each of the processes is

described in detail elsewhere [Salvat et al., 2011]. For the dominant process

inelastic scattering, the differential cross-section is derived from a plane-wave

Born approximation which creates excitations and fluorescence in the target

medium. The elastic scattering of electrons is described by the scattering from a

static-field approximation of the charge distribution of the target atom,

provided the energy of the electrons is greater than a few hundred eV.

Bremsstrahlung emission arises from the electrostatic field of the atoms creating

braking radiation for fast electrons. In the following simulations, the energy

deposited into bins was recorded for any events which created fluorescence or

bremsstrahlung emission from the photoelectron interactions. Detailed analyses

of the photoelectron interactions were not performed as the focus of this work

was on the tracking of photons.

The PENELOPE Monte Carlo FORTRAN 90 coded [Salvat et al., 2011]

simulations were performed using the University of Leicester ALICE computing

cluster across an array of compute nodes. The array processing was used to
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perform simultaneous calculations across several CPUs within each compute

node. One hundred standard compute nodes were used for each job execution

with each standard compute node using Intel Xeon Ivy Bridge CPUs at

2.6 GHz, 64 GB RAM.
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3.3 Assessment of the convergence of the

simulations

3.3.1 Method

The duration of a Monte Carlo simulation is important to ensure the simulation

converges as discussed in section 2.6. This was required to ensure that the

probability distribution functions which describe the physics of the photon

interactions were sufficiently sampled. So prior to simulating the complete

SFOV systems, preliminary Monte Carlo experiments were performed to

provide guidelines for how long to run each simulation for the SFOV systems.

Consequently, four separate PENELOPE geometry files were created with

components of the CGC added in sequence as follows:

1. 8 mm x 8 mm x 600 µm thick monolithic CsI crystal

2. 3 mm thick tungsten enclosure

3. 0.5 mm diameter cylindrical pinhole tungsten collimator 6 mm thick

4. 8 mm x 8 mm x 5 µm thick silicon detector

and a schematic is shown in Figure 3.7. This model was built in a piece-wise

process to assess the effects of adding each additional component. The 120 µm

inner aluminium entrance window was removed from these Monte Carlo

simulations as its effect is to attenuate the incident photons; each individual

Monte Carlo experiment above would therefore be slowed by the same duration.

N.B. An aluminium entrance window creates fluorescence at 1.4 keV as shown

for example for the PIXS detector in Figure 3.11, for a 40 hours’ simulation of

the distribution of energy deposition within 5 µm silicon layer using a full

spectral cadmium-109 radionuclide. The amplitude of the aluminium

fluorescence is small so would not introduce a significant systematic error to the
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convergence simulations. The volume within the tungsten enclosure was

modelled with air.

A 140.5 keV photon source was sited 10 mm on-axis away from the

collimator surface with a divergence of 150 degrees from the entrance face. For

the initial simulation although these dimensions were arbitrarily selected, a

wide-beam source was used to ensure the photon flux irradiated the whole of

the simulated geometry; 140.5 keV represents the peak gamma emission for

technetium-99m.

The energy binning was set to 0.5 keV with the simulation producing an

output of the distribution of energy deposited within the 600 µm caesium iodide

crystal.

2. tungsten enclosure

1. zoomed monolithic
caesium iodide crystal

4. zoomed silicon detector

3. cylindrical pinhole
tungsten collimator

Figure 3.7: Schematic showing the modelled components of CGC added in a
piece-wise order

One hundred concurrent simulations were performed using each of the four

geometry files described above for 5 hours. This process was repeated for

10 hours, 20 hours, 30 hours, 40 hours, 60 hours, 80 hours and 100 hours.
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3.3.2 Results

Three Monte Carlo simulation metrics as described in section 2.6 were

calculated for the energy deposition accumulators for each of the simulations.

These metrics were the relative error ER, the figure of merit FOM and the

variance of variance V OV and are shown in Table 3.2 for each of the durations

simulated. Validation was confirmed from the convergence of the variation of

the variance (V OV ) parameter as recommended by [Pederson et al., 1997]

recalling that these metrics may be considered to be converged by assessing

each of their trends over time over the last half of the simulation.

Period 5 Hrs. 10 Hrs. 20 Hrs. 30 Hrs. 40 Hrs. 60 Hrs. 80 Hrs. 100 Hrs.

ER 0.00473 0.00216 0.00235 0.00191 0.00193 0.00152 0.00179 0.00149

FOM 8949.8 21384.94 9045.1 9133.9 6691.1 7254.6 3890.4 4453.4

V OV 0.0153 0.0070 0.0080 0.0063 0.0063 0.0049 0.0059 0.0050

Table 3.2: Convergence for one hundred concurrent Monte Carlo simulations for
the modelled CGC

3.3.3 Discussion

In Table 3.2 the relative error ER does not settle sufficiently well so should not be

used alone to assess whether the simulation has converged [Pederson et al., 1997].

Both the figure of merit, FOM and the variance of variance V OV parameter

show a large variation at 5 hours and 10 hours suggesting under-sampling of the

probability density functions describing the photon interactions. In Monte Carlo

simulations the probability density functions describing the photon interactions

must be appropriately sampled to ensure the simulation provides a true physical

account of the interaction parameter being measured.
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The energy binning was arbitrarily set to 0.5 keV for all the simulations

which is wide enough to ensure sufficient events have been collected in each bin.

Both the FOM and the V OV parameters for photon energy deposition events

collected gradually settle after 60 hours of simulation. For subsequent

simulations carried out in the following chapters, PENELOPE simulations were

empirically performed for an additional 20 hours for each of the component

added to the model in the path of the source photons, neglecting the volume of

intervening air within the enclosure. It should be noted that the random

number generator in PENELOPE guarantees that there is no recycling of a

random number within a period of 1018 [Salvat et al., 2011]. Using both the

FOM and the V OV parameters ensures that the probability density function

for the photon interactions have been adequately sampled by the distribution of

random numbers, within a reasonable simulation duration (as determined by

the available compute nodes on the ALICE cluster).
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3.4 Modelling of the PIXS detector

3.4.1 Method

Simulation using a mono-energetic 22 keV photon flux source

This section describes a Monte Carlo simulation of the distribution of energy

deposited within an event accumulator located within a silicon detector with an

impinging mono-energetic 22 keV photon flux source. The PENELOPE Monte

Carlo simulation does not include detector noise. The silicon detector simulated

here is representative of the PIXS detector as shown in Figure 3.1. This 22 keV

photon emission serves as an approximation of the principal cadmium-109 peak

(AgKα1). The energy deposition event accumulator was placed entirely within the

volume occupied by the 5 µm thick silicon detector with area 8 mm x 8 mm. The

conical photon source was sited 23 mm away from a 5 µm thick silicon detector;

these dimensions corresponds to a 0.05 radian semi-angle with full coverage of

the 5 µm silicon detector by the incident photon source as shown in Figure 3.9.

The narrow 0.05 radian cone semi-angle for this 22 keV photon source was used

to aid the efficiency of the simulation from a geometrical perspective i.e. to

allow the Monte Carlo simulation to track only those photons which are directed

towards the silicon. The geometry did not include a tungsten enclosure as any

scattered photons incident on it would be mostly absorbed. An 120 µm thick

foil of aluminium was placed over the external entrance window of the physical

PIXS detector (as it is sensitive to ambient optical photons); this aluminium

foil was included in the Monte Carlo simulation. Note that there is no internal

aluminium layer behind the entrance window in the PIXS detector. The external

120 µm thick foil of aluminium attenuates the transmission of source photons

into the PIXS chamber. The transmission versus energy for aluminium for source

photons at 22 keV is shown in Figure 3.8. The transmission of source photons at

22 keV through the 120 µm inner aluminium entrance window was 0.928, derived
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using Equation 2.24 with its mass absorption coefficient µAl= 2.3023 cm2g-1, its

density ρAl= 2.7 gcm-3 and thickness tAl= 120 µm.
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Figure 3.8: The transmission for aluminium with incident photons at 22 keV.
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Origin of radioactive conical source

10 mm

silicon detector

13 mm

aluminium layer

Figure 3.9: Schematic of the model to assess the distribution of energy deposited
within an event accumulator positioned within a 5 µm silicon layer using a 22 keV
mono-energetic conical source.

Within the Monte Carlo simulations, an event accumulator was set with

900 energy bins between an energy interval from 1 keV to 90 keV. Even though

only 22 keV photons were simulated in this section, the energy interval was

increased to 90 keV so as to allow this particular simulation to be compared

with the full spectral cadmium-109 radionuclide source described in the

following paragraph noting that there is a gamma photon emission at 88 keV.

One hundred concurrent simulations were performed over a duration of 40 hours

with each simulation generating a 22 keV source of photons. The simulation was

performed for 40 hours based on the guidelines established in section 3.3,

neglecting interactions with the intervening air. In the following graphs showing

the distribution of energy deposition, the statistical uncertainty in the ordinate

was ±1/
√
N for N events per energy bin, and that for the abscissa was

± 0.1 keV but not shown for clarity.
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Simulation using a full spectral cadmium-109 radionuclide

Following the methodology of the Monte Carlo simulation performed above, the

mono-energetic 22 keV photon flux source was replaced with a full spectral

cadmium-109 radionuclide and the simulation repeated. The spectrum was

derived from Chu et al. [1999], including the gamma photon emission at 88 keV

as shown in Table 3.3. In PENELOPE the photon energies and normalised line

intensities are created line-by-line for the photon source in order of increasing

energy.

X-rays from cadmium-109,
Energy (keV) Line Intensity (%) Assignment

2.634 0.18 (3) Ag Ll

2.978 0.50 (8) Ag Lα2

2.984 4.5 (7) Ag Lα1

3.151 2.62 (6) Ag Lβ3

3.348 0.58 (9) Ag Lβ2

3.520 0.28 (4) Ag Lg1

21.990 29.5 (11) Ag Kα2

22.163 55.7 (20) Ag Kα1

24.912 4.76 (17) Ag Kβ3

24.943 9.2 (3) Ag Kβ1

25.455 2.30 (8) Ag Kβ2

25.511 0.487 (24) Ag Kβ4

Gamma from cadmium-109,
Energy (keV)

88.04 3.61 (0.36) Gamma

Table 3.3: Principal X-ray and gamma emission peaks cadmium-109 from
[Chu et al., 1999]
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3.4.2 Results

Simulation using a mono-energetic 22 keV photon flux source

Using a mono-energetic 22 keV photon flux source the distribution of energy

deposited within the event accumulator in the 5 µm silicon layer is shown in

Figure 3.10. Of the 4.6 x 109 simulated primary photons, (1.057 ± 0.0001) x 109

were accumulated at 22 keV. The small peak has amplitude (3.448 ± 0.002) x 106

at 20.3 ± 0.1 keV is denoted by Siep. The energy of the SiKα1 is 1.740 keV and

SiKα2 is 1.739 keV with probabilities 0.646 and 0.325. The energy of the SiKβ1,2

is 1.8360 keV, noting that the probability for a Si Kβ event is low, (0.019 for a

Si Kβ3 and 0.01 for a Si Kβ1 event) [Sanchez del Rio et al., 2003]. The ratio of

the small to large peak is 0.003 ± 0.001.
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Figure 3.10: 40 hours’ simulation of the distribution of energy deposition within
an event accumulator in the 5 µm silicon layer using a 22 keV mono-energetic
source. The number of simulated primary photon histories was 4.6 x 109. Siep is
a silicon escape peak.

The Siep peak at 20.3 ± 0.1 keV occurs because the incident photons produce

fluorescence in silicon (mostly K shell), and a proportion of the silicon K X-rays

can escape from the silicon detector. The energy deposition accumulator resides

within the volume of the silicon detector and when a escape event occurs, the

accumulator records an event equivalent to a photon with energy given by the

difference between the incident primary photon energy and the silicon Kα

fluorescence photon. Using PENELOPE the photoabsorption mean free path

was derived to be to 12 µm for a silicon Kα fluorescence photon at

1.74 keV. This proportion would however be determined by the origin of the
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escape peak within the silicon crystal and its range within the volume occupied

by the accumulator. The spectral response below the Siep peak is discussed in

the following section.

The intensity ratio k of the areas under the events collected in the energy bin

for Siep compared to that for incident photon peak has been estimated by [Reed

and Ware, 1972] using Equation 3.3

k =
0.035ε

1− 0.035ε
(3.3)

where ε is the fraction of silicon K X-rays that escape from a silicon detector.

The factor 0.035 is determined from the product of two proportions:

• the proportion of K shell ionizations (= 0.92) [Heinrich, 1966],

• and the proportion of these which produce K shell fluorescence so yielding

silicon K X-rays (= 0.038) [Fink et al., 1996].

Fioratti and Piermattei [1971] derived ε for incident photons impinging at an

angle θ subtended from the crystal axis as Equation 3.4

ε = 0.035

[
(1− cos θ)

(σSi
σi

)
ln

(
1 +

σi
σSi cos θ

)]
(3.4)

where σSi and σi are the photoelectric cross-sections of the X-ray fluorescence

photon and the incident photon respectively. This analytical derivation for the

finite width detector above makes not distinction between either Kα1 or Kα2

silicon escape photons. For a finite width silicon detector of dimensions 5 µm

thick with cross-section 8 mm x 8 mm and 23 mm away from the point source

cos θ in Cartesian coordinates is given by Equation 3.5
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cos θ =
z√

x2 + y2 + z2
(3.5)

Using Equation 3.4 with σi= 1.4193 x 10−22 cm2 and σSi= 1.6657 x 10−20 cm2

and Equation 3.5 with cos θ = 0.897, ε was calculated to be = 0.114. The values

for σSi and σi which are the photoelectric cross-sections of the X-ray fluorescence

photon and the incident photon respectively, were derived using PENELOPE.

The ratio k can be calculated from Equation 3.3 as 0.004. In a real detector

electronic noise would broaden the line widths and the escape peak is always

narrower than the parent peak, [Reed and Ware, 1972].

In the Monte Carlo simulation which does not include detector noise, the

relative heights of the Siep peak to the 22 keV peak was 0.003 ± 0.001. Table 3.4

shows a summary of these findings for the peak ratios which shows the Monte

Carlo estimate of peak ratio ε is a good fit to the analytical one. A literature

search at the time of writing did not reveal any comparative experiment to

measure the peak ratio ε for a parent photon of incident energy 22 keV.

However, an experiment could be performed to measure the peak ratio ε using a

multichannel pulse height analyser and a mono-energetic source of photons from

a synchrotron. The Monte Carlo model also takes account of the photon mass

attenuation coefficients for silicon as a function of energy as shown in Figure 2.2.

peak ratio ε

Monte Carlo Simulation 0.003 ± 0.001

Finite width detector 0.004

Table 3.4: Comparison of the peak ratios ε
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Simulation using a full spectral cadmium-109 radionuclide

In Figure 3.11 the results from the energy deposition event accumulator within the

5 µm silicon layer is shown for the full spectrum of the cadmium-109 radionuclide.

The spectrum was derived from Chu et al. [1999] as shown in Table 3.3. This

figure shows a large peak at 3.05 ± 0.1 keV and relatively much smaller peaks

at 2.6 ± 0.1 keV, 3.3 ± 0.1 keV and 3.5 ± 0.2 keV due to Ag L X-rays. Aside

from the photoelectric cross-section, the relative heights of the Ag L X-rays and

the Ag K X-rays can be determined by the line intensities and branching ratios

using a reference database [Chu et al., 1999]. The relative line intensities of the

Ag Kα,β peaks are evaluated further in Figure 3.12. There are also small peaks

due to aluminium Kα,β approximately between 1.4 keV to 1.5 keV.
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Figure 3.11: 40 hours’ simulation of the distribution of energy deposition within
an event accumulator in the 5 µm silicon layer using a full spectral cadmium-109
radionuclide. The two sets of adjacent AgKα and AgKβ peaks are close together
as shown are in order of increasing energy. The number of simulated primary
photon histories was 5.2 x 109.
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Figure 3.12: 40 hours’ simulation of the distribution of energy deposition within
an event accumulator in the 5 µm silicon layer using a full spectral cadmium-109
radionuclide for the portion of the principal Ag Kα,β peaks within the energy
range 5 keV to 30 keV. The two sets of adjacent AgKα and AgKβ peaks are close
together as shown are in order of increasing energy. The number of simulated
primary photon histories was 5.2 x 109. Siep are the silicon escape peaks from the
Ag Kα peaks.

In the recorded response for the 5 µm silicon layer as shown in Figure 3.12,

one sees small adjacent peaks at 20.2 ± 0.1 keV and 20.3 ± 0.1 keV. The ratio

of the 20.2 ± 0.1 keV and 20.3 ± 0.1 keV peak to their respective Ag Kβ peak

Ag Kα peak is expected as fluorescence from each parent peak can cause escape

events. In each case the accumulator records an event equivalent to a photon

with energy given by the difference between the parent photon energy and the

respective silicon Kα Kβ fluorescence photons.
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3.4.3 Discussion

Energy Bin widths

In PENELOPE there is a limit on the number of energy bins which can be

assigned for a chosen incident photon energy range. The binning of the energy

was arbitrarily chosen for all subsequent simulations for a cadmium-109 source

using a bin width of 0.1 keV with energy range up to 90 keV, and for a technetium-

99m source using a bin width of 0.5 keV with energy range up to 200 keV. The

recorded events Di in bin i is given by Equation 3.6

Di ∝ SjVj∆t (3.6)

where the source flux of photons is Sj, the volume of the accumulator Vj and

∆t is the duration of the recording. If one reduced the width of the energy bin

then this would imply either increasing the duration of the recording or increasing

the effective volume of the accumulator; both of these would reduce the variance

in the events for each energy bin.
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Simulation using the full spectral cadmium-109 radionuclide

For a simulation using 5.2 x 109 primary photon histories there is a large peak at

3.05 ± 0.1 keV as shown in Figure 3.11. The response of silicon can be considered

in the context of its partial mass attenuation coefficients as shown in Figure 2.2

noting the silicon K edge at 1.84 keV, with the dominant interaction at energies

less than 70 keV within silicon being photoabsorption.

The large peak at 3.05 ± 0.1 keV and smaller adjacent peaks (within

approximately ± 0.5 keV) arise because the probability is greater for

photoabsorption for lower incident energies from the Ag L series X-rays relative

to the higher incident energies from the Ag K series X-rays. The Monte Carlo

simulation however does not include detector noise, which would mask the

aluminium fluorescence, and would also mask the silicon escape peaks.
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3.5 Modelling of the Compact Gamma Camera

3.5.1 Method

Estimate of detector efficiency as a function of energy deposited

One recalls from section 3.2 that measurement B is used to determine the

energy deposition of photons within a specified volume bounded by the detector

cross-section as shown in Figure 3.6. The detection efficiency as a function of

energy deposited is ratio of events recorded by measurement B to the incident

primary photons. In the case of the Compact Gamma Camera, this is the

proportion of the emitted photon flux which is directed towards the silicon

detector with an intervening caesium iodide crystal in the absence of

scintillation photons. In this section the detector efficiency as a function of

energy deposited within the accumulator occupying the volume of the silicon

detector is calculated using Monte Carlo simulation.

A schematic of the Compact Gamma Camera used in this simulation is

shown in Figure 3.2. The CGC comprised of a 3 mm thick tungsten outer

enclosure with a 0.5 mm diameter cylindrical pinhole tungsten collimator 6 mm

thick. Internally, the CGC was modelled with a 120 µm inner aluminium

entrance window, a 1500 µm caesium iodide monolithic crystal and a 5 µm

thick silicon detector. A 1500 µm thick caesium iodide monolithic crystal was

modelled as an approximation to a close-packed (85%) columnar crystal

[Hamamatsu-Photonics, 2019]. The area of the 5 µm silicon detector and the

1500 µm thick caesium iodide monolithic crystal were both 8 mm2.

The geometrical arrangement for this simulation is shown in Figure 3.13 where

a 140.5 keV conical photon source was positioned centrally on-axis 10 mm away

from the entrance face of the tungsten collimator; 140.5 keV is the photopeak

energy of technetium-99m [Chu et al., 1999]. The silicon detector was about

23 mm away from the source. The 0.5 mm diameter cylindrical pinhole tungsten
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collimator 6 mm thick subtends a semi-angle of 0.025 radians.

A narrow conical beam of 0.05 radians for 140.5 keV photon source was used

as a variance reduction technique to optimise the simulations. This conical beam

just covers the outward facing hole of the tungsten collimator. If a much wider

beam source of photons was used, any scattered photons would be absorbed by

the tungsten enclosure and reduce the efficiency for the Monte Carlo simulation.

Variance reduction techniques are designed to improve the statistics of the Monte

Carlo simulation and are described in detail by [Salvat et al., 2011].

One hundred concurrent simulations were performed for 60 hours following

the guidelines established in section 3.3. The energy binning was arbitrarily set

to 0.5 keV for all the simulations which is wide enough to ensure sufficient events

have been collected in each bin, and complies with the maximum number of bins

available within PENELOPE.

origin of radioactive conical source

10 mm

section of 6 mm thick tungsten collimator
showing 0.5 mm ∅ cylindrical pin-hole

aluminium layer

7.125 mm caesium iodide scintillator

silicon detector

Figure 3.13: Schematic of the CGC model to assess the distribution of energy
deposited within an event accumulator positioned within a 5 µm silicon layer
using a 140.5 keV mono-energetic conical source and intervening 1500 µm thick
caesium iodide monolithic crystal .
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3.5.2 Results

The PENELOPE Monte Carlo code simulated 3.2 x 108 primary photons and

directly produced its simulation results including the detector efficiency as a

function of energy deposited within the 5 µm thick silicon detector. This value

ESi was computed to be (2.23 ± 0.06) x 10−3. From the same simulation, the

detector efficiency as a function of energy deposited within the cross-section of

the 1500 µm thick caesium iodide monolithic crystal ECsI was

(4.165 ± 0.004) x 10−1. This latter value takes into account the transmission of

source photons through the 120 µm inner aluminium entrance window as

0.9998, derived using Equation 2.24 with its mass absorption coefficient

µAl= 6.1575 x 10−3 cm2g-1, its density ρAl= 2.7 gcm-3 and thickness

tAl= 120 µm.

This estimate of the detector efficiency as a function of energy deposited for

photons within the 5 µm thick silicon detector was determined for a 140.5 keV

photon conical source. As mentioned the 0.5 mm diameter cylindrical pinhole

tungsten collimator 6 mm thick subtends a semi-angle of 0.025 radians. Thus

the solid angle ψ subtended by the cone with apex of α = 0.025 radians is given

by Equation 2.23 as 0.76 steradians. So the detector efficiency as a function of

energy deposited for photons within the 5 µm silicon detector for a point source

was derived to be (1.69 ± 0.05) x 10−3.
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3.5.3 Discussion

In the Monte Carlo simulation with a 140.5 keV source, the detector efficiency as

a function of energy deposited for photons within the 5 µm thick silicon detector

for a point source was derived to be 0.17%. This is consistent with the physical

interpretation that most of the gamma photons at 140.5 keV pass through the

5 µm silicon detector. The detector efficiency as a function of energy deposited

within the 1500 µm thick caesium iodide monolithic crystal ECsI for a point source

was 31.65% and is used to generate scintillation photons, discussed in detail in

chapter 6. While using a thicker caesium iodide monolithic crystal might be

considered beneficial for stopping incoming source photons, it also has a side

effect of increasing Compton scatter which degrades the clinical image. This

increase of Compton scatter with increasing thickness of crystal is demonstrated

in the following chapter.

From geometric considerations [Lees et al., 2011] showed that using a point

source at 25 mm on axis with incident 140.5 keV gamma photons and a 0.5 mm

diameter pinhole tungsten collimator 6 mm thick with an acceptance angle of

60 degrees, the estimate for detector efficiency for fluence was 4.5 x 10−5. The

estimate provided by [Lees et al., 2011] of 4.5 x 10−5 included septal penetration

by gamma photons using a more detailed analytical calculation [Metzler et al.,

2001].

However, in this Monte Carlo simulation with a 140.5 keV source, the

detector efficiency as a function of energy deposited within the 5 µm thick

silicon detector, as opposed to fluence across the cross-section of the 5 µm

silicon detector, for a point source was modelled with a cylindrical pinhole

whereas the actual mechanical design of the collimator hole is tapered with a

larger acceptance angle. Nonetheless, this should be considered for future work.
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3.6 Conclusions

Two models of SFOV systems were simulated - one describing a bare silicon

detector called the Portable Imaging X-ray Spectrometer detector which was

used to assess the spectral response for both mono-energetic 22 keV photons and

the full spectral cadmium-109 source; and the second describing the simulation

of the Compact Gamma Camera.

For the simulation of the PIXS detector both the mono-energetic 22 keV

photon source and the full spectral cadmium-109 source Monte Carlo simulations

demonstrated the presence of Ag Kα and Ag Kβ peaks consistent with the line

intensities for the referenced database [Chu et al., 1999].

With an incident photon source at 22 keV, an analytical derivation of the

silicon K X-rays that escape from a finite 8 mm x 8 mm by 5 µm thick silicon

detector, assuming that the width of the silicon escape peak and the incident

parent peak are both 0.1 keV, the ratio of peak heights was determined to be

0.004. In the corresponding Monte Carlo simulation the relative heights of the

Siep peak to the 22 keV peak was 0.003 ± 0.001 which was in good agreement. The

Fano-limited Monte Carlo simulation however does not include readout noise due

to incomplete charge collection and detector noise found in a real silicon detector

(see section 2.3.3), which would mask the silicon escape peaks discussed further

in chapter 5.

Lastly, the Monte Carlo simulation of the detector efficiency as a function of

energy deposited for photons within the 5 µm thick silicon detector for a point

source was derived to be 0.17%, consistent with the physical interpretation that

the majority of gamma photons pass through the silicon. The detector efficiency

as a function of energy deposited included photoabsorption and Compton

scattering interactions which have not been previously modelled.
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Chapter 4

The tracking of gamma and X-ray

photons through a caesium iodide

crystal to a silicon detector.

4.1 Introduction

In the chapter 3 Monte Carlo modelling was used to determine the distribution

of energy deposited within a target silicon detector firstly using incident gamma

photons with energy of 22 keV, and then using the full emission spectrum of

cadmium-109 as the source. In this current chapter several PENELOPE Monte

Carlo simulations were utilised to investigate individual materials used within

the Compact Gamma Camera as incident photons were directed towards them.

By selecting each target material, the energy deposited or the fluence from the

material could be determined respectively using either energy deposition or

fluence accumulators. These types of accumulators as described in section 3.2 in

the previous chapter. Specifically, the PENELOPE Monte Carlo simulations

were used to show the energy deposited within the caesium iodide crystal, the

distribution of photon fluence from caesium iodide crystal and the distribution

78



of energy deposited within a silicon detector.

The first part of this chapter considers a simulation with gamma photons

of energy 140.5 keV incident upon a target monolithic caesium iodide crystal,

8 mm x 8 mm x 600 µm thick1. An energy deposition accumulator was positioned

within the volume occupied by the caesium iodide crystal, and used to measure

the energy deposited by photons in the crystal. These results were used for

spectral verification of the Monte Carlo simulation by corroborating with available

reference data, [Chu et al., 1999]. The energy deposited within the caesium iodide

crystal creates scintillation photons which are discussed in chapter 6 using the

GEANT4 Monte Carlo code.

In the second simulation a accumulator was positioned at the egress from the

monolithic crystal and was used to determine the distribution of photon fluence

from 600 µm thick caesium iodide. As mentioned in the previous chapter, the

average fluence of photons across the detector cross-section and recorded within

the volume of the fluence accumulator is given by a measurement of the total

number of photons per unit area which contribute when their trajectory intersects

this volume during the time of the simulation.

It was also interesting to assess the effects on the energy distribution for

photon fluence with increasing thickness of the caesium iodide crystal. Thus,

starting with the 600 µm crystal, the effects of increasing thickness were

ascertained using selected thicknesses of 1500 µm and 8000 µm. The

effectiveness of stopping incident gamma photons depends on both the density

and thickness of the scintillator. A traditional LFOV gamma camera utilises a

sodium iodide scintillator of between one quarter inch to about one third inch

thickness for incident photons of energy 140.5 keV (which is the photopeak

energy of technetium-99m). The upper limit for modelling was therefore
1As mentioned this CGC model initially consisted of a columnar caesium iodide crystal of

600 µm and then later replaced with 1500 µm thickness as these were commercially available
at the time of the construction of the gamma camera [Hamamatsu, 2016].
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arbitrarily chosen to be 8000 µm.

Finally, in order to assess the distribution of energy deposited within a

silicon detector of area 8 mm x 8 mm and 5 µm thick, an event accumulator

was positioned such that it occupied the whole volume of this silicon detector.

It should be noted that the PENELOPE Monte Carlo code [Salvat et al.,

2011] does not include detector noise nor does it incorporate modelling of

scintillation photons. In the following graphs showing the distribution of energy

deposition, the statistical uncertainty in the ordinate was respectively ±1/
√
N

for N events per energy bin (for the energy deposition accumulator) or fluence

per energy bin (for the fluence accumulator); the statistical uncertainty for the

abscissa was ± 0.5 keV but both sets of error bars were not shown for clarity. In

these simulations incident photons of energy 140.5 keV were used. We recall

that within PENELOPE the number of energy bins is limited to 400 for

incident low energy photons up to 200 keV, i.e. the bin width is 0.5 keV.

80



4.2 Modelling of the Energy Deposition within a

monolithic caesium iodide crystal

4.2.1 Method

Energy Deposition within caesium iodide

A Monte Carlo model was created with an 8 mm x 8 mm monolithic caesium

iodide crystal of thickness 600 µm positioned at 10 cm away from a 140.5 keV

mono-energetic conical photon source with a 5 degree semi-angle and centrally

directed orthogonal to the plane of the target crystal. These dimensions were

arbitrarily selected so as to ensure a wide-beam photon flux irradiated the

whole of the target caesium iodide crystal. A schematic of this set-up is shown

in Figure 4.1. The 140.5 keV mono-energetic photon source corresponds to the

principal gamma emission energy for technetium-99m, which is the most

commonly used radionuclide in nuclear medicine. No enclosure was included in

this simulation as the aim was to determine the distribution energy deposition

events within the caesium iodide crystal.

origin of a
conical photon source

10 cm

8 mm x 8 mm x 600 µm
caesium iodide

Figure 4.1: Schematic to assess the energy deposited within
8 mm x 8 mm x 600 µm caesium iodide crystal using a 140.5 keV mono-
energetic conical photon source.
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The Monte Carlo simulation was performed for 40 hours, following the

simulation convergence guidelines established in section 3.3. In Monte Carlo

simulations the probability density functions describing the photon interactions

must be appropriately sampled to ensure the simulation provides a true physical

account of the interaction parameter being measured. The energy binning was

set to 0.5 keV with the simulation producing an output of the distribution of

energy deposited within the 600 µm caesium iodide crystal. The Monte Carlo

simulation was then repeated replacing the 600 µm thick caesium iodide crystal

with the selected thickness of 1500 µm and then 8000 µm. For brevity the

distribution of energy deposited within the caesium iodide are only shown for

the 600 µm thick crystal since the energy spectra were found to be similar when

using either 1500 µm or 8000 µm thick caesium iodide crystals.

4.2.2 Results

Distribution of the energy deposition within 600 µm caesium iodide

The energy deposition spectrum within the monolithic 600 µm caesium iodide

crystal for a 40 hours’ simulation period is shown in Figure 4.2.
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Figure 4.2: 40 hours’ simulation of the distribution of energy deposition
within an event accumulator in the 600 µm caesium iodide using a 140.5 keV
mono-energetic photon source. The number of simulated primary photon histories
was 1.4 x 108. caesium and iodine principal Kα, Kβ escape peaks are also shown
with subscript ep.

The peaks in the simulated energy deposition spectrum were obtained by a

energy deposition event accumulator sited within the volume occupied by the

caesium iodide crystal and which subtended a 5 degree semi-angle from the

position of the conical photon source. This distribution of the energy deposited

demonstrates a very large photopeak at 140.0 ± 0.5 keV of amplitude (1.150 ±

0.006) x 108 events per energy bin (1/keV). The simulated number of primary

photons was 1.4 x 108.
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To aid the discussion the response of monolithic caesium iodide can be

considered in the context of its partial mass attenuation coefficients as shown in

Figure 4.3 with the dominant interaction at energies less than 200 keV being

photoabsorption with µi the partial mass attenuation coefficients and the target

density ρ= 4.51 gcm-3.
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Figure 4.3: Partial photon mass attenuation coefficients µi with i=
Photoabsorption, Compton scattering or Rayleigh scattering and ρ the target
density for caesium iodide up to 200 keV generated using PENELOPE

The ratio of the measured photopeak amplitude to the total number of

simulated primary photons was 0.82 for the 600 µm caesium iodide crystal.

Using PENELOPE, the partial mass attenuation coefficients for caesium iodide

were generated for source photons at 140.5 keV, as shown in Table 4.1.
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Partial photon mass attenuation coefficients
for CsI/ cm2g-1

Photoabsorption 6.8956 x 10−1

Compton scattering 1.0405 x 10−1

Rayleigh scattering 5.961 x 10−2

Table 4.1: Partial photon mass attenuation coefficients for photoabsorption,
Rayleigh scattering and Compton scattering for caesium iodide for impinging
photons at 140.5 keV generated using PENELOPE.

From these partial mass attenuation coefficients the expected analytical

proportion of photopeak events to the sum of photoabsorption, Compton and

Rayleigh events was estimated to be 0.81 which was consistent with the

simulated photopeak amplitude. Note the photopeak events accumulated within

the energy deposition accumulator includes those from photoabsorption, and

there will be a very small proportion of events accumulated from Rayleigh

elastically scattered photons near the inner surface of the crystal back into the

volume occupied by the accumulator.

The escape peaks in the energy deposition events spectrum were analysed for

the energy interval between 1 keV and 140 keV excluding the photopeak as shown

in Figure 4.4 and these modelled peaks were tabulated in Table 4.2 in comparison

with reference data, [Chu et al., 1999, Sanchez del Rio et al., 2003]. The caesium

and iodine principal Kα, Kβ escape peaks are shown with subscript ep. The region

below 100 keV labelled as I + II was examined further in Figure 4.5.
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Figure 4.4: 40 hours’ simulation of the distribution of energy deposition within an
event accumulator in the 600 µm caesium iodide using a 140.5 keV mono-energetic
photon source within the energy range 1 keV to 140 keV. The photopeak has been
removed for clarity. The caesium and iodine principal Kα, Kβ escape peaks are
shown with subscript ep. The region below 100 keV is labelled as Region I + II
for descriptive purposes.
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caesium and iodine
escape peaks

Model /
keV

± 0.5 keV

Reference/
keV

Model:
relative
escape
peak

intensities
±0.05

(arbritary
units)

Reference:
relative
escape
peak

intensities

caesium Kα1ep 109.5 109.5 0.47 0.524

caesium Kα2ep 109.5 109.9 * 0.283

caesium Kβ1ep 105.5 105.5 0.05 0.102

caesium Kβ3ep 105.5 105.6 0.01 0.052

iodine Kα1ep 112.0 111.9 0.25 0.526

iodine Kα2ep 112.0 112.2 0.13 0.283

iodine Kβ1ep 109.0 108.2 0.09 0.101

iodine Kβ3ep 109.0 108.3 0.02 0.052

* unresolved

Table 4.2: Measured peaks in the distribution of energy deposition within an
event accumulator in the 600 µm caesium iodide using a 140.5 keV mono-energetic
photon source. The caesium and iodine principal Kα, Kβ escape peaks are shown
with subscript ep. The relative escape peak intensities were ascribed to the
modelled ratios of: caesium Kα1 and Kα2, caesium Kβ1 and Kβ3, iodine Kα1

and Kα2, iodine Kβ1 and Kβ3. These ratios were compared to the referenced
databases, [Chu et al., 1999, Sanchez del Rio et al., 2003].
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It is interesting to focus on the distribution of energy deposition within the

event accumulator recording up to an arbitrary threshold of 3.0 x 105 events per

energy bin for the 600 µm thick caesium iodide crystal within the energy range

1 keV to 140 keV. This is shown in Figure 4.5 where the amplitudes in this plot

are very small relative to the photopeak and has been arbitrarily segmented in

regions I to III for descriptive purposes. For clarity the photopeak together with

the caesium and iodine principal Kα, Kβ escape peaks (apart from the caesium

Kβ4ep) have also been removed for clarity. Since the energy deposition

accumulator was positioned wholly within the volume occupied by the caesium

iodide crystal, it accumulates the energy deposited by photons which undergo

photoabsorption, Compton scatter, and from fluorescence in the crystal. This is

discussed in detail in the following section bearing in mind the plot of partial

photon mass attenuation coefficients for caesium iodide up to 200 keV as shown

in Figure 4.3. At low energies the partial photon mass attenuation coefficients

for photoabsorption and Rayleigh scattering is larger than at higher photon

energies within this photon energy interval.
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Figure 4.5: 40 hours’ simulation of the distribution of energy deposition up to
an arbitrary threshold of 3.0 x 105 events per energy bin within 600 µm thick
caesium iodide crystal within the energy range 1 keV to 140 keV using a 140.5 keV
mono-energetic photon source. The plot has been artificially segmented into three
regions and labelled Region I, II and III for descriptive purposes. The photopeak
together with the caesium and iodine principal Kα, Kβ escape peaks (apart from
the caesium Kβ4ep) have been removed for clarity. Both caesium and iodine Lβ1,
and caesium Kβ4 escape peaks are shown with subscript ep.
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4.2.3 Discussion

Distribution of the energy deposited within 600 µm caesium iodide

The ratio of the measured photopeak amplitude to the total number of simulated

primary photons in Figure 4.2 was in good agreement with expected analytical

proportion of photopeak events to the sum of photoabsorption, Compton and

Rayleigh events.

In Figure 4.4 Kα and Kβ escape peaks were observed from both caesium and

iodine atoms which shows the energy interval up to 140 keV excluding the large

photopeak. For photoabsorption events, when the photoelectron is in the K, L

or M shells, the simulation proceeds with the excited atom relaxing to its

ground state by emitting characteristic X-rays and Auger electrons. If these

caesium and iodine fluorescence X-rays occur adjacent to the initial

photoabsorption then they are recorded within the total photopeak energy.

However if these fluorescence X-rays escape from the caesium iodide crystal, the

energy distribution spectrum shows escape peaks as given by the difference

between the energy of the source photon which are directed towards the crystal

and the energy of the caesium or iodine Kα and Kβ fluorescence. As shown in

Table 4.2 the caesium and iodine principal Kα, Kβ escape peak energies

corroborated with two referenced databases, [Chu et al., 1999, Sanchez del Rio

et al., 2003].
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The relative escape peak intensities were ascribed to the modelled ratios of:

caesium Kα1 and Kα2, caesium Kβ1 and Kβ3, iodine Kα1 and Kα2, iodine Kβ1 and

Kβ3 as shown in Table 4.2. The intensity of these Kα and Kβ escape peaks from

caesium and iodine was found to be about half those in the referenced database.

This can be considered in the context of the probability distribution function p(s)

of the path length s of the photon from its source position within the caesium

iodide crystal as given by Equation 4.1 where λ−1 is the interaction probability per

unit length. If a Kα or Kβ fluorescence photon with path length s is sufficiently

close to the crystal surface and does not undergo any further interaction, it can

escape from the crystal.

p(s) = λ−1exp(−s/λ) (4.1)

Table 4.3 shows the calculated mean free path λ within caesium iodide for

the Kα and Kβ fluorescence photons from caesium and iodine. These values for

λ were derived using PENELOPE. The modelled escape peak intensities may

not record some of these Kα and Kβ fluorescence photons if the source event

originated close to the boundary of the accumulator i.e. less than its mean free

path λ .
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caesium
and iodine
fluorescence

peaks

Reference/
keV

λ / mm

caesium

Kα1ep 30.973 0.2968

Kα2ep 30.625 0.2875

Kβ1ep 34.987 0.1248

Kβ3ep 34.920 0.1241

iodine

Kα1ep 28.612 0.2374

Kα2ep 28.318 0.2306

Kβ1ep 32.295 0.3340

Kβ3ep 32.240 0.3324

Table 4.3: The mean free path λ of photons within caesium iodide for the Kα

and Kβ fluorescence from caesium and iodine.

The distribution of energy deposition within an event accumulator recorded

up to an arbitrary threshold of 3.0 x 105 events per energy bin is shown in Figure

4.5. In region I there is a sharp decrease between 5 keV and approximately 30 keV

indicative of the dominant photoabsorption interaction within this energy interval

as corroborated in Figure 4.3. In addition both the iodine and caesium Cs L3L2

edges are seen at approximately 5 keV.

In region II there is Compton continuum which occurs where the incident

photons only deposit part of their energy within the crystal and there is a

Compton edge at approximately 55 keV. The Compton continuum is truncated

by the iodine and caesium Cs L3L2 edges are seen at approximately 5 keV, and

the iodine and caesium K edges at 33.2 keV and 35.9 keV respectively. The

Compton edge itself is not sharply truncated as the target electrons have a
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momentum distribution, and the Compton scatter model allows for transitions

for bound electrons where the energy difference between the incident and

scattered photons is greater than the ionisation energy of the active shell. Very

small double escape Kα, Kβ peaks are seen superimposed on the Compton

valley at approximately 80 keV.

In region III the large caesium and iodine principal Kα, Kβ escape peaks have

been removed for clarity relative to the caesium Kβ4ep which is shown. The

truncated tail (from the other large escape peaks) in this region also has a small

unresolved caesium and iodine escape Lβ1 peak. These modelled features in

regions I, II and III as demonstrated in Figure 4.5 would be masked by system

noise in both LFOV and SFOV gamma camera systems.
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4.3 Modelling of the photon fluence from caesium

iodide

4.3.1 Method

Assessment of photon fluence from caesium iodide

In this Monte Carlo simulation to assess the photon fluence from the egress face

of the monolithic caesium iodide crystal, the source to target arrangement shown

in Figure 4.1 was used with the 140.5 keV mono-energetic conical photon source

directed towards and perpendicular to the plane of the 8 mm x 8 mm x 600 µm

caesium iodide crystal. A fluence accumulator of area 8 mm x 8 mm with thickness

600 µm was positioned at the egress from the monolithic crystal (no gap). The

thickness of the fluence accumulator was sufficiently larger than the mean free

path λ to accumulate any fluorescence X-rays as shown in Table 4.3. The fluence

was measured within this accumulator such that it subtended a 5 degree semi-

angle about 10 cm away from the conical photon source. If the volume of the

fluence accumulator is too small then the simulation is inefficient because there

would be too few events recorded. Scintillation photons were not included in the

assessment of the photon fluence from the caesium iodide crystal.

4.3.2 Results

Distribution of photon fluence from 600 µm caesium iodide

The distribution of photon fluence within a measurement accumulator

positioned at the egress face of the 600 µm caesium iodide crystal is shown in

Figure 4.6. This spectrum is the energy distribution of photons that entered the

virtual measurement accumulator from the caesium iodide crystal. The duration

of the simulation was 40 hours as per guidelines discussed in section 3.3.
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Figure 4.6: 40 hours’ simulation of the distribution of photon
fluence within a measurement accumulator from the 600 µm
caesium iodide using a 140.5 keV mono-energetic photon
source. The number of simulated primary photon histories was
3.62 x 108. The position of the caesium and iodine principal Kα1Kα2

peaks are shown.

There is a large peak of amplitude (3.30 ± 0.05) x 108 at 140.5 keV which

corresponds to the energy of the source photons which are transmitted through

the caesium iodide and Rayleigh scattered photons directed towards the

accumulator. The virtual accumulator does not affect the tracking but the

energy distribution of the photon fluence is averaged over the volume of the

accumulator.

PENELOPE also directly outputs its numerical results as Table 4.4 for the

transmitted, backscattered and absorbed photons within caesium iodide relative
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to the direction of the source photons. The transmitted photons are those which

do not interact within the caesium iodide crystal. The absorbed photons are

those which are photoabsorbed within caesium iodide, giving rise to fluorescence

photons. The backscattered photons within caesium iodide relative to the

direction of the source photons arise from Rayleigh scattered photons and

Compton scattered photons. As Rayleigh scattered photons will be emitted over

4π, those forward scattered will contribute to the fluence accumulated at

140.5 keV.

Source photons Transmitted
photons*

Backscattered
photons*

Absorbed
photons

3.62 x 108 2.92 x 108 5.03 x 106 6.56 x 107

Fraction 8.19 x 10−1

± 8.1 x 10−5

2.56 x 10−2

± 3.5 x 10−5

1.81 x 10−1

± 6.1 x 10−5

Table 4.4: PENELOPE simulation results showing transmitted, backscattered
and absorbed photons * relative to the direction of the source photons through
600 µm thick caesium iodide crystal. The simulated number of primary photons
was 3.62 x 108.

Figure 4.7 shows the distribution of photon fluence for the energy interval

between 1 keV and 140 keV, with the 140.5 keV photon peak excluded to assist

the identification of the caesium and iodine principal Kα, Kβ peaks; separate

simulations of just atomic caesium and atomic iodine were used to confirm the

identification of the spectral peaks in the energy spectrum. There are very small

peaks of caesium fluorescence at about 5 keV corresponding to Lα1 and Lβ1. In

order to simplify the Monte Carlo simulations they were only performed using

pure caesium iodide.
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It is important to note that trace amounts of thallium-81 are used to dope

the halide lattice with scintillation emission occurring from these sites [Blasse,

1994]. This omission of trace thallium-81 doping in these radiation transport

simulations as a first order approximation does not affect the modelled spectrum

of the caesium iodide crystal since the weighted proportion of thallium-81 of order

10−28 gcm-3 has a negligible impact.

As the fluence accumulator has a finite area 8 mm x 8 mm with thickness

600 µm and subtends a 5 degree semi-angle, about 10 cm away from the conical

photon source, any photons which are Compton scattered from within the caesium

iodide crystal towards the fluence accumulator will be recorded. Figure 4.7 also

shows fluence from Compton scattered photons originating from partial energy

loss in the caesium iodide crystal. These Compton scattered photons have energy

Eγ given by Equation 2.2 from section 2.1. As mentioned in chapter 2, the Klein-

Nishina angular distribution of Compton scattered photons would be similar to

Figure 2.1 which is shown for impinging photons of 150 keV. In this simulation any

incident photons (with energy 140.5 keV) which are Compton scattered will have

an angular distribution which peaks at θ= 0 radians and a smaller back-scatter

peak at θ= π radians. Bearing in mind the position of the fluence accumulator at

the egress face of the caesium iodide crystal, the Compton scatter in Figure 4.7

shows only forward-scattered Compton photons relative to the direction of the

impinging photons. Using Equation 2.2 the minimum Compton scattered photon

energy Eγ(min) is given by Equation 4.2

Eγ(min) =
E0

1 + 2α
(4.2)

and calculated to be 90.6 keV where α is calculated as per Equation 4.3 as

the ratio 140.5 keV to 511 keV.
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α = E0/m0c
2 (4.3)

When θ = π/3 is the scattering angle of the Compton scattered photon relative

to the direction of the impinging photon, the Compton scattered photon has

energy 124.3 keV which is consistent with the Compton profile in Figure 4.7.
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Figure 4.7: 40 hours’ simulation of the distribution of photon fluence
within a measurement accumulator from the 600 µm caesium iodide
using a 140.5 keV mono-energetic photon source for the portion
of the principal Kα, Kβ peaks within the energy range 1 keV to
140 keV. The number of simulated primary photon histories was
1.7x 108. The caesium and iodine principal Kα1 peaks are shown. The
caesium Kβ3β1 peak is also shown. The large off-scale 140.5 keV photon peak
was excluded. There are very small peaks of caesium fluorescence at about 5 keV
corresponding to Lα1 and Lβ1.
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4.3.3 Discussion

Distribution of photon fluence from 600 µm caesium iodide

This section described the distribution of photon fluence accumulated from the

600 µm caesium iodide crystal whereas in the previous section, it described the

distribution of energy deposited within a accumulator encompassing the

dimensions of the 600 µm caesium iodide crystal. We recall that for fluence, the

fluence accumulator has an arbitrary thickness sufficient to accommodate the

path length of photons which contribute when their trajectory intersects this

volume for the duration of the simulation. The Monte Carlo simulation using

the fluence accumulator at the egress face of the 600 µm caesium iodide crystal

shows a large peak of amplitude (3.30 ± 0.05) x 108 at 140.5 keV owing to

contribution of both source photons and Rayleigh scattered photons directed

towards the accumulator. Table 4.4 shows the PENELOPE results for the

transmitted photons within caesium iodide relative to the direction of the

source photons as (8.19 x 10−1) ± (8.1 x 10−5). This is consistent with the

analytical transmission at 140.5 keV relative to the direction of the source

photons for 600 µm caesium iodide crystal as shown in Figure 4.8. This

transmission is 0.83, 0.63 and 0.08 respectively for the 600 µm, 1500 µm and

8000 µm thick caesium iodide crystals. However, the Monte Carlo fluence

accumulator demonstrates the importance of incorporating both Compton and

Rayleigh scattered photons in the modelling. Referring back to Figure 4.7 this

distribution of photon fluence demonstrated the Compton scatter in the energy

interval between about 90 keV and 125 keV, recalling that there is no sharp

truncation in the Compton profile as the target electrons are not stationary but

have momentum distribution, and also modified to allow only transitions for

bound electrons where the energy difference between the incident and scattered

photons is greater than the ionisation energy of the active shell.

99



6
0
0

 µ
m

1
5
0
0

 µ
m

8
0
0
0

 µ
m

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0

Thickness of CsI (mm)

T
ra

n
s
m

is
s
io

n
 (

n
o

rm
a
li
s
e
d

)

Figure 4.8: The transmission for caesium iodide crystal with incident photons at
140.5 keV

Fluorescence X-rays are seen in the distribution of photon fluence

corresponding to the iodine Kα1 fluorescence peak and caesium Kα1 fluorescence

peak respectively at 28.5 ± 0.5 keV and 31.3 ± 0.5 keV, and a caesium Kβ1,β3

fluorescence peak 35.4 ± 0.5 keV. For each modelled fluorescence peak, their

amplitudes is likely to be less than that for their corresponding values in the

reference database, [Sanchez del Rio et al., 2003]. This is because some of the

Kα and Kβ fluorescence photons escape from the caesium iodide crystal, and so

are not recorded within the fluence accumulator.
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4.4 The effect on fluence measurements with

increasing thickness of the crystal

4.4.1 Method

Effect of increasing crystal thickness.

Two further 40 hours’ simulations were performed of the distribution of photon

fluence within a measurement accumulator sited at the egress from a 1500 µm

thick caesium iodide crystal and also separately from a 8000 µm thick caesium

iodide crystal using a 140.5 keV mono-energetic conical photon source. The area of

the fluence accumulator was 8 mm x 8 mm with thickness 600 µm. The number of

simulated primary photon histories for the simulation using the 1500 µm thick and

8000 µm thick caesium iodide crystal were 1.60 x 108 and 6.89 x 107 respectively.

These Monte Carlo simulations were performed for a defined time interval of 40

hours for each simulation.

4.4.2 Results

These results of the distribution of photon fluence within a measurement

accumulator sited at the egress from a 1500 µm caesium iodide crystal and from

8000 µm are shown in Figure 4.9, and in Figure 4.10 respectively; in both cases

the energy range was 1 keV to 140 keV with the 140.5 keV photon peak

excluded to show the principal caesium and iodine Kα, Kβ peaks. As before

PENELOPE also directly outputs its numerical results respectively for 1500 µm

caesium iodide crystal and from 8000 µm as Tables 4.5 and 4.6 for the

transmitted, backscattered and absorbed photons within caesium iodide relative

to the direction of the source photons.
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Source photons Transmitted
photons*

Backscattered
photons*

Absorbed
photons

1.60 x 108 9.42 x 107 2.63 x 106 6.35 x 107

Fraction 5.99 x 10−1

± 1.4 x 10−4

2.88 x 10−2

± 5.6 x 10−5

3.96 x 10−1

± 1.2 x 10−4

Table 4.5: PENELOPE simulation results showing transmitted, backscattered
and absorbed photons * relative to the direction of the source photons through
the 1500 µm thick caesium iodide crystal. The simulated number of primary
photons was 1.60 x 108.
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Figure 4.9: 40 hours’ simulation of the distribution of photon fluence
within a measurement accumulator from the 1500 µm caesium iodide
using a 140.5 keV mono-energetic photon source for the portion
of the principal Kα, Kβ peaks within the energy range 1 keV to
140 keV. The number of simulated primary photon histories was
1.60 x 108. The caesium and iodine principal Kα1 peaks are shown. The
caesium Kβ3β1 peak is also shown. The large off-scale 140.5 keV photon peak
was excluded.
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Source photons Transmitted
photons*

Backscattered
photons*

Absorbed
photons

6.89 x 107 3.96 x 106 51.19 x 106 6.38 x 107

Fraction 5.86 x 10−2

± 9.6 x 10−5

2.97 x 10−2

± 8.7 x 10−5

9.25 x 10−1

± 9.5 x 10−5

Table 4.6: PENELOPE simulation results showing transmitted, backscattered
and absorbed photons, * relative to the direction of the source photons through
the 8000 µm caesium iodide crystal. The simulated number of primary photons
was 6.89 x 107.
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Figure 4.10: 40 hours’ simulation of the distribution of photon fluence
within a measurement accumulator from the 8000 µm caesium iodide
using a 140.5 keV mono-energetic photon source for the portion
of the principal Kα, Kβ peaks within the energy range 1 keV to
140 keV. The number of simulated primary photon histories was
6.89 x 107. The caesium and iodine principal Kα1 peaks are shown. The
caesium Kβ3β1 peak is also shown. The large off-scale 140.5 keV photon peak
was excluded.
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The caesium and iodine principal Kα1 peaks are tabulated in Table 4.7.

caesium
iodide

thickness

Source
photons

iodine Kα2α1 caesium Kα2α1

600 µm 3.62 x 108 (1.95 ± 0.02) x 106 (1.60 ± 0.02) x 106

Fraction - (5.39 ± 0.02) x 10−3 (4.42 ± 0.02) x 10−3

1500 µm 1.06 x 108 (2.04 ± 0.02) x 106 (1.72 ± 0.02) x 106

Fraction - (1.27 ± 0.02) x 10−2 (1.07 ± 0.02) x 10−2

8000 µm 6.89 x 107 (2.04 ± 0.02) x 106 (1.72 ± 0.02) x 106

Fraction - (2.96 ± 0.02) x 10−2 (2.50 ± 0.02) x 10−2

Table 4.7: The fractional amplitude of caesium and iodine principal Kα1 peaks,
* relative to the direction of the source photons collected by the fluence
accumulator.

4.4.3 Discussion

Effect of increasing crystal thickness.

Figures 4.7, 4.9 and 4.10 which show the distribution of photon fluence within

these measurement accumulators with increasing thickness of caesium iodide

crystal. The fractional amplitude of caesium and iodine principal Kα1 peaks

relative to the direction of the source photons collected by the fluence

accumulator was found to increase with increasing crystal thickness.

The fluence accumulator at the egress surface of the caesium iodide crystal

records any transmitted photons. The modelled transmission at 140.5 keV

through the 600 µm, 1500 µm and 8000 µm thick caesium iodide crystals was

0.82, 0.66 and 0.06 respectively; these were consistent with the analytical model

in Figure 4.8.
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Also in Figures 4.7, 4.9 and 4.10 the amount of Compton scatter may be

derived from the area under each curve for each Compton scatter profile. An

estimate of the area under the curve representing the Compton scatter between

60 keV to 130 keV may be calculated from the difference in the cumulative sum

of the fluence at 130 keV and the cumulative sum of the fluence at 60 keV; the

integral is the product of this difference and the number of energy bins within

this energy interval (i.e. between 60 keV and 130 keV). The amount of Compton

scatter within the fluence accumulators from the fluence distributions Figures 4.7,

4.9 and 4.10 decreases with increasing thickness of the crystal as demonstrated

in Table 4.8.

Thickness
of CsI /
µm

Difference
in

cumulative
sums

600 5.22 x 106

1500 2.67 x 106

8000 1.42 x 106

Table 4.8: Difference in the cumulative sums derived for the Compton scatter
within the energy interval between 60 keV and 130 keV.

This is because the probability of absorption of Compton scatter events within

the caesium iodide increases with increasing thickness of crystal. This implies

that by using a thicker scintillator crystal there is an increase of photoabsorption

within the crystal and decrease in the Compton component of the fluence from

the crystal. This is beneficial for the imaging signal, as the full energy peak from

photoabsorption is maximised and Compton scatter which degrades the spatial

resolution of the image is minimised. In a gamma camera as the photopeak has

a finite width (given by the FWHM), the system’s pulse height analyser can be
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adjusted to accommodate a range of energies to be accepted around the photopeak

energy. Typically for a LFOV gamma camera this energy window is set to ± 20%

of the photopeak energy. However, windowing around the photopeak energy also

means that some Compton scattered events (around 30%) will be included within

the image.

The Monte Carlo fluence distributions for the monolithic caesium iodide

crystals above are postulated to be similar for photoabsorption when using close

packed columnar crystals. However, the proportion of Compton scattering and

Rayleigh scattering would be likely to be greater owing to the scattering

boundaries between the crystal columns, and in a real crystal, scattering from

the crystal base where there will be unstructured caesium iodide, as shown in

Figure 7.3 for a sample of 600 µm columnar caesium iodide crystal. Another

important consideration is that where scintillation photons are created they are

more likely to be absorbed with a thicker crystal. Thus there is a trade-off in

maximising scintillator thickness for a given Z and reducing the amount of

scintillation photons that are self-absorbed in the crystal.
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4.5 Modelling of the energy deposited within the

silicon detector

4.5.1 Method

The two preceding sections demonstrated the fluence egress from the caesium

iodide crystal. In a real detector system, this fluence would be the source of

photons for a silicon detector. The actual detector used in our two SFOV

systems is the e2v CCD97-00 back illuminated EMCCD [e2vTechnologies, 2004];

the Monte Carlo simulation models the detector as 5 µm thick silicon. In this

section, the PENELOPE Monte Carlo simulation follows the fluence egress from

the caesium iodide crystal and was used to determine the distribution of energy

deposited within a 5 µm thick silicon detector. No scintillations photons from

the caesium iodide crystal are included in the PENELOPE Monte Carlo [Salvat

et al., 2011] code nor does it incorporate modelling of detector noise.

Distribution of the energy deposited with the silicon detector

A schematic showing an energy deposition accumulator used to accumulate the

distribution of energy deposited within the silicon detector is illustrated in

Figure 4.11. A 140.5 keV mono-energetic conical photon source with a 5 degree

semi-angle was used with full coverage of the simulated detector; the photon

source energy used corresponds to the principal gamma emission energy for

technetium-99m. A monolithic 600 µm thick caesium iodide crystal of area

8 mm x 8 mm was positioned 10 cm centrally away perpendicular to the plane

of the crystal. A 5 µm thick silicon detector was abutted directly to the egress

face of the caesium iodide crystal (no gap). The Monte Carlo energy deposition

accumulator was positioned such that it occupies the whole volume of the

8 mm x 8 mm x 5 µm silicon detector. This particular accumulator determines

the distribution of the energy deposited by incident photons within the specified
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volume.

origin of a conical photon source

10 cm

8 mm x 8 mm x 600 µm caesium iodide

8 mm x 8 mm x 5 µm silicon detector

Figure 4.11: Schematic to assess the distribution of energy deposited within an
event accumulator in 5 µm silicon layer using a 140.5 keV mono-energetic conical
photon source.

4.5.2 Results

Distribution of energy deposition within 5 µm silicon

For brevity the distribution of energy deposited within the 5 µm silicon is only

shown for the intervening 600 µm thick caesium iodide crystal Figure 4.12 since

the energy spectra were found to be similar when using either 1500 µm or 8000 µm

thick caesium iodide crystals abutted to the 5 µm silicon detector. The source of

this distribution of energy deposited arises from the fluence subtended from the

caesium iodide crystals and accumulated within the respective 5 µm silicon event

accumulators within the silicon detector.
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Figure 4.12: 40 hours’ simulation of the distribution of energy deposition within
an event accumulator in the 5 µm silicon due to fluence from 600 µm thick caesium
iodide for the portion within the energy range a: 1 keV to 80 keV and b: 80 keV
to 110 keV. The number of simulated primary photon histories was 3.48 x 108.
The caesium and iodine principal Kα1 peaks are shown.

4.5.3 Discussion

Distribution of the energy deposited within 5 µm silicon layer

The distribution of the energy deposited within the 5 µm thick silicon was

determined using an energy deposition encompassing the whole volume

occupied by the silicon detector. However, the mean free path of the principal

fluorescence photons was derived in silicon for the caesium Kα1 fluorescence and

iodine Kα1 fluorescence were 3.15 mm and 4.23 mm respectively. Thus not all of

the caesium Kα1 fluorescence and iodine Kα1 fluorescence created will be

accumulated in this energy deposition accumulator, which reflects their small

amplitude in Figure 4.12a.
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The plot shows a peak response at 3.6 ± 0.5 keV and 4.5 ± 0.5 keV with

a fall off either side of these peaks. This is because at low energies the partial

photon mass attenuation coefficients for photoabsorption and Rayleigh scattering

is larger than at higher photon energies; this response for silicon for incident

energies up to 70 keV is shown in Figure 2.2. The tail in the energy spectra from

the peak response in the energy spectra to about 110 keV, Figure 4.12b is due

to Compton scatter originating from the caesium iodide crystal as any Compton

scattered photons egressing from the caesium iodide only deposit part of their

energy within the accumulator occupying the volume of the silicon.

We recall from section 3.5 that the detector sensitivity for photons across the

cross-section of the 5 µm silicon detector for a 140.5 keV point source was derived

to be 0.17%, such that most of the gamma photons at 140.5 keV pass through

the 5 µm silicon detector. Using Equation 2.2 for fluence photons of energy

124.3 keV from the caesium iodide crystal (see section 4.3, with the scattering

angle of the Compton scattered photon relative to the direction of the impinging

photon is θ = π/3, the Compton scattered photons have a maximum energy of

110.8 keV. This is consistent with the tail in the energy spectra in Figure 4.12b.

There was no difference in the profiles of the energy deposition spectra within

5 µm silicon other than the relative events when using either 1500 µm or 8000 µm

thick caesium iodide crystals abutted to the 5 µm silicon detector.

110



4.6 Conclusions

Several Monte Carlo simulations were successfully used to investigate the

individual components used within the design of the Compact Gamma Camera

as incident photons were directed towards them. This systematic approach

allowed modelling of the distribution of energy deposition within caesium

iodide, the distribution of photon fluence from caesium iodide, and also the

distribution of energy deposition in a silicon detector.

In the case of energy deposition accumulators although these simulations

performed well compared to the referenced data [Chu et al., 1999], the modelled

fluorescence intensities do not record some of these Kα and Kβ fluorescence

photons if the source event originated close to the boundary of the accumulator

i.e. less than its mean free path λ .

The distribution of photon fluence within each fluence accumulators at the

egress of the caesium iodide crystal also demonstrated the Compton continuum

and fluorescence X-rays corresponding to the iodine Kα1, caesium Kα1 and

caesium Kβ3,β1 fluorescence peaks. The model was consistent with the

referenced database [Chu et al., 1999].

Using selected thicknesses the probability of absorption of Compton scatter

events within the caesium iodide increases with increasing thickness of crystal.

This implies that using by using a thicker scintillator crystal there is a

proportioned increase of photoabsorption and decrease in the Compton

component of the fluence from the crystal.

The modelling in this chapter used a monolithic 5 µm silicon detector

representative of an EMCCD. However, the EMCCD used in the CGC and

PIXS detector is pixelated which creates an underlying variance in distribution

of charge collected. The following chapter 5 explores the experimental findings

for a such a bare pixelated silicon detector.
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Chapter 5

Experimental Response of the PIXS

detector

5.1 Introduction

The Compact Gamma Camera [CGC] uses the same bare silicon detector as the

Portable Imaging X-ray Spectrometer detector [PIXS] both introduced in chapter

3. The silicon detector used is the e2v CCD97-00 back illuminated EMCCD

[e2vTechnologies, 2004], which was chosen due to its large signal to noise ratio and

high spatial resolution. It is beneficial to understand the experimental response

of this silicon detector as a baseline response for the CGC. This chapter begins

by describing the calibration of the bare silicon detector using both americium-

241 and cadmium-109 radionuclides to calibrate the EMCCD ADU channels to

energy in keV. Then the detector response from a cadmium-109 radionuclide was

compared with the Monte Carlo simulations in chapter 3. A schematic of the

PIXS detector is shown in Figure 5.1
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aluminium enclosure

tungsten

silicon

tungsten

polyethylene window with
silicon support fingers

Figure 5.1: A schematic of the PIXS detector

The entrance window of the PIX detector has a 4 µm thick layer of

interleaved silicon fingers supporting a polyethylene layer. The 5 µm thick

silicon detector represents the depletion layer of an EMCCD with active area of

8 mm x 8 mm which is within an evacuated aluminium chamber at

1.3 x 10−3 Pa. This simplified model does not include backscatter from the

substrate nor thermoelectric cooler. Shielding from extraneous scatter is

provided by a 3 mm thick tungsten partial enclosure. Another reason for the

aluminium housing is to mitigate against fluorescence from the housing

interfering with the silicon detector. The spectral response for the aluminium

fluorescence is shown in Figure 3.11 on page 69 which demonstrates the energy

deposition within an event accumulator in a 8 mm x 8 mm x 5 µm thick silicon

detector using a full spectral cadmium-109 source. The aluminium fluorescence

energy for the Ag Kα1,2 is 1.4 keV, which is too low to resolve for the PIXS

detector owing to detector noise as demonstrated later in this section.

An additional investigation was performed using the cadmium-109

radionuclide for assessing the amount of charge sharing amongst the EMCCD

pixel array for these incident photon events. Events recorded within the

EMCCD pixel array are clusters of pixels marking the position whereby a
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charge cloud has been generated along the trajectory of incident photons, and

has diffused outwards within the silicon depletion layer. Each cluster of pixels is

surrounded by non activated pixels but bounded by the dimensions of the pixel

array. This aspect of charge sharing is important in the context of accurately

determining the location of a detected event. In both sets of investigation the

statistical uncertainty in the ordinate was respectively ±1/
√
N for N EMCCD

counts recorded; the statistical uncertainty for the abscissa was ± 0.1 keV but

both sets of error bars were not shown in the following plots for clarity.

5.2 Energy calibration of the EMCCD using

americium-241 and cadmium-109

radionuclides

5.2.1 Method

In order to evaluate the experimental response of the EMCCD within the PIXS

detector the following radioactive sources and their activity were used for

experiments in this chapter as shown in Table 5.1.

Isotope Reference
Radioactivity/

MBq

On Reference
Date

Calculated
Radioactivity/

MBq

Americum-241 370 05/1985 351± 19

cadmium-109 740 03/2013 84 ± 9

Table 5.1: Radioactive sources used for experiments in this chapter

The cadmium-109 radionuclide source was positioned approximately 5 cm

away, centrally and perpendicular to the entrance face of the PIXS detector as

shown in Figure 5.2. This distance was used to ensure an uniform flux of photons

irradiated the entrance window of the PIXS detector. Although the PIXS detector
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has a 4 µm polyethylene entrance window, a black polythene liner was used

to cover this window since this detector has high sensitivity to ambient optical

photons.

origin of a conical
photon source

5 cm

PIXS detector

cable to detector electronics

Figure 5.2: The set-up used to record the EMCCD response using the PIXS
detector.

The EMCCD uses a thermoelectric cooler and prior to any measurements the

EMCCD was cooled to 256.0 ± 0.1 K in order to reduce thermal noise. The gain

of the EMCCD was adjusted by changing its gain potential difference ΦHV ; this

potential difference creates impact ionisation established between φ2 and φdc as

discussed in section 1.5. A series of 10,000 frames were collected in turn with ΦHV

set consecutively to 33.5 V, 35.5 V, 37.5 V and 39.5 V for each measurement.

In each case a region of 128 x 128 pixels was formed over each of the EMCCD

frames and the EMCCD counts per ADU channel recorded. The full-frame of

142 x 132 was not used owing to the presence of a hot pixel near the periphery.

These results were analysed by exporting the EMCCD counts per ADU channel

data for off-line analysis using the R programming language. From this data the

photopeak channel was plotted against ΦHV . Note the gain of our e2v CCD97-00
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back illuminated EMCCD can be set to unity when ΦHV= 20 V. At high values

of ΦHV (> 40 V) the shot noise is also increased but this is counteracted by the

large gain in signal.

Two further experiments were performed in order to calibrate the ADU

channel measurements against keV. The first calibration experiment used

cadmium-109 radionuclide source positioned approximately 5 cm away centrally

and perpendicular to the entrance face of the PIXS detector as shown in

Figure 5.2. This distance was used to ensure an uniform flux of photons

irradiated the entrance window of the PIXS detector. As described above a

region of 128 x 128 pixels was formed over the EMCCD frames and 60,000

frames collected to improve count statistics. The EMCCD counts per ADU

channel were recorded and analysed by exporting this data for off-line analysis.

The experiment was then repeated using the americium-241 source as described

above.

5.2.2 Results

The variation of the gain of the EMCCD with its gain potential

difference ΦHV .

Using the cadmium-109 radioactive source, the variation of the gain of the

EMCCD with its gain potential difference ΦHV is shown in Figure 5.3. The

identification of the cadmium-109 photochannel signal peaks is discussed in the

following subsection.

116



ΦHV = 33.5 V

Noise peak

Signal peak

1

1 × 10
+2

1 × 10
+4

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
(x1000) ADU Channel

E
M

C
C

D
 C

o
u

n
ts

 /
 A

D
U

 C
h

a
n

n
e

l

ΦHV = 35.5 V

Noise peak

Signal peak

1

1 × 10
+2

1 × 10
+4

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
(x1000) ADU Channel

E
M

C
C

D
 C

o
u

n
ts

 /
 A

D
U

 C
h

a
n

n
e

l

ΦHV = 37.5 V

Noise peak

Signal peak

1

1 × 10
+2

1 × 10
+4

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
(x1000) ADU Channel

E
M

C
C

D
 C

o
u

n
ts

 /
 A

D
U

 C
h

a
n

n
e

l

ΦHV = 39.5 V
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Figure 5.3: EMCCD counts per ADU channel for single pixel events using
cadmium-109 with the gain potential difference ΦHV= 33.5 V, 35.5 V, 37.5 V
and 39.5 V. The EMCCD was cooled to 256.0 ± 0.1 K.
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The first peak in the plot is the noise peak, and the second peak, where

resolvable, is the photochannel signal peak. There are counts at ADC channels

higher than the photopeak channel owing to pile-up pulses. For the subsequent

measurements the median value of the gain potential difference ΦHV=37.5 V was

arbitrarily chosen as this corresponds to the point at which it is clearly possible to

separate the noise and signal peaks; this also means that the shot noise from the

image and storage areas of the EMCCD is minimised at the output amplifier. The

photopeak channel was plotted against the ΦHV to show the effect of adjusting

this gain potential difference and is shown in Figure 5.4. This curve has been

fitted as an exponential with R2= 0.98 although there is a trend away from the

fit for ΦHV= 33.5 V and ΦHV= 34.5 V as it is difficult to separate the noise and

signal peaks.
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Figure 5.4: The photopeak channel versus the gain potential difference ΦHV . The
EMCCD was cooled to 256.0 ± 0.1 K and 10,000 frames were acquired for each
gain potential difference ΦHV .
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5.2.3 The calibrated spectrum for cadmium-109

The calibrated energy deposition spectrum for cadmium-109 is shown in

Figure 5.5. The EMCCD was cooled to 256.0 ± 0.1 K, with ΦHV set to 37.5 V

and 60,000 frames were acquired. The tail of the noise spectrum has been

thresholded using the noise peak plus 5σ and extends from 1 keV to about

15 keV; the noise peak is off-scale. The large peak at 22.1 keV and the smaller

peak at 24.9 keV were identified as the Ag Kα1α2 peaks and Ag Kβ1β2β3 peaks

respectively. The ratio of the larger peak to smaller peak is 6.8 ± 0.1, consistent

with the referenced database [Chu et al., 1999] tabulated in Table 3.3. In order

to calibrate the EMCCD response a second radionuclide americium-241 was

required.
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Figure 5.5: EMCCD Counts for all events recorded in silicon per keV for
cadmium-109 showing the principal Ag Kα,β peaks. The EMCCD was cooled
to 256.0 ± 0.1 K, with ΦHV set to 37.5 V and 60,000 frames were acquired.

5.2.4 The calibrated spectrum for americium-241

Figure 5.6 shows the energy deposition spectrum for an americium-241 source.

The EMCCD was cooled to 256.0 ± 0.1 K, with ΦHV set to 37.5 V and 60,000

frames were acquired. The tail of the noise spectrum is seen in the interval

between 1 keV to about 15 keV, and has been thresholded using the noise peak

plus 5σ; this noise peak is off-scale. There was a single principal peak identified

as the principal gamma at 59.5 keV with FWHM= 2.28 keV; there are several

other peaks identified as shown using the Laboratoire National Henri Becquerel

LNHB 2011/53 database [Be et al., 2011]. The EMCCD counts recorded will be
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scaled according to the response of silicon as a function of energy as shown on

Figure 2.2, i.e. the probability of photoabsorption is greater for lower incident

energies. Since americium-241 decays by alpha transitions to neptunium-237,

the recorded response for the americium-241 source in Figure 5.6 is a complex

admixture of gamma photons; the reader may refer to Laboratoire National Henri

Becquerel LNHB 2011/53 database [Be et al., 2011] for the relative amplitudes

for each type of emission.
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Figure 5.6: EMCCD Counts for all events recorded in silicon per keV showing
the americium-241 principal γ peak at 59.5 keV. The EMCCD was cooled to
256.0 ± 0.1 K, with ΦHV set to 37.5 V and 60,000 frames were acquired.
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The principal peaks in the energy deposition spectrum for the americium-241

principal γ peak at 59.5 keV and cadmium-109 AgKα1,α2 peaks were each fitted

to a Gaussian profile. Table 5.2 shows the FWHM for these principal peaks for

both radionuclides, where the FWHM is given by Equation 5.1.

FWHM = 2σ
√

2ln2 (5.1)

By fitting these principal peaks the calibration value was calculated to be

118.8 ± 4.7 ADU Channel/ keV for gain potential difference ΦHV= 37.5 V with

the EMCCD cooled to 256.0 ± 0.1 K. This calculation of the calibration value

used the principal gammas from two different radionuclides across the widest

energy interval, then compared this calibration value with that for the

cadmium-109 AgKβ1,β2 peaks. This value was corroborated using the

cadmium-109 AgKβ1,β2 peaks.

radionuclide ADU
Channel

Energy/
keV

FWHM
/ keV

americium-241
principal γ peak

7450 59.5 2.28

cadmium-109
principal

AgKα1,α2 peaks

2825 22.1 1.14

cadmium-109
AgKβ1,β3 peaks

3200 24.9 1.14

Difference
between

principal peaks

7450
-2825
=4625

59.5
-22.1
=37.4

-

Table 5.2: The peaks were fitted to a Gaussian profile with mean m and standard
deviation σ. The calibration value between ADU Channel and keV was calculated
to be 118.8 ± 4.7 ADU Channel/ keV using the difference between the principal
peaks for the americium-241 principal γ peak at 59.5 keV and cadmium-109
AgKα1,α2 peaks. The gain potential difference ΦHV= 37.5 V and the EMCCD
was cooled to 256.0 ± 0.1 K.
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5.2.5 Discussion

In the preliminary experiment to assess the response of the EMCCD by

adjusting its gain potential difference ΦHV between 33.5 V to 39.5 V, a noise

peak is initially seen, followed along the abscissa in increasing ADU channel

units by the photochannel signal peak (where this is resolvable), as shown by

the plots in Figure 5.3. The noise peak is expected since shot noise from the

image and storage regions of the EMCCD is multiplied by the gain register and

dominates the Gaussian readout noise from the output amplifier, [Robbins,

2011, Zhang et al., 2009]. When an EMCCD operates in photon counting mode,

the distribution of photoelectrons from the amplifier is stochastic, as described

in section 2.3. For a low input flux of photons of � one photon per pixel during

the frame exposure time, the output signal from the EMCCD can be counted as

either due to single or zero photoelectrons. This is done by assigning thresholds

(above the readout noise) for the resulting output from the amplifier, from

which the number of source photo-electrons may be estimated by [Basden et al.,

2003]. At higher input photon flux > 0.5 photon per pixel, the probability that

two incident photons will be absorbed by a single pixel increases.

In Figures 5.6 and 5.5, the noise peak has been thresholded using the noise

peak plus 5σ. If the total mean electron gain in the gain register G � σreadout

where σreadout is the standard deviation of the readout noise, then a signal above

this threshold is treated as a photoelectron event. This readout noise is

independent of gain in terms of electrons, and is thresholded at 5σ to

distinguish between zero and single input photoelectrons [Zhang et al., 2009].

Using Equation 2.7 in section 2.3.2 [Zhang et al., 2009] the probability

distribution of the number of electrons out of the gain register will have a

distribution z(x) given n = 1 input photoelectron as Equation 5.2.
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z(x) =
exp(−1/G)

Gn
(5.2)

where G is the total mean electron multiplication gain derived from

Equation 2.9. The premise of distinguishing between zero and single

photoelectron as an input, with thresholding of the output signal from the

amplifier using the noise peak plus 5σ, can be justified as the plot of

photochannel versus ΦHV between 33.5 V to 39.5 V in Figure 5.4 correlates well

with exponential model, Equation 5.2 with R2=0.98.

The calibration plots for Figures 5.6 and 5.5 were used to calculate the

calibration value of 118.8 ± 4.7 ADU Channel/ keV for gain potential difference

ΦHV= 37.5 V with the EMCCD cooled to 256.0 ± 0.1 K. The FWHM of the

americium-241 principal γ peak was 2.28 keV, and that for the cadmium-109

principal AgKα1,α2 peak was 1.14 keV. As mentioned in section 2.3.3, in the

absence of a scintillator, the energy resolution of semiconductor detectors ∆E

can be described by three terms as in Equation 2.10, [Owens et al., 1996, Lees,

2010]. The first term is the intrinsic variance of the number of primary electron

hole pairs, ∆E can be calculated as 509 eV at 22.1 keV, using ω= 7.8 eV as the

electron hole pair creation energy, F=0.27 as the Fano factor and E= 22.1 keV

as the incident photon energy. A Monte Carlo simulation of the Fano limited

response in the recorded response for the 5 µm silicon layer is shown in

Figure 3.12. The Ag Kα and Ag Kβ peaks can be seen and are consistent with

the line intensities for the referenced database [Chu et al., 1999] in Table 3.3.

There are also adjacent peaks at 20.2 ± 0.1 keV and 20.3 ± 0.1 keV owing to

fluorescence from each parent peak which causes escape events. In each case the

accumulator records an event equivalent to a photon with energy given by the

difference between the parent photon energy and the respective silicon Kα
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fluorescence photon. This Fano limited response can be compared with

Figure 5.5 which shows the EMCCD Counts for all events recorded in silicon for

cadmium-109 with broadening of the Ag Kαβ peaks; the silicon escape peaks are

masked by the noise floor preceding the Ag Kα peak.

Using quadrature subtraction, the sum of the second and third terms in

Equation 2.10 was derived to be 631 eV. The second term comprises of the noise

due to incomplete charge collection, drift and transfer through the shift and

gain registers, and the third term due to noise from the detector readout. For

an EMCCD with ΦHV= 37.5 V and cooled to 256.0 ± 0.1 K, the readout noise

for the e2v CCD97-00 back illuminated EMCCD is 4 electrons per pixel per

frame with each pixel size of 16 µm x 16 µm with 30 Hz frame rate and gain of

1000 [e2vTechnologies, 2004]. Each 16 µm x 16 µm pixel in the silicon array is

binned by four within the EMCCD, so the effective “pixel size” is

64 µm x 64 µm. Therefore the readout noise with ΦHV= 37.5 V and cooled to

256.0 ± 0.1 K, is 16 electrons per effective pixel size per frame. While using

ΦHV= 37.5 V and cooling to 256.0 ± 0.1 K is beneficial to resolve the

photochannel peak from the gain noise peak, increasing ΦHV beyond 40 V to

42 V also increases the shot noise contribution to the second term in

Equation 2.10. To put this dark noise into perspective, for our e2v CCD97-00

back illuminated EMCCD used in the CGC shows the readout noise increases

when ΦHV= 42 V and cooled to 263.0 ± 0.1 K, equal to 330 electrons per

effective pixel size per frame [Bugby, 2015].
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The transfer of charge through the shift and gain registers is determined by the

charge transfer efficiency. This is the ratio of the generated to induced charge at

the detector quoted as being 99.999% as the reverse bias fully depletes the silicon

layer [Short et al., 2002]. However the charge transfer efficiency is not specified by

the manufacturer for our EMCCD [e2vTechnologies, 2004]. Nonetheless the lag in

the collection of charge is not likely to be a major contribution to the second term

in Equation 2.10 with CTE almost 100%. Hence this was approximated to 100%.

It should be noted that if the solid state crystal is of poor quality then there are

likely to be sites of charge trapping. In our EMCCD even though the silicon is

of high quality, over several thousand cycles of charge transfer through the shift

and gain registers there will be variance in the transfer and collection within the

potential wells under each pixel. Incomplete charge collection is discussed in the

following section in the context of charge sharing amongst the pixelated silicon

detector.
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5.3 Experiment to assess the charge sharing in the

silicon pixel array

5.3.1 Method

When X-ray and gamma events are detected by the silicon pixel array, the

charge cloud generated in the silicon layer may be distributed over several

pixels. For our e2v CCD97-00 back illuminated EMCCD, analysis of the events

recorded per frame were performed for the cadmium-109 and americium-241 to

determine how these events were distributed. These events per frame were

assessed to be either single pixel (mono-pixel), shared between two pixels

(bi-pixel) or three pixels (tri-pixel) or four pixels (quad-pixel) as shown in an

example 4 x 4 pixel array, Figure 5.7. The algorithm used to assess their

distribution over the frame [Hansford, 2006] identifies any pixels with adjacent

connections within the cluster then classifies them according to whether they

were mono-pixel event or shared with several other adjacent pixels. The

classification algorithm matches the experimental data to predefined clusters

with known arrangements of attached pixels. For the analysis a full-frame

region of 128 x 128 pixels was formed over each of the EMCCD frames and

60,000 frames collected. The shape matching algorithm identifying these event

types was used to process each of these 60,000 frames by analysing the charge

sharing amongst the pixel array.
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Figure 5.7: Example of four 4 x 4 silicon pixel arrays each for a single EMCCD
frame showing a single event detected over either one pixel (mono-pixel), or two
pixels (bi-pixel) or three pixels (tri-pixel) or four pixels (quad-pixel). No dead
space is shown between pixels within each silicon array as the fill factor is 100%
[e2vTechnologies, 2004].

5.3.2 Results

Each of the mono-pixel, bi-pixel, tri-pixel, quad-pixel events that the EMCCD

recorded for cadmium-109 is shown in Figure 5.8. This demonstrates the

proportion of charge sharing to the total of all events. There are a large number

of mono-pixel events and bi-pixel events with a lower proportion of tri-pixel and

quad-pixel events with their amplitudes tabulated in Table 5.3.
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Legend: All events, Mono-pixel events, Bi-pixels events,
Tri-pixel events, Quad-pixel events.
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Figure 5.8: EMCCD recorded counts for All, Mono-pixel, Bi-pixel, Tri-pixel and
Quad-pixel events for the principal AgKα,β peaks of the cadmium-109 spectrum.
The EMCCD Gain was 37.5 V and 60,000 frames were acquired. The EMCCD
was cooled to 256.0 ± 0.1 K.

The principal peaks for the cadmium-109 spectrum were fitted to a Gaussian

profile and are tabulated in Table 5.3 where m is the mean and σ is the standard

deviation of the fitted peak. The full-width half-maximum [FWHM] for the peaks

are also shown.
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Events Principal
Peak

EMCCD
Counts
±10

Gaussian
fit: m
keV

±0.1

Gaussian
fit: σ
keV

±0.05

FWHM
2σ
√

2.ln2

keV

±0.12

All 7350 22.2 0.82 1.93

Mono-pixel 4500 22.8 0.48 1.13

Bi-pixel 3350 22.0 0.73 1.72

Tri-pixel 420 21.7 0.61 1.44

Quad-pixel 380 22.0 0.57 1.34

Table 5.3: The principal peaks for the cadmium-109 multi-pixel spectra were
each fitted to a Gaussian profile with mean m and standard deviation σ. The
EMCCD gain potential difference ΦHV= 37.5 V and the EMCCD was cooled
to 256.0 ± 0.1 K. The full-width half-maximum [FWHM] for the peaks are also
shown.

In the case of the americium-241 spectrum, the findings for each of the mono-

pixel, bi-pixel, tri-pixel, quad-pixel events that the EMCCD recorded is shown in

Figure 5.9.
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Legend: All events, Mono-pixel events, Bi-pixels events,
Tri-pixel events, Quad-pixel events.
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Figure 5.9: EMCCD recorded counts for All, Mono-pixel, Bi-pixel, Tri-pixel
and Quad-pixel events for the americium-241 spectrum. The EMCCD Gain
was 37.5 V and 60,000 frames were acquired. The EMCCD was cooled to
256.0 ± 0.1 K.

The principal γ peak for Amercium-241 multi-pixel spectra were fitted to a

Gaussian profile and are tabulated in Table 5.4.
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Events Principal
Peak

EMCCD
Counts
±10

Gaussian
fit: m
keV

±0.1

Gaussian
fit: σ
keV

±0.05

FWHM
2σ
√

2.ln2

keV

±0.12

All 650 60.2 1.0 2.35

Mono-pixel 175 60.2 1.0 2.35

Bi-pixel 300 60.2 1.0 2.35

Tri-pixel 80 59.8 1.0 2.35

Quad-pixel 75 60.3 1.0 2.35

Table 5.4: The principal γ peak at 59.5 keV for the americium-241 multi-pixel
spectra were each fitted to a Gaussian profile with meanm and standard deviation
σ. The EMCCD gain potential difference ΦHV= 37.5 V and the EMCCD was
cooled to 256.0 ± 0.1 K. The full-width half-maximum [FWHM] for the peaks
are also shown.

5.3.3 Discussion

Using the cadmium-109 source the EMCCD Counts for all events recorded in

silicon per keV is shown in Figure 5.5. The energy resolution of these principal

AgKα,β peaks was broad compared to the corresponding Monte Carlo simulation

in the absence of noise as shown in Figure 3.12. The FWHM for these principal

AgKα,β peaks were tabulated in Table 5.2. Notice that both the low energy edges

of these AgKα and AgKβ peaks were broadened. In the case of the principal γ

peak at 59.5 keV for the americium-241 spectrum in Figure 5.6, this also shows

broadening of its low energy edge. The FWHM for this principal γ peak at

59.5 keV is also shown in Table 5.2.

As the charge cloud diffuses outwards, the probability distribution of charge

collected within the potential wells across several pixels manifests as a shift of the

centroid peak of multi-pixel events towards lower energies, [Owens et al., 1994].

The broadening of the low energy edge is caused by charge sharing between the

pixels of the silicon array owing to:
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• the depth-of-interaction and photoelectron range

• diffusion of electron and hole to the electrodes and,

• fluorescence X-rays.

If the impinging gamma photon is absorbed in the depletion layer, the lateral

spreading of the charge cloud may be described by analytical models as a

cascade of photoelectrons which are generated until a charge cloud with

thermalised electrons is produced [McCarthy et al., 1995, Popp et al., 2000,

Lees, 2010]. These photoelectrons drift under the E−field as electron hole pairs

are generated along their trajectory. The path of the photoelectrons is

non-linear and if the distribution of electron hole pairs is created near the

periphery of the detector, some of this electrons may also leave the detector in

this early stage of the cascade of photoelectrons. The charge collected by the

detector represents the radius of the charge cloud, amount of recombination,

charge losses and any partial reflection of thermalised electrons near the Si-SiO2

surface layer, [McCarthy et al., 1995, Lees, 2010]. The depth of the interaction

of the gamma photon also determines the radius of the charge cloud, [McCarthy

et al., 1995, Short et al., 2002, Lees, 2010].

Multi-pixel events are expected since the charge spread is given as the full-

width at (1/e) maximum FW as Equation 5.3, [Nilsson et al., 2002]

FW = 4
√
Dnt (5.3)

where Dn is the diffusion coefficient for electrons and t is the drift time for the

electrons to reach their electrode. For semiconductors Dn is given by the Einstein

relationship, Equation 5.4 for charge q, Boltzmann constant k= 8.62 10−5 eV.K-1,

temperature T and electron mobility µn as
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Dn

µn
=
kT

q
(5.4)

Since the EMCCD was cooled to 256.0 K, kT/q ' 22 mV. For silicon the

electron mobility '1000 cm2 V-1s-1[Howe and Sodini, 1997], Dn is the diffusion

coefficient for electrons ' 26 cm2 s-1. The electron carrier drift velocity '

106 cm s-1, so the drift time across a 5 µm silicon detector would be 5 ps. Using

Equation 5.3 and assuming a drift time of 5 ps, then the full-width at (1/e)

maximum for the charge spread is ' 46 µm across. Each 16 µm x 16 µm pixel

in the silicon array is binned by four within the EMCCD, so the effective “pixel

size” is 64 µm x 64 µm. However, the trajectory of the charge cloud is not

necessarily orthogonal to silicon pixel array so multi-pixel events are expected.

The ratio of mono-pixel events to bi-pixel events in Tables 5.3 and 5.4 implies

that it is more probable for width of the charge cloud to be across a couple of

pixels instead of a single pixel at higher incident photon energies. There are a

couple of points to bear in mind about this analysis. The drift time is

dependent on the energy of the incident photon and its depth-of-interaction

within silicon. Secondly, the assumption of a Gaussian charge dispersion of the

measured charge at the electrodes provided by [Nilsson et al., 2002, Wang et al.,

2011] needs to be justified.

Fluorescence X-rays occur when incident gamma and X-ray photons are

photoabsorbed in silicon followed by relaxation as described in section 2.2. The

Ag Kαβ X-ray photons may be absorbed in the silicon contributing to the

spread of the charge cloud however since the silicon layer is only 5 µm thick, it

is likely to leave unimpeded; for a X-ray photon of energy 21.9 keV, its range in

silicon is 1.24 mm. The range of the primary photoelectron in silicon is 5.72 µm

from photoabsorption of a 21.9 keV source photon. Both ranges were calculated
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using PENELOPE. High energy X-rays are more likely to cause the

photoelectrons generated to spread over many pixels, [Nelms et al., 2002]. The

decomposition of the EMCCD recorded counts for all events shows a large

number of mono-pixel events and bi-pixel events with a lower proportion of

tri-pixel and quad-pixel events with their amplitudes tabulated in Table 5.3.

Below about 28 keV the proportion of mono-pixel events is greater than bi-pixel

events. Then above 28 keV, the proportion of bi-pixel events is greater than

mono-pixel events. This effect is demonstrated in Figure 5.9 for americium-241.

5.4 Conclusions

This chapter has demonstrated the response of our e2v CCD97-00 back

illuminated EMCCD [e2vTechnologies, 2004] with its gain potential difference

ΦHV using cadmium-109 when the EMCCD was cooled to 256.0 ± 0.1 K. As

the distribution of photoelectrons from the amplifier is stochastic, the

thresholding scheme of using noise peak plus 5σ worked well for gain potential

difference ΦHV between 33.5 V and 39.5 V. This thresholding scheme is only

valid for low input photon flux, and is the case for our EMCCD which is

operated at 10 frames per second.

Comparing the Fano-limited Monte Carlo simulation performed in chapter 3

using a 5 µm thick silicon detector of cross-section 8 mm x 8 mm, in the absence of

noise, with the experimental response of the EMCCD using cadmium-109 showed

broadening of the Ag Kα,β peaks. This was consistent with the energy resolution

(in the absence of a scintillator) being broadened owing to incomplete charge

collection, drift and transfer through the shift and gain registers, and also due to

noise from the detector readout, described earlier in section 2.3.

There was an additional finding within the experimental responses using

amerium-241 and cadmium-109 which showed that low energy edges of the
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principal γ peak at 59.5 keV and the AgKαβ peaks were respectively broadened.

This additional low energy edge broadening was deemed to be caused by charge

sharing between the pixels of the silicon array. The generation of the charge

cloud owing to its depth-of-interaction and non-linear photoelectron range, in

combination with its trajectory as determined by the distribution of electron

hole charge carriers and their diffusion, all affect the collection of charge at the

silicon pixel array. The probability distribution of charge collected within the

potential wells across several pixels manifests as a shift of the centroid peak of

multi-pixel events towards lower energies. Existing models of the Gaussian

charge dispersion of the measured charge at the electrodes provided by [Nilsson

et al., 2002, Wang et al., 2011] require further investigation in order to be

justified.

Lastly, the decomposition of the EMCCD recorded counts for all events using

americium-241 showed that the proportion of mono-pixel events is greater than

bi-pixel events below an incident photon energy of about 28 keV. Then above

28 keV, the proportion of bi-pixel events is greater than mono-pixel events. This

effect warrants using either analytical or Monte Carlo modelling to compare the

incident photon energy with this effect occurring in relation to the silicon pixel

size. If the silicon pixel array is coarser than that used in our EMCCD less charge

sharing is expected; however, this effect would be counteracted by higher energy

photons which are more likely to cause the photoelectrons generated to spread

over many pixels.

This chapter has considered the same bare silicon detector used in both the

Portable Imaging X-ray Spectrometer detector [PIXS] and the Compact Gamma

Camera [CGC]. The following chapter adds both a monolithic and columnar

1500 µm thick caesium iodide scintillator to consider the propagation of optical

photons and their detection by the silicon detector.
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Chapter 6

GEANT4 Optical simulations of a

caesium iodide scintillator - silicon

detector model

6.1 Introduction

In Small Field-Of-View gamma photon imaging systems employing scintillators

and solid state devices an important aspect of the imaging process requires an

understanding of the frequency distribution of the optical photons that are

generated within the scintillator, and their frequency distribution when

impacting on the silicon detector. In this chapter the term frequency refers to

number frequency not radiation frequency. To facilitate this, Monte Carlo

simulations of the transport of gamma, X-ray and optical photons through a

caesium iodide scintillator-silicon detector were modelled. In the wider scope

scintillator and silicon based detectors are wide-spread in other types of clinical

imaging [van Eijk, 2003, Roncali et al., 2017].

The transport of optical photons within the caesium iodide crystal can be

simulated using Monte Carlo codes with appropriate models of the physics
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describing their interactions; these processes are either Rayleigh scattering or

Mie scattering, together with Fresnel reflection and Fresnel refraction. There are

several optical Monte Carlo codes which may be used to simulate the transport

of optical scintillations and these include using dedicated Monte Carlo codes:

• MANTIS [Badano and Sempau, 2006]

• HybridMANTIS [Sharma et al., 2012]

and general purpose codes:

• GEANT4 [Agostinelli et al., 2003]

• GATE [Jan et al., 2004], (essentially a front-end wrapper for GEANT4).

The choice for the required simulation depends on the ease in creating a

representation of the scintillator and its accuracy in modelling optical surface

parameters derived from experiment. Scattering of optical photons occurs in the

scintillator, some of which causes optical blurring in the detector and others

which potentially escape from the scintillator crystal avoiding detection. Optical

blur is further increased because the primary photons from the source can be

scattered causing secondary particles (photoelectrons and lower energy X-ray

photons). The primary photons will interact at various depths within the

scintillator. This depth-of-interaction within columnar structured scintillators

has been modelled by Badano [2003], who assessed its effect on the Line Spread

Function (LSF) and Modulation Transfer Function [(MTF), the optical blur and

optical photon collection efficiency. The modulation transfer function (MTF) is

derived from the Fourier Transform of the LSF. The modelled scintillator

comprised of a square grid of 1000 x 1000 columns, each of diameter 9 µm with

intra-column vacuum spacing of 1 µm. However there was a limitation to that

study viz. the absence of the scattering due to secondary particles.

An improved version of their Monte Carlo code called MANTIS coupled the

tracking of secondary photons generated from PENELOPE to the creation and
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transport of scintillation photons [Badano and Sempau, 2006]. Their model

accounted for the small angle columnar tilt found in structured caesium iodide

(up to 5 degrees away from the orthonormal to the crystal base), greater column

packing density (85%), and included the unstructured scintillation layer at the

base of columns (15%) and a passive substrate layer (amorphous carbon). This

may be seen for example in Figure 7.3 in the following chapter. MANTIS uses

input files to describe the optical properties of the medium as a function of

photon wavelength λ. These include the linear absorption coefficient µa and

refractive index n; the linear scattering coefficient µs as a function of wavelength

is given by Rayleigh’s law for which µs is proportional to λ−4. Optical photons

were modelled as having isotropic scattering or having Rayleigh scattering for

unpolarised light with angular dependence given by (1 + 2cos θ) where θ is the

angle between incident and scattered photons [Badano and Sempau, 2006].

Both MANTIS and the updated Monte Carlo code HybridMANTIS by the

same group [Sharma et al., 2012] can be coupled to the a priori transport of

gamma photons using the PENELOPE physics models. However, MANTIS

[Badano and Sempau, 2006] has a typical computational speed of one optical

photon history per second and the construction of a geometry file used for the

Monte Carlo simulation can be complex as it uses several quadric surfaces, (see

section 3.2). HybridMANTIS uses graphical processing compute units (GPUs)

which allows the optical transport to be simulated more efficiently; however, the

simulation may have overlapping geometric structures as these are created

dynamically during the simulation. Nonetheless a second feature of this latter

code is that optical cross-talk through a columnar caesium iodide scintillator

may be simulated. In GATE [Strul et al., 2003, Jan et al., 2004, Staelens et al.,

2003] scintillator structures may be readily created. All three Monte Carlo

codes use selected experimental crystal surface parameters based on Lambertian

(diffuse) and specular reflections as described for MANTIS [Freed et al., 2009],
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HybridMANTIS [Sharma et al., 2012] and GATE/ GEANT4 [Janecek, 2012,

Galasso et al., 2015]. A Lambertian reflection distribution is the scalar product

(cosine dependence) of the surface normal and the angle of incidence relative to

the surface normal.

The probability that an optical photon is detected at the silicon detector is

given by the frequency distribution of the scintillation photons that are generated

within the scintillator, those that are directed towards the silicon detector, as well

as matching the emission spectrum of the scintillator to the spectral sensitivity of

the silicon detector. Aside from optical simulations based on MANTIS [Badano,

2003, Badano et al., 2006, Freed et al., 2009] and HybridMANTIS [Sharma et al.,

2012, Sharma and Badano, 2013], GATE has been used to simulate the optical

transport through a Positron Emission Tomographic detector module comprising

of monolithic scintillator (LYSO:Ce) [van der Laan et al., 2010]. However, it was

hampered by a limited number of optical surface parameters at the time of this

work.

6.2 GEANT4 Optical simulation

This chapter uses a different Monte Carlo code to PENELOPE v2008 used in

earlier chapters called GEANT4 [Agostinelli et al., 2003]. GEANT4 was used

to model the transport of gamma and X-ray photons, and in addition that of

the optical photons created within a caesium iodide scintillator (recalling that

PENELOPE v2008 does not include scintillation photons). GEANT4 provides

a framework of C++ libraries [GEANT4 Collaboration - G4Applications, 2018]

which allows different models of physics to be simulated. Compared to alternative

Monte Carlo codes, GEANT4 is preferred for the modelling of the caesium iodide

scintillator-silicon detector as it:
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• Incorporates the transport of gamma, X-ray and optical photons

• Allows greater flexibility in the geometrical design used to model the

detector compared to quadrics

• Incorporates a PENELOPE physics model used in earlier chapters

• Incorporates the optical surface properties of the target materials in these

simulations.

An important aspect of the G4 Optical physics model “G4 Optical” to consider

[Gumplinger, 2002, GEANT4 Collaboration - G4Applications, 2018, GEANT4

Collaboration - G4Physics, 2018] is that GEANT4 gamma and X-ray photons

are simulated by using a different physics model compared to that for optical

photons. Although a photon is considered as optical when its wavelength is

much greater than the atomic spacing, GEANT4 does not have a smooth

transition between the X-ray and gamma photon wavelength range to optical

photon wavelengths. In GEANT4 simulations, the processing of the parent

gamma photon is suspended when the scintillation photon is generated; then

the tracking of scintillation photons is continued until the optical photon is

absorbed or outside the geometry of the detector. The electromagnetic models

used in this work include the GEANT4 C++ coding of PENELOPE v2008

called “G4 EmPENELOPE”. As such, the photon interactions used in this

chapter include photoabsorption, Compton scatter and Rayleigh scatter.

Chapter 2 provided an overview of these photon interactions but the specifics of

the GEANT4 simulations may be found in GEANT4 version 10.5 Physics

Reference manual [GEANT4 Collaboration - G4Physics, 2018]. Table 6.1

provides a summary of “G4 EmPENELOPE” physics used in this work.

142



Electromagnetic Model “G4 EmPENELOPE” physics

Energy range 100 eV to 1 GeV

Photoabsorption G4PenelopePhotoElectric

Compton Scatter G4PenelopeCompton

Rayleigh Scatter G4PenelopeRayleigh

De-excitation Bearden Fluorescence

Interaction cross-sections EPDL97

Table 6.1: The “G4 EmPENELOPE” electromagnetic model comprises of physics
for the PENELOPE v2008 including photoabsorption, Compton scatter, Rayleigh
scatter, the Bearden fluorescence model [Bearden and Burr, 1967] and interaction
cross-sections of EPDL97 are the Lawrence Livermore Evaluated Photon Data
Libraries respectively, https://www-nds.iaea.org/epdl97/.

For photoabsorption “G4 EmPENELOPE” uses differential cross-sections

derived from EPDL97. For Compton scatter, “G4 EmPENELOPE” uses an

analytical form for Klein-Nishina accommodating both atomic binding effects

and Doppler broadening as described in section 2.1. The GEANT4 tracking of

atomic de-excitation is simulated using the Bearden fluorescence model

[Bearden and Burr, 1967].

In this work, the frequency distribution of the optical photons were recorded

rather than its energy spectrum as GEANT4 does not conserve energy once the

optical photons are created from the primary photon(s) and propagated to

produce secondary photon tracks [GEANT4 Collaboration - G4Physics, 2018].
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6.3 GEANT4 Models

The following sections describe Monte Carlo simulations which use the GEANT4

optical physics model alongside the “G4 EmPENELOPE” physics model. At

the time of writing a systematic approach to simulate the frequency distribution

of the scintillation photons that are generated within the scintillator and the

frequency distribution of the scintillation photons impacting on a silicon detector

has not previously been published for a low energy source photon flux (less than

200 keV) used in clinical imaging. The modelling included the photoabsorption

and Compton scattering of the source photon flux. The emission of scintillation

photons was isotropic, and the transport of optical photons included Rayleigh

scattering.

The following cases were considered for both monolithic and columnar

caesium iodide crystals to evaluate the frequency distribution of optical photons

generated. In GEANT4 interfaces between surfaces are treated as

dielectric-dielectric where optical photons are either absorbed, Fresnel reflected,

Fresnel refracted or undergo total internal reflection [GEANT4 Collaboration -

G4Physics, 2018]. Alternatively where appropriate optical surfaces are treated

as dielectric-metal where the optical photons are either absorbed or reflected.

Both the caesium iodide crystal and silicon detector had areas of 8 mm x 8 mm

in the following cases referring to Figure 6.1:
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origin of a conical photon source

10 cm

1. 8 mm x 8 mm x 1500 µm caesium iodide

2. 8 mm x 8 mm x 5 µm silicon detector

Figure 6.1: Using a 140.5 keV mono-energetic conical photon source, the
schematic shows how the frequency distribution of scintillation photons was
determined within an event accumulator in: 1. 1500 µm thick caesium iodide, 2.
with a 5 µm silicon layer added.

Cases simulated:

1. Scintillation photons accumulated within a 1500 µm thick monolithic

caesium iodide.

2. Scintillation photons impacting onto a 5 µm silicon detector abutted directly

to the egress face of the 1500 µm thick monolithic caesium iodide.

3. As model #2 but with the 1500 µm thick monolithic caesium iodide

wrapped with 1 µm thick aluminium on its lateral faces relative to the

direction of the incoming photons.

4. As model #2 but with columnar 1500 µm thick caesium iodide comprised

of columns 100 µm x 100 µm x 1500 µm thick, as shown in Figure 6.2. This

represents the closest approximation to the real detector.
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Figure 6.2: A model of a columnar crystal comprised of columns
100 µm x 100 µm x 1500 µm thick. (Only a few columns are shown but they
populate the whole crystal volume).

In all simulations the source mono-energetic technetium-99m photon flux was

modelled as a cone of 5 degree semi-angle which was centrally directed orthogonal

to the plane of the target crystal. No coupling media was used between the

egress face of the caesium iodide and the 5 µm thick silicon detector, which was

abutted directly to the scintillator without a gap in between. The optical emission

spectrum for caesium iodide was derived from a technical publication although

the amount of trace thallium doping was unknown [Hamamatsu-Photonics, 2019];

Knyazev et al. [2019] indicate trace thallium doping of ≈ 0.1%. No Poisson noise

was added to the simulations. The surface pixel properties of the silicon detector

including reflectivity of the individual pixels and pixel array dead space were not

modelled.

146



6.4 GEANT4 Optical simulation parameters

There are several parameters required for the simulation of scintillation photons

in GEANT4. The scintillation yield of the caesium iodide was set to 54 photons

per keV [Blasse, 1994]. The refractive index of caesium iodide was set to 1.79 for

optical photons within the energy range 2.3864 eV to 3.447 eV [Blasse, 1994].

The ratio of the fast to slow scintillation components was set to 0.8 [Dorenbos

et al., 1995], with their optical decay time constants set to 2.1 ns and 1000.0 ns

respectively [Blasse, 1994], as shown in Table 2.1. This is because radiative

emission of optical photons occurs as the self-trapped excitons relax or as the

excited luminescent ions returns to ground state. The relaxation of excited

luminescent ions to ground state may be considered to be comprised of three

energy transfer processes [Dietrich and Murray, 1972] viz.:

1. The prompt creation of an excited thallium ion, Tl(1+)∗

2. The diffusion of a self-trapped hole and capture by neutral thallium to

create excited thallium ion, Tl(1+)∗

3. The diffusion of a self-trapped hole and capture by an excited thallium

ion, Tl(2+)∗. This is followed by a thermally released electron from neutral

thallium and its capture by the excited thallium ion Tl(2+)∗ to create

Tl(1+)∗.

Thus the optical decay times arise from the lifetime of the excited state in case

#1, the diffusion rate of the self-trapped hole in case #2, and diffusion time of

the thermally released electron in case #3. The latter two cases are responsible

for the slow component of the scintillation decay time constant. Kerisit et al.

[2008] extended the model of Dietrich and Murray [1972] to include the prompt

relaxation of self-trapped excitons.

If there is a cluster of excited molecules along the incoming primary photon,

de-excitation can be caused without photon emission (“quenching effect”), with
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the overall scintillation modulated by the Birks constant. The optical light output

is described by Birks law, Equation 6.1 [Abreu et al., 2011]

dL

dx
=

A(dE
dx

)

1 +KB(dE
dx

)
(6.1)

where KB is Birks constant which is an empirical value determined from

experiment, dL/dx is the light output per unit length, dE/dx is the energy loss

per unit length and A is the absolute scintillator efficiency. The latter

parameter will depend on the depth-of-interaction of the source photons within

the scintillator. The scintillation yield of the caesium iodide was set to A = 54

photons per keV [Blasse, 1994]. For small dE/dx, Equation 6.1 is approximated

by Equation 6.2 for fast electrons created during the scintillation process.

dL

dx
≈ A

dE

dx
(6.2)

The quenching of optical photon output caused by the scintillation is described

using Birks constant and was set to 0.126 µm per keV [Abreu et al., 2011].

In all simulations the optical absorption length as a function of wavelength

was derived [Knyazev et al., 2019] and its average value was taken to be 33.0 cm.

Knyazev et al. [2019] used a spectrophotometer with two beams of light; one for

sampling the attenuation length through caesium iodide, and the other as the

reference. The spectral range covered the caesium iodide emission peak 350 nm

to 800 nm as shown in Figure 6.8. They derived the optical absorption length as

a function of wavelength L(λ) as Equation 6.3,

L(λ) ≈ t/ln10

A+ 2log(1−R(λ)
(6.3)
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where t is the length of the crystal, A is the attenuation of the light derived

from the Beer-Lambert equation, and R(λ) is the reflection at the entrance and

egress faces of the crystal, derived from Fresnel equations.

In Monte Carlo simulations design parameters can be varied, however where

experimental data is often unavailable or limited the simulation is difficult to

model. However, one such model of the surface property of scintillators uses the

GLISUR surface description, [GEANT4 Collaboration - G4Applications, 2018].

The surface property of the scintillator crystal will be affected by the crystal

coating, structure, and optical reflectivity [Roncali et al., 2017]. This surface

model allows the user to select the finish pertaining to the smoothness of the

crystal surface with a polish of unity enabling Snell’s Law for Fresnel reflection

whereas polish tending towards zero creates optical reflection with a Lambertian

distribution. This simplification does not represent actual crystal surfaces but

provides a first order approximation. Although GEANT4 also provides an

alternative surface description “UNIFIED” this uses surfaces comprised of a

several surface micro-facets; it’s use is hampered by lack of experimentally

derived data to fulfil its various parameters. However, optical surface models

can be determined from the Fresnel transmission and reflection coefficients, or

from predefined surface types which are either optically transparent, perfect

reflector, Lambertian diffuse reflector, specular reflector or a perfect absorber.

In the following graphs showing the frequency distribution of events per bin,

the statistical uncertainty in the ordinate was ±
√
N for N events but its error

bars were not shown for clarity.
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6.5 Scintillation photons generated within

1500 µm thick monolithic caesium iodide.

6.5.1 Method

An initial GEANT4 optical simulation was created with a monolithic caesium

iodide crystal of area 8 mm x 8 mm and 1500 µm thick positioned 10 cm away

from a mono-energetic technetium-99m conical photon source. The conical

photon source had a 5 degree semi-angle which was centrally directed

orthogonal to the surface of the target crystal. A schematic of this set-up is

shown in Figure 6.3. The “G4 EmPENELOPE” electromagnetic model was used

for the photon interactions and the G4 Optical physics model was used for the

generation and transport of scintillation photons. This optical simulation used

the GLISUR model of optical surface parameters [GEANT4 Collaboration -

G4Applications, 2018] and a dielectric-dielectric surface was used for the

caesium iodide crystal to allow the optical photons to be either absorbed,

Fresnel reflected or Fresnel refracted.

origin of a conical photon source

10 cm

8 mm x 8 mm x 1500 µm caesium iodide

Figure 6.3: Schematic of the model to assess the frequency distribution of
scintillation photons generated within a monolithic 1500 µm caesium iodide
crystal using a mono-energetic technetium-99m conical photon source.
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The Monte Carlo simulation was performed using GEANT4 with the total

number of simulated primary photon histories set as 1.0 x 109, and used to

determine the frequency distribution of scintillation photons generated within

the monolithic scintillator crystal. One hundred GEANT4 threads were used,

each simulating 1.0 x 107 primary photon histories. The GEANT4 population

accumulator occupied the whole volume of the scintillation crystal.

6.5.2 Results

The frequency distribution of scintillation photons generated within the 1500 µm

thick monolithic caesium iodide crystal using a mono-energetic technetium-99m

photon source with a 5 degree semi-angle and centrally directed orthogonal to

the plane of the target crystal is shown in Figure 6.4.
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Figure 6.4: 20 hours’ multi-threaded “G4 EmPENELOPE” plus G4 Optical
physics model simulation of the frequency distribution of scintillation photons
generated within monolithic 1500 µm thick caesium iodide using a mono-energetic
technetium-99m photon flux source. The total number of simulated primary
photon histories was 1.0 x 109.

The tails of each of the two peaks in Figure 6.4 may be fitted to two

exponential curves.
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Figure 6.5: Exponential fitting of each of the tails of these two peaks in
the frequency distribution of scintillation photons generated within monolithic
1500 µm thick caesium iodide using a mono-energetic technetium-99m photon
flux source.

6.5.3 Discussion

Figure 6.4 shows a frequency distribution of scintillation events per bin within

monolithic 1500 µm thick caesium iodide crystal. In Figure 6.4 there is a peak

amplitude clustered around approximately 1400 scintillation photons. This

frequency distribution of scintillation events per bin also shows a smaller

amplitude clustered around approximately 100 scintillation photons. The ratio

of the smaller peak amplitude to the higher one is approximately 0.65. Both

peak amplitudes have a tail which incorporates the fast to slow scintillation

decay components collected over the duration of the simulation [Dorenbos et al.,

1995]. The mean number of scintillation photons in this frequency distribution

is 1,686. Figure 6.5 shows the exponential fitting of each of the tails of these

two peaks in the frequency distribution of scintillation photons generated within

monolithic 1500 µm thick caesium iodide. By taking account of the range along

the abscissa, the exponential decay constants of these tails were found to be
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similar (Λ=0.36). This suggests that the smaller amplitude clustered around

approximately 100 scintillation photons is likely to be a reflected cluster from

within the crystal originating from the peak amplitude clustered around

approximately 1400 scintillation photons. This is consistent with an analytical

model [Galasso et al., 2015] which derived the radial distribution of scintillation

light in a monolithic crystal with a single optical reflection from the inner

entrance surface back towards the egress surface.

In section 4.2.2 the energy deposition within a model of a 600 µm thick

Caesium Iodide crystal was investigated (in the absence of scintillation photons)

using PENELOPE v2008 [Salvat et al., 2011]. As the PENELOPE energy

deposition accumulator was positioned wholly within the volume occupied by

the caesium iodide crystal, it accumulated the energy deposited by photons

which undergo photoabsorption, Compton scatter and from fluorescence in the

crystal. Photoabsorption creates photoelectrons of energy 139.9 keV, which have

a mean free path of 0.113 µm for inelastic scattering within caesium iodide

(calculated using PENELOPE for source photons of energy 140.5 keV and a

mean excitation energy for caesium iodide of 0.553 keV, obtained from

PENELOPE simulation tables). The subsequent de-excitation creates

fluorescence X-rays and secondary knock-on electrons which gradually dissipate

their energy within the crystal. The energy deposited by these photons

interactions, fluorescence X-rays and photoelectron inelastic scattering together

create the profile for the frequency distribution of scintillation events per bin in

Figure 6.4.

Within caesium iodide of density ρ= 4.51 gcm-3, the photon mean free path for

photoabsorption of gamma rays is 3.2155 mm (derived using PENELOPE v2008

[Salvat et al., 2011]), which is greater than the thickness of the 1500 µm thick

caesium iodide crystal. Although the physical interpretation is that the majority

of gamma photons pass through the 1500 µm thick caesium iodide crystal, the
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photoabsorption and Compton scattering still contributes to the population of

optical photons created. This transmission of gamma photons through the crystal

is 0.83, 0.63 and 0.08 respectively for the 600 µm, 1500 µm and 8000 µm thick

caesium iodide crystals, as shown in Figure 4.8. In chapter 3 section 3.5.3, the

detector efficiency as a function of energy deposited within the 1500 µm thick

caesium iodide monolithic crystal ECsI for a point source was 0.3165 and is used

to generate scintillation photons.

In GEANT4, the population of optical photons accumulated nph is sampled

from a Gaussian distribution with an expectation value n̄ph [GEANT4

Collaboration - G4Applications, 2018], Equation 6.4,

n̄ph = E0Ȳ (6.4)

where E0= 140.5 keV is incident gamma photon energy, and Ȳ= 54 photons

per keV is the scintillation yield. The expectation value n̄ph was calculated to

be 7587 photons. In Figure 6.4 the mean number of scintillation photons in

this frequency distribution is 1,686. For n independent observations for each

bin, the variance µ̂2 as given by the second central moment in Equation 2.14.

For a Poisson distribution with n=1.0 x108 the variance can be derived to be

(7587− 1686)2 x 10−8=0.348.

The proportion of the mean number of scintillation photons in this

frequency distribution to the expectation value n̄ph is 0.22. This proportion is

less than the unity owing to the detector efficiency as a function of energy

deposited (0.3165) within the 1500 µm thick caesium iodide monolithic crystal,

the depth-of-interaction of the primary photons within the caesium iodide

crystal, and the transport of scintillation photons out of the volume occupied by

the GEANT4 accumulator collecting the optical events.
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6.6 Scintillation photons impacting onto a 5 µm

silicon detector with an intervening

unwrapped monolithic caesium iodide crystal

6.6.1 Method

In this section a GEANT4 optical simulation was initially created with the

monolithic caesium iodide crystal of area 8 mm x 8 mm and 1500 µm thick

positioned 10 cm away from a mono-energetic technetium-99m conical photon

source. In addition a 5 µm thick silicon detector of area 8 mm x 8 mm was

abutted directly without any space to the egress face of the caesium iodide

crystal relative to the direction of the incoming source of photons. A

mono-energetic technetium-99m source of 5 degree semi-angle was centrally

directed orthogonal to the plane of the target crystal. A schematic of this set-up

is shown in Figure 6.6.
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origin of a conical photon source

10 cm

8 mm x 8 mm x 1500 µm caesium iodide

8 mm x 8 mm x 5 µm silicon detector

Figure 6.6: Schematic of the model to assess the distribution of energy deposited
within an event accumulator positioned within 5 µm silicon for an intervening
unwrapped monolithic caesium iodide crystal 1500 µm thick, using a mono-
energetic technetium-99m source.

The “G4 EmPENELOPE” electromagnetic model was used for the gamma and

X-ray photons photon interactions and the G4 Optical physics model was used

for the scintillation photons. The frequency distribution of scintillation photons

within the 5 µm thick silicon was recorded noting that GEANT4 does not continue

to track the primary photon interactions once the scintillation photons are created

and propagated. The GEANT4 optical simulation used the GLISUR model of

optical surface parameters [GEANT4 Collaboration - G4Applications, 2018] and

a dielectric-dielectric surface was used for the caesium iodide crystal to allow

the photons to be either absorbed, Fresnel reflected or Fresnel refracted. The

optical surface of the scintillator was set as polished with reflectivity of unity for

optical photons within the range 2.0 eV to 4.0 eV. The same modelled scintillation

parameters were used for the monolithic caesium iodide as in section 6.5. The

optical surface of the 5 µm silicon was set as dielectric-metal with a polished

finish and its reflectivity was unity. When the GLISUR model is specified, the
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only surface finish options available are polished or ground. For dielectric-metal

surfaces, the GLISUR G4OpBoundaryProcess also defaults to unit reflectivity

and zero detection efficiency [GEANT4 Collaboration - G4Physics, 2018]. Thus

any optical photons which were not absorbed, were either back-scattered into the

scintillator or scattered away and not accumulated. The number of simulated

primary photon histories was 1.0 x 108.

6.6.2 Results

Figure 6.7 shows the frequency distribution of scintillation photons impacting

onto the 5 µm thick silicon with an intervening unwrapped monolithic 1500 µm

thick caesium iodide crystal.
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Figure 6.7: 15 hours’ G4 EmPENELOPE plus G4 Optical physics model
simulation of the frequency distribution of scintillation photons impacting onto
the 5 µm thick silicon detector using a mono-energetic technetium-99m and
unwrapped monolithic 1500 µm thick caesium iodide intervening between the
source and detector. The number of simulated primary photon histories was
1.0 x 108.
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6.6.3 Discussion

The 5 µm thick silicon detector is representative of the EMCCD whose quantum

efficiency peaks in the optical wavelength range as shown in Figure 6.8. This

matching of spectra to the emission spectrum of the scintillation photons is an

important feature to aid their detection.

The quantum efficiency of the CCD97-00 EMCCD.
The Spectral Response CsI(Tl).
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Figure 6.8: The quantum efficiency of the CCD97-00 EMCCD (dashed),
permission to use data courtesy of Archie Barrow, Teledyne e2v and the spectral
response of CsI(Tl)[Hamamatsu-Photonics, 2019]
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The peak of the optical emission spectrum will be proportional to the energy

deposition by the primary photons impinging the scintillator and will be reduced

by any optical photon losses in the collection en route to the detector. As pointed

out [Roncali et al., 2017], any self-absorption or scattering in the crystal bulk

should be minimised to increase the collection yield of optical quanta.

The optical photons impacting on the silicon detector will depend on the

spatial distribution of the scintillation photons directed towards it, the

scintillator’s surface properties, any absorption or scattering within the

scintillator crystal, the probability of collection of optical quanta by the

detector, the detector’s surface properties, the quantum efficiency of the

detector. The surface pixel properties of the silicon detector including

reflectivity of the individual pixels and pixel array dead space were not

modelled. Noise within the silicon detector was not modelled in this optical

model but was discussed in detail in section 2.3 and in the preceding chapter in

the context of the e2v CCD97-00 back illuminated EMCCD [e2vTechnologies,

2004].

161



6.7 Scintillation photons impacting onto a 5 µm

silicon with an intervening monolithic

caesium crystal laterally wrapped with 1 µm

aluminium.

6.7.1 Method

In this case the simulation above using the monolithic caesium iodide crystal

in section 6.6.1 was repeated with the addition of an 1 µm aluminium wrapper

surrounding the lateral surfaces of the 1500 µmmonolithic caesium iodide crystal,

as referenced to the direction of the impinging photon beam. A 5 µm thick

silicon detector of area 8 mm x 8 mm was abutted directly to the egress face of

the wrapped caesium iodide crystal. The number of simulated primary photon

histories was 1.0 x 108. The GEANT4 optical simulation used the GLISUR model

of optical surface parameters [GEANT4 Collaboration - G4Applications, 2018]

and a dielectric-metal surface was used for the aluminium to allow the photons

to be either absorbed or scattered. The optical surface of the scintillator was set

as polished with reflectivity of unity for optical photons within the range 2.0 eV to

4.0 eV. The same modelled scintillation parameters were used for the monolithic

caesium iodide as in section 6.5. The 1 µm aluminium wrapper was defined to

be polished and assigned reflectivities of 1.0 for optical photon energies in the

range 2.0 eV to 4.0 eV. There was no optical coupling between the caesium iodide

crystal and silicon detector.
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6.7.2 Results

The frequency distribution of optical photons impacting onto the 5 µm thick

silicon detector using the aluminium wrapped 1500 µm thick monolithic caesium

iodide is shown in Figure 6.9.
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Figure 6.9: 15 hours’ G4 EmPhysics plus G4 Optical physics model simulation
of the frequency distribution of scintillation photons impacting onto a 5 µm
thick silicon detector using a mono-energetic technetium-99m source and 1 µm
aluminium laterally wrapping the monolithic 1500 µm thick caesium iodide. The
number of simulated primary photon histories was 1.0 x 108.
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The frequency distribution of scintillation photons impacting onto the 5 µm

thick silicon detector in Figure 6.9 show a similar profile to the corresponding

unwrapped simulation using monolithic caesium iodide in Figure 6.7. One may

have expected the peak events per bin to be higher than the corresponding

unwrapped intervening monolithic caesium iodide. In the unwrapped monolithic

scintillator crystal optical photons created near all the surface of the crystal can

escape from the bulk, whereas for the wrapped monolithic scintillator crystal,

only optical photons created near the entrance and egress surfaces of the crystal

can escape. The remaining optical photons created near the lateral wrapped

surfaces of the monolithic scintillator crystal can be reflected back into the bulk

to be absorbed or scattered.

6.7.3 Discussion

There is no significant difference in the mean number of scintillation photons

with the addition of a 1 µm thick aluminium wrapper as shown in Figure 6.7

and Figure 6.9. In both these cases, there is a significant reduction in the mean

number of scintillation photons impacting the silicon detector (=29), from their

production in the caesium iodide crystal. In Figure 6.4 the mean number of

scintillation photons in this frequency distribution generated within 1500 µm

thick caesium iodide 1,686. For n=1.0 x 108 independent observations, the

variance µ̂2 as given by the second central moment in Equation 2.14. As the

number of optical photons impacting the silicon detector is a small proportion

of those scintillation photons generated within the caesium iodide crystal, the

detected photons will follow a Poisson distribution. For a Poisson distribution

with n=1.0 x 108 the variance can be derived to be (7587− 29)2 x 10−8=0.571.
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Figure 6.10 shows the cumulative distribution function of the unwrapped

monolithic and monolithic 1500 µm thick caesium iodide crystal wrapped with

a 1 µm thick aluminium. The two sample Kolmogorov-Smirnov test for

difference between these two cumulative distribution function curves gives a D

statistic Dn of 0.02810. At a 95% confidence interval, the critical value Dcrit is

approximately given by Equation 6.5

Dcrit = 1.36
√
[

1

n1

+
1

n2

]
(6.5)

For n1=n2=260 data values along the abscissa, Dcrit=0.1193. Thus as

Dn�Dcrit with p=1, there is no significant difference in these two cumulative

distribution function curves.
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Unwrapped monolithic 1500 µm thick caesium iodide crystal.

Monolithic 1500 µm thick caesium iodide crystal
wrapped with a 1 µm thick aluminium.

99
9 The mean number of optical photons recorded for both the unwrapped

and 1 µm thick aluminium wrapped monolithic 1500 µm thick caesium iodide
crystals.
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Figure 6.10: The cumulative distribution functions for both the monolithic
1500 µm thick caesium iodide crystals, unwrapped then laterally wrapped with
a 1 µm thick aluminium. The dashed vertical line is the mean number of optical
photons recorded for both the unwrapped and laterally wrapped with 1 µm thick
aluminium simulations.
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The total attenuation of optical photons in the bulk of the caesium iodide

crystal λt is given by Equation 6.6

1

λt
=

1

λs
+

1

λa
(6.6)

where λs and λa are the optical scattering and absorption lengths

respectively. The simulation suggests that the optical photons reflected from the

inner aluminium surface are absorbed in the bulk of the caesium iodide crystal,

or emitted away from the entrance face of the crystal; a proportion will be

reflected towards the silicon detector. This finding is consistent with a narrow

specular reflection width (FWHM ≈ 20 degrees) of a 30 µm aluminium foil

noted for angles of incidence to the normal surface between 14 degrees to 78

degrees [Janecek, 2012]. However, Janecek [2012] used a photodiode array over

2π to measure reflectance of a 440 nm laser from 30 µm aluminium foil as

0.787 ± 0.014 relative to four layers of teflon with unity reflectance. This

simulation used an estimated reflectivities of 1.0 for optical photon energies in

the range 2.0 eV to 4.0 eV in the absence of further experimental data.

In the physical construction of SFOV systems the coupling of the reflector

may be via wrapping, gluing or coating all of whose optical surface properties

needs to be taken into account. In addition, at interfaces there may well be

multiple reflections of optical photons [van der Laan et al., 2010] which affect

the number of optical photons propagated to the silicon detector [Roncali et al.,

2017]. Recent improvements to GEANT4 include a set of Look-Up-Tables for

both surface reflectivity and optical cross-talk between crystal columnar and

pixelated structures for several scintillator crystals and common types of

reflectors, [Stockhoff et al., 2017].
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6.8 Scintillation photons impacting onto a 5 µm

silicon detector with an intervening columnar

caesium iodide crystals with and without

lateral wrapping of 1 µm aluminium.

6.8.1 Method

The above methodology in the previous sections 6.6.1 and 6.7.1 respectively,

was repeated for a columnar scintillator in lieu of the monolithic scintillator.

The columnar 1500 µm thick caesium iodide was comprised of columns 100 µm

x 100 µm. The same optical surface parameters were used for the columnar

caesium iodide scintillator and the silicon as mentioned above for the monolithic

crystal. The columnar scintillator crystal and silicon detector each had an area

8 mm x 8 mm; the silicon detector as previously described was 5 µm thick. A

mono-energetic technetium-99m source of 5 degree semi-angle was centrally

directed orthogonal to the plane of the target crystal. The columnar caesium

iodide crystal was unwrapped in the first simulation, then the simulation was

repeated with the addition of an 1 µm aluminium wrapper surrounding the

lateral surfaces of the 1500 µm monolithic caesium iodide crystal, as referenced

to the direction of the impinging photon beam. The number of simulated

primary photon histories in each case was 1.0 x 108.

6.8.2 Results

Figure 6.11 shows the frequency distribution of scintillation photons recorded

within the 5 µm thick silicon with an intervening unwrapped columnar 1500 µm

thick caesium iodide crystal.
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Figure 6.11: 94 hours’ G4 EmPENELOPE plus G4 Optical physics model
simulation of the frequency distribution of scintillation photons impacting onto
a 5 µm thick silicon detector using a mono-energetic technetium-99m and
intervening unwrapped columnar 1500 µm thick caesium iodide. The number
of simulated primary photon histories was 1.0 x 108.

Figure 6.12 shows the frequency distribution of scintillation photons recorded

within the 5 µm thick silicon with an intervening columnar 1500 µm thick caesium

iodide wrapped with 1 µm aluminium.
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mean = 91 scintillation photons
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Figure 6.12: 14 hours’ G4 EmPENELOPE plus G4 Optical physics model
simulation of the frequency distribution of scintillation photons impacting onto
a 5 µm thick silicon detector using a mono-energetic technetium-99m and
intervening wrapped columnar 1500 µm thick caesium iodide. The columnar
1500 µm thick caesium iodide was laterally wrapped with 1 µm aluminium. The
number of simulated primary photon histories was 1.0 x 108.
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6.8.3 Discussion

In Figure 6.11 the frequency distribution of scintillation photons impacting onto

the 5 µm thick silicon detector demonstrates that the peak events per bin is

higher for the unwrapped columnar caesium iodide compared to that for the

corresponding monolithic caesium iodide. This arises because the columnar

caesium iodide crystal has surfaces which create internal reflections as the

optical photons propagate towards the 5 µm thick silicon detector [GEANT4

Collaboration - G4Physics, 2018]. This implies that more events for low

frequency scintillation photons are channelled towards the 5 µm thick silicon

detector compared to the monolithic caesium iodide crystal. In the monolithic

caesium iodide the optical photons are created and distributed over 4π, such

that a higher proportion (relative to the columnar crystal) are directed away

from the 5 µm thick silicon detector, and are optically scattered and absorbed

in the bulk crystal.

When the columnar caesium iodide crystal was wrapped with 1 µm thick

aluminium on its lateral faces relative to the impinging gamma photon beam, the

mean number of scintillation photons increased from 29 to 91 photons respectively

in the case of the unwrapped columnar caesium iodide crystal compared to the

wrapped one. This implies that when scintillation events create a large cluster

of optical photons, the optical photons can be transmitted through the columns

and escape through the lateral wall of the crystal. In the case of the wrapped

columnar caesium iodide crystal, 1 µm thick aluminium reflects these cluster

of optical photons back into the columns; these optical photons then propagate

towards the 5 µm thick silicon detector. This efficiency in collection of optical

photons at the 5 µm thick silicon detector is demonstrated in the reduction in

the simulation time of 94 hours in Figure 6.11 to 14 hours in Figure 6.12. For

n=1.0 x 108 independent observations, the variance µ̂2 as given by the second

central moment in Equation 2.14. For a Poisson distribution with n=1.0 x 108
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the variance can be derived to be (7587 − 91)2 x 10−8=0.562. This is slightly

less than that for the unwrapped columnar caesium iodide crystal, and less than

that for either the wrapped monolithic caesium iodide crystal with 1 µm thick

aluminium or the unwrapped monolithic caesium iodide crystal.

Figure 6.13 shows the cumulative distribution function showing the

unwrapped columnar and columnar 1500 µm thick caesium iodide crystal

laterally wrapped with a 1 µm thick aluminium. The two sample

Kolmogorov-Smirnov test for difference between these two cumulative

distribution function curves gives a D statistic Dn of 0.0667. At a 95%

confidence interval, for n1=n2=260 data values along the abscissa, the critical

value Dcrit=0.1193. Thus as Dn<Dcrit with p<0.05, there is a moderate

difference in these two cumulative distribution function curves.
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Unwrapped columnar 1500 µm thick caesium iodide crystal.
99
9 The mean number of optical photons recorded for the unwrapped columnar

1500 µm thick caesium iodide crystal.

Columnar 1500 µm thick caesium iodide crystal wrapped with a 1 µm thick
aluminium.

99
9 The mean number of optical photons recorded for 1500 µm thick columnar

caesium iodide crystal laterally wrapped with a 1 µm thick aluminium.
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Figure 6.13: The cumulative distribution functions for both the columnar
1500 µm thick caesium iodide crystals, unwrapped then laterally wrapped with
a 1 µm thick aluminium. The dashed vertical lines are the mean number of
optical photons recorded for the unwrapped and laterally wrapped with 1 µm
thick aluminium simulations.
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Recalling that the cumulative distribution functions plotted above are:

• Figure 6.10 for the cumulative distribution functions for both the monolithic

1500 µm thick caesium iodide crystals, unwrapped then laterally wrapped

with a 1 µm thick aluminium, and

• Figure 6.13 for the cumulative distribution functions for both the columnar

1500 µm thick caesium iodide crystals, unwrapped then laterally wrapped

with a 1 µm thick aluminium.

these may be used to estimate the total number of photons impacting the silicon

detector. These values were derived using the product of the cumulative sum

of these cumulative distribution functions and the number of scintillation photon

bins within this intervals along the abscissae. Table 6.2 shows the estimated total

number of photons impacting the silicon detector based on these simulated cases,

as previously described in section 6.3,

Cases: cumsum() Number of optical
photons impacting
the silicon detector
N ±

√
N

*Proportion
of optical
photons
impacting
the silicon
detector

1: monolithic, unwrapped 225,377 1.76 x 109±4.20 x 104 0.0023
2: monolithic, wrapped 225,254 1.76 x 109±4.20 x 104 0.0023
3: columnar, unwrapped 219,683 1.72 x 109±4.15 x 104 0.0023
4: columnar, wrapped 707,833 5.54 x 109±7.44 x 104 0.0073
*Derived from the ratio of the numbers of optical photons impacting the silicon detector to
scintillation photons generated within the caesium iodide crystal.

Table 6.2: The estimated total number of optical photons impacting the silicon
detector based on these simulated cases, as previously described in section 6.3, was
derived using the product of the cumulative sum, cumsum(), of these cumulative
distribution functions and the number of scintillation photon bins within these
intervals. The caesium iodide crystal thicknesses used were 1500 µm thick crystal
and the lateral wrapping of the crystal (where used) was 1 µm thick aluminium.
The number of simulated primary photon histories was 1.0 x 108. The proportion
of optical photons impacting the silicon detector was derived from the ratio of
the number of optical photons impacting the silicon detector to the number of
scintillation photons generated within the caesium iodide crystal.
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As noted in Equation 6.2 for fast electrons created during the scintillation

process, dL/dx which is the light output per unit length is proportional to the

energy loss per unit length dE/dx. The constant of proportionality in

Equation 6.2 is the absolute scintillator efficiency which for caesium iodide was

set to 54 photons per keV. In these simulations above, the number of simulated

primary photon histories was 1.0 x 108. The number of scintillation photons

expected was calculated to be 108 x 140.5 x 54=7.587 x 1011, where the

mono-energetic technetium-99m conical photon source has energy 1405. keV and

the scintillation yield of the caesium iodide was set to 54 photons per keV. The

proportion of scintillation photons impacting the silicon detector to those

created in the caesium iodide crystal was derived and shown in Table 6.2. The

Monte Carlo estimate of the detection efficiency for case #4 which represents

the closest approximation to the real detector is low. The Monte Carlo estimate

may be compared to the geometrical detection efficiency derived as follows.

Assuming the scintillation photons are emitted over 4π and no optical photon

collection losses between the caesium iodide crystal and the silicon detector, the

solid angle subtended by the silicon detector is given by Equation 6.7,

[Khadjavi, 1968]

Ω(a, b, d) = 4.cos−1

√
1 + α2 + β2

(1 + α2)(1 + β2)
(6.7)

where α = a/(2d) and β = b/(2d) for a silicon detector of area

a x b=8 mm x 8 mm at a distance d=10 cm away from the conical photon beam

source. Ω was derived to be 0.0064 radians. The Monte Carlo estimate of the
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detection efficiency for case #4, the simulation model with a columnar 1500 µm

thick caesium iodide crystal, laterally wrapped with a 1 µm thick aluminium

which represents the closest approximation to the real detector, is slightly

bigger than the geometrical detection efficiency consistent with the fact that the

columns channel optical photons towards the silicon detector. The Monte Carlo

estimate of the detection efficiency is therefore good. However the geometrical

detection efficiency described above depends on the depth-of-interaction. In this

work no depth-of-interaction was investigated but should be considered for

future investigation. As each incident gamma photon interacts at different

depths in the scintillator then this leads to broadening of the light splash across

the EMCCD pixel array. At low EMCCD frame rates (10 frames per second)

there may well be overlapping of event profiles (“pile-up”) which makes the

extraction of the event position difficult. Modelling of these profiles is needed to

assess depth-of-interaction effects in the scintillator. In terms of clinical imaging

it is paramount to ensure the correct physiological mapping to the collated

EMCCD image frames so positional accuracy of the event is critical. A suitable

technique to extract this event profile may use Scale Space transformation,

[Bart and Romeny, 1996] or more recently use of the second moment of the

statistical light distribution within the monolithic crystal, [Conde et al., 2015].
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6.9 Conclusions

The Monte Carlo simulations in this chapter have successfully used the GEANT4

optical physics model alongside the “G4 EmPENELOPE” physics model. At the

time of writing this systematic approach to simulate the frequency distribution of

the optical photons that are generated within the scintillator and the frequency

distribution of the optical photons impacting onto a silicon detector has not been

previously published for a low energy source photon flux (less than 200 keV) used

by SFOV gamma cameras.

The proportion of optical photons created and impacting on the silicon

detector is greater in the case of the columnar caesium iodide crystal laterally

wrapped with 1 µm aluminium, compared either to an unwrapped columnar

crystal, laterally wrapped monolithic or unwrapped monolithic crystals. The

GEANT4 optical modelling carried out in this chapter also highlighted the

requirement to improve the simulations with more accurate experimentally

derived parameters and this is discussed in the future work section. These

include:

• The optical absorption length of caesium iodide as a function of wavelength,

• The reflectivity of the caesium iodide crystal, aluminium wrapper,

individual silicon pixels within the array (in the absence of dead space in

between),

• The refractive index of the optical coupling between the caesium iodide

crystal and silicon detector, as a function of wavelength.
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The columnar 1500 µm thick caesium iodide was comprised of columns

100 µm x 100 µm x 1500 µm thick. In the physical columnar caesium iodide

crystal, these columns are 10 µm x 10 µm x 1500 µm, however simulating this

geometry requires GEANT4 to be used in multi-threaded mode in future work.

The Monte Carlo estimate of detection efficiency was found to be 0.0073 for the

simulation model with a columnar 1500 µm thick caesium iodide crystal,

laterally wrapped with a 1 µm thick aluminium, which represents the closest

approximation to the real detector. However, by comparing this detection

efficiency with an analytical calculation, the Monte Carlo estimate of the

detection efficiency was good. For a SFOV gamma camera, the Monte Carlo

simulations may be extended to improve the detection efficiency of optical

photons by using a scintillator of high mass attenuation coefficient to attenuate

these optical photons, and with higher optical yield. Future work should also

extend the GEANT4 coding to include the spatial distribution of optical

photons which is derived from the depth-of-interaction within the caesium

iodide crystal.
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Chapter 7

Clinical evaluation of high

resolution Small Field-Of-View

gamma camera systems

7.1 Detection problem and clinical impact.

Manufacturers of LFOV gamma cameras have routinely used standardised

protocols such as the National Electrical Manufacturers’ Association (NEMA)

Standard [Chapman et al., 2007] and International Electrotechnical Commission

IEC 60789 Standard [IEC60789-Subcommittee:62C, 2005] for assessing the

performance and providing specifications of their cameras. For the clinical

environment, modified protocols which arise from these standards have been

developed for ease of use and examples of these in the U.K. are found in the

Institute of Physics and Engineering in Medicine IPEM Report 86

[Bolster et al., 2003]. The European Directive 97/43/EURATOM mandates a

quality assurance programme with suitable quality control for medical devices

including gamma camera systems [EURATOM, 1997]. Routine quality control

recommendations for LFOV gamma cameras and hand-held gamma probes are
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well documented by the European Association of Nuclear Medicine EANM

[Busemann Sokole et al., 2010b, Dondi et al., 2009]. While LFOV gamma

cameras are routinely tested using these standardised protocols

[Chapman et al., 2007, Busemann Sokole et al., 2010b, Bolster et al., 2003] they

are not always appropriate or easily translated to SFOV gamma cameras. For

example, qualitative assessment of the image quality for LFOV gamma cameras

use specifically designed phantoms [Chapman et al., 2007, Bolster et al., 2003,

Busemann Sokole et al., 2010a,b]. An example of a phantom for LFOV gamma

cameras is the ECTphan, https://www.phantomlab.com/ectphan-330.

However, the design of SFOV gamma cameras has been directed towards

sub-millimetre intrinsic spatial resolution so “standard” phantoms are relatively

large and unsuitable. If smaller qualitative phantoms are constructed they are

required to be precisely manufactured, [Tsuchimochi et al., 2003, Sánchez et al.,

2006, Lees et al., 2010]. This chapter has proposed updated procedures for

evaluating the imaging parameters of SFOV gamma cameras based on

modifications to the NEMA NU1-2007 standard [Chapman et al., 2007]. It is

envisaged that these will provide a more appropriate scheme for equipment

characterisation assessing the quality of imaging carried out with these high

resolution SFOV gamma camera systems.
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7.2 Rationale

Regardless of the size and type of gamma camera they should all undergo

acceptance testing after installation, and after this quality control on a regular

basis throughout the instrument’s working lifetime as mandated by the

European Directive [EURATOM, 1997], and [Busemann Sokole et al., 2010a,b].

For these purposes the following parameters are routinely assessed:

• Spatial Resolution (Intrinsic and System),

• Spatial Distortion,

• Spatial Uniformity,

• Count-rate Capability,

• System Sensitivity,

• Energy Resolution.

In the subsequent sections each performance parameter is outlined with

reference to the current standard approach used in LFOV systems and, if

necessary, how it needs to be modified for assessing SFOV systems. In order to

improve Poisson statistics sufficient counts should be acquired per pixel. For

both LFOV and SFOV gamma cameras approximately 104 counts per pixel for

standard point sources should be acquired [Chapman et al., 2007]. Additional

performance tests for collimator performance and shield leakage are described

elsewhere [Busemann Sokole et al., 2010a,b].

At the time of preparation of this chapter, there was a variation in

methodology for characterising SFOV systems with some imaging performance

characteristics not performed. This warranted some guidelines to ensure

consistency in comparison for future SFOV systems which are decribed by the

author [Bhatia et al., 2015]. The characterisation methodology was reviewed for
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the following SFOV systems, and individual SFOV system performance

characteristics can be found in the respective references:

1. The IP Guardian2 [Ferretti et al., 2013] consisted of a CsI(Tl) scintillator

crystal array composed of 18 x 18 elements each with a sensitive area of

2.25 mm x 2.25 mm, and thickness of 5.0 mm with an inter-crystal

separation of 2.45 mm. The scintillator was coupled to a position sensitive

photomultiplier. The system used a tungsten collimator 24 mm thick with

a square pinhole of internal cross-section 200 µm x 200 µm.

2. The Small Semiconductor Gamma Camera (SSGC) [Tsuchimochi et al.,

2003] consisted of a 32 x 32 array of CdTe crystals. Each crystal element

was 1.2 mm x 1.2 mm x 5 mm and the inter-crystal spacing was 0.2 mm.

The system used a tungsten collimator 10 mm thick with a square pinhole

of internal cross-section 1.2 mm x 1.2 mm.

3. The Per-Operative Compact Imager (POCI version 1) SFOV system

[Menard et al., 1998] consisted of a cerium doped yttrium aluminium

perovskite, YAP(Ce) monolithic scintillator cylindrical cut crystal of

24 mm diameter and 2 mm thick. YAP(Ce) has a density of 5.7 gcm-3,

light yield of 40% compared to NaI and a fast decay time of 25 ns (see

Table 2.1 for comparison). The system used a tungsten collimator

comprised of a stack of 60 x 0.2 mm thick plates each 24 mm diameter.

The group used two types of collimators one with 1 mm diameter

hexagonal parallel holes and another with 0.4 mm circular parallel holes.

Each set of holes were arranged in a 5 x 5 matrix, 4 mm apart. The

system used a YAP(Ce) scintillator optically coupled using optical grease

(Rhodorsil 500) to a custom-made intensified position sensitive diode

comprising of back-end multi-channel plate, P47 phosphor plate and

500 µm thick silicon wafer position sensitive diode.
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4. The Per-Operative Compact Imager (POCI version 2) SFOV system was

modified to incorporate a CsI(Na) monolithic scintillator of 24 mm diameter

and 3 mm thickness [Pitre et al., 2003]. The system used a lead collimator

15 mm thick with 1.4 mm hexagonal holes with 0.3 mm septal thickness.

The scintillator is coupled to the custom-made intensified position sensitive

diode comprising of back-end multi-channel plate, P47 phosphor plate and

500 µm thick silicon wafer position sensitive diode.

5. Sánchez et al. [2004] evaluated their SFOV system using two monolithic

scintillators with each individually coupled using an unspecified optical

grease to a position sensitive photomultiplier tube; these were a 6 mm

thick NaI(Tl) crystal and a 4 mm thick CsI(Na) crystal both 51 mm in

diameter so as to fill the useful field-of-view of the PSPMT.

7.2.1 Intrinsic Spatial Resolution.

This is defined as the full-width half-maximum (FWHM) of a Line Spread

Function (LSF) or of a Point Spread Function (PSF) without an imaging

collimator installed. This measurement may be supplemented by the full-width

tenth-maximum (FWTM) as the PSF or LSF may deviate from a Gaussian

Profile. This is due to the asymmetry in the low energy edge as this includes

non perfect alignment of the slit transmission mask to the orthogonal axes of

the detector, part of the noise tail of the noise spectrum for the EMCCD and

broadening of the low energy edge as discussed in chapter 5. Standard

methodologies for LFOV gamma cameras, [IEC60789-Subcommittee:62C, 2005,

Busemann Sokole et al., 2010a,b] may use a collimated radioactive capillary line

source of 0.5 mm width filled with about 40 MBq and positioned parallel to the

principal orthogonal axes of the camera - otherwise this leads to broadening of

the LSF. Alternatively a radioactive point source contained within a lead pot

with a central 0.5 mm diameter hole in its base, is placed on the crystal with its
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aperture at the base. The radioactivity for the point source should be chosen to

give approximately 104 counts per pixel. Typically intrinsic resolutions of LFOV

gamma cameras are about 2-3 mm, [Vesel and Petrillo, 2005, Polemi et al.,

2016].

One important aspect in relation to the imaging matrix is the pixel size of

the detector. Thus if one uses an imaging matrix of 256 x 256 pixels, then

the pixel size of a LFOV gamma camera with a typical diameter of 540 mm is

2.1 mm x 2.1 mm. NEMA NU1-2007 [Chapman et al., 2007] states the “pixel

size should be less than or equal to 0.1 x FWHM”, i.e. ≤ 0.3 mm for a 540 mm

diameter gamma camera. The factor of 0.1 is defined from the Rayleigh criteria

to allow clear separation of two adjacent profiles of the point spread function.

To achieve the specified “pixel size” the analogue to digital conversion gain is

increased perpendicular to the line source for each orthogonal axis simultaneously,

and the “zoomed” portion of the field-of-view is imaged. For a SFOV gamma

camera, if the expected intrinsic resolution is less than 1.0 mm, then the “pixel

size” of the imaging matrix should be ≤ 0.1 mm, (equal to 0.1 x FWHM). This

implies that the width of the standard line source or the diameter of the standard

point source would need to have dimensions less than 0.1 mm to obtain the

LSF and PSF respectively. In the case of line sources from practical experience

uniform filling of capillary tubes of the order of a few hundred microlitres becomes

challenging.

An alternative derivation of the FWHM can be obtained using the Edge

Response Function (ERF) method for both SFOV and LFOV systems

[Chapman et al., 2007, Vayrynen et al., 1980]. This is obtained from a mask

with a machined edge, manufactured from a material with low transmission for

the gamma photon energies being used. The edge should be perpendicular to

the mask surface and straight to an accuracy of at least 10% of the expected

spatial resolution. A line slit with two edges may be used. The mask thickness
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should as a minimum be sufficient to attenuate 99% of photons, although a

thicker mask would be preferable to exclude divergent photons; for example

using tungsten the thickness of this mask should be > 3.9 mm for a

technetium-99m source which was derived from its mass absorption coefficient

µa as given by Equation 2.24 where µa at 140.5 keV = 6.01 x 10−1 cm2g-1, its

density ρa= 19.3 gcm-3 and its thickness ta.

When measuring the intrinsic spatial resolution the mask is placed as close

as possible to the scintillation crystal. A uniform plane radioactive source or

small point source is placed at a sufficient distance from the lead mask such that

all incident gamma photons can be assumed to be perpendicular to it. Then the

detected counts across the edge of the mask ideally correspond to a step function,

and its derivative gives a LSF. The flood source, or point source at a distance of

at least 100 times its diameter irradiates the mask with a uniform flux of photons

i.e. the incident photons from the source impinge perpendicular to the slit and

detector. The source should be perpendicular to the camera face and in line with

its centre as shown in Figure 7.1. Measurements should be taken without any

scattering media.
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point source

distance at least 100x point source diameter

SFOV gamma camera

active area of detector

line slit lead mask (with collimator removed)

Figure 7.1: Schematic showing the set-up to measure intrinsic spatial resolution

The Shannon sampling theorem [Shannon, 1998] is considered important for

measurements of spatial resolution. In order to sample the ERF, the device

digitising the data must use a sampling interval that is less than one-half the size

of the smallest resolvable feature of the image. In the case of a EMCCD it is

not possible to sample at less than one pixel. The value measured in each pixel

within the pixel array represents the intensity of the light splash events averaged

over the sampling interval. At an insufficient sampling frequency events can be

missed and aliasing can arise. So the best intrinsic spatial resolution that can

be achieved is two pixels. Measurements should be taken with the edge of the

mask aligned to both orthogonal axes of the detector. Intrinsic spatial resolution

should be reported as the mean FWHM of the LSF and preferably with its mean

FWTM.
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7.2.2 System Spatial Resolution.

This is defined as the full-width half-maximum of a LSF or of a PSF with the

imaging collimator in place. The protocol for the LFOV gamma camera uses a

capillary line source (internal diameter ≤ 1.0 mm) with FWHM response

measured in air, and with scattering media (such as polyacrylamide) positioned

between the line source and the collimator surface, [Chapman et al., 2007]. The

polyacrylamide acts to scatter photons as would be expected from a source

inside a patient. An in-situ camera collimator will reduce sensitivity therefore

longer integration times are needed to obtain sufficient counts. Similar to the

intrinsic resolution measurements for SFOV cameras the dimensions of the

capillary line source width and point source diameter will need to be smaller,

and it may be difficult to produce and fill a phantom with radioactive solution,

[Lees et al., 2010]. In this case it may be possible to use a point or line source of

a known diameter and then deconvolve its expected profile from the resultant

image to determine the resolution; this is not ideal and requires specific

knowledge of the expected profile of the source, [Lees et al., 2011]. Typically,

LFOV system resolution measurements are stated in the context of the

collimator used either at the collimator face or at a known distance (usually

100 mm) away from the collimator.

For SFOV gamma camera systems an appropriate method is to use a capillary

tube line source of internal diameter 0.5 mm which is imaged at the collimator

face if a parallel-hole collimator is used or at the non-magnifying distance away

for a pinhole collimator. The source is imaged in alignment with both orthogonal

axes of the detector array. Measurements are to be repeated at five or more

distance intervals up to a distance of 100 mm from the collimator face; in each

case the intervening gap between the camera face and source should be filled with

scattering material such as polyacrylamide or water.
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7.2.3 Spatial Distortion.

Spatial Distortion quantifies how accurately the evaluated position of the centre

of the event at the detector maps to the actual 2-dimensional event coordinates

in the target. It is more convenient to determine spatial non-linearity due to the

availability of suitable phantoms. For LFOV gamma cameras, spatial

non-linearity is commonly assessed using a lead transmission mask [Chapman

et al., 2007]. A least square fit for the imaged line position is calculated. The

differences between the imaged and fitted lines at 10 mm intervals are obtained

to specify the spatial non-linearity differences across the Geometric

Field-Of-View (GFOV) i.e the physical size of the detector entrance window

including any in-situ collimator. These difference measurements correspond to

NEMA metrics for differential linearity (defined by their standard deviation and

mean), and the absolute linearity (maximal deviation). A Parallel Line Equal

Spacing (PLES) phantom may also be used [Bolster et al., 2003] which consists

of several parallel 1 mm wide grooves filled with lead strips spaced at 20 mm

apart, embedded in polyacrylamide. A typical LFOV PLES phantom would be

550 mm square by 0.33 mm thick; the lead parallel lines of thickness 3.175 mm

are arranged within a circular diameter of 450 mm. A PLES phantom scaled to

approximately 40 mm field-of-view would require precise manufacturing and

although possible would be expensive.

For SFOV cameras a more suitable method involves obtaining images using

a line transmission mask (e.g. a lead slit machined mask described earlier). The

mask is placed as close as possible to the detector as allowed by the camera design.

A flood source, or point source located at a distance of at least one hundred times

the point source diameter away (section 7.2.1). The spatial non-linearity can then

be assessed by rotating this mask in orthogonal directions. Spatial non-linearity

should be reported as the mean deviation from the expected linear position of

the centre of the imaged line of the transmission mask.
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7.2.4 Intrinsic Spatial Uniformity.

Spatial Uniformity describes the variation in counts per pixel within the GFOV

relative to the mean counts per pixel over the field-of-view. These measurements

are performed with the collimator removed. A point source is placed at a distance

of at least one hundred times the point source diameter from the crystal. The

integral uniformity can then be defined for the maximal and minimal counts per

pixel relative to the mean count for all pixels within the Useful Field-Of-View

(UFOV). Standard NEMA equations define both the integral uniformity (across

the entire detector) and also the differential uniformity (for localised groups of

pixels), [Chapman et al., 2007]. These differential uniformity calculations are

based on a small number of pixels within the field-of-view. This method, however,

is not robust if pixel value outliers are present in the detector. IPEM Report 86

[Bolster et al., 2003] also defines the coefficient of variation for the counts per

pixel in the UFOV (standard deviation of counts per pixel to mean number of

counts per pixel) showing the response to photon flux across the flood image –

essentially an index of noise within the UFOV. This does not measure uniformity

response over adjacent pixels so the differential uniformity is determined using

adjacent pixels over the whole field-of-view with five randomly selected adjacent

pixels. A histogram for these differential uniformity measurements for each pixel

location is plotted; the width of the histogram then indicates the dispersion of the

differential uniformity measurements in these pixel clusters. Detailed equations

and a sample histogram of differential uniformity measurements can be found in

IPEM Report 86, [Bolster et al., 2003].
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In the case of a SFOV camera the same procedure and analysis needs to be

followed allowing for:

1. The size of the flood source ensuring that it covers the camera face for

example a 90 mm diameter Petri dish with radioactive solution of

sufficient depth to ensure that the detected count-rate is less than

20 kcounts.s-1 thus ensuring a linear count-rate capability [Chapman et al.,

2007]. This value of 20 kcounts.s-1 is that designated for use for LFOV

gamma cameras by NEMA so is considered suitable for SFOV systems for

comparative purposes. However it is recognised this target value may need

to be adjusted for SFOV systems depending on its count-rate capability.

2. The possible differences in acquisition times as the pixel density of the

smaller camera and count-rate capability could require longer imaging times

to achieve the same statistical significance per pixel.

7.2.5 Count-rate Capability.

The count-rate capability of a detector is the ability to respond to all incident

events such that the observed count-rate increases linearly with the increasing

incident flux of photons. The detector will have a finite time to temporally

resolve each event, and in the case of high incident flux of photons, “pile-up”

of events reduces the count-rate capability so the observed events do not keep

up with all incident events. This effect degrades the spatial distortion, spatial

uniformity and spatial resolution as Compton scattered events could be added to

photopeak events or each Compton scattered event summed as a single event.

Count-rate capability is determined from the count-rate response curve

showing the measured count-rate for the uncollimated SFOV system versus the

expected count-rate for a single radioactive source. This radioactive source

decays within a polyacrylamide well [Chapman et al., 2007]; alternatively
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several 1 ml point sources with differing known activity may be sited in turn

within the polyacrylamide well [IEC60789-Subcommittee:62C, 2005]. The

count-rate response curve depends on the energy spectrum of the detected

photons, and so depends on the amount of scatter present [Chapman et al.,

2007]. The range of expected count rates should at least correspond to those of

the clinically injected radioactivity. By recording the count-rate and activity at

the time of each measurement, the count-rate response curve can be plotted by

allowing the source(s) to decay and performing measurements of count-rate at

equal time intervals. The same basic procedure can be used for SFOV cameras

with the proviso of matching the source size, position and activities to the

characteristics of the type of camera under test.

7.2.6 System Sensitivity.

System sensitivity is determined by the capability of the gamma camera to

detect a proportion of the emitted photon flux which is incident on the detector

with the system collimator in place. The type of collimator used should be

specified when stating the camera sensitivity. For both LFOV and SFOV

gamma cameras a uniform planar source covering the GFOV at a known

distance away from the camera face can be used. System sensitivity is measured

at the collimator surface for those using parallel hole collimators and at the

non-magnifying point for gamma camera systems using pinhole collimators.

Measurements should be performed up to a distance of 100 mm from the

camera face with at least five equidistant intervals. Measurements should be

repeated using scattering media (polyacrylamide) between the camera face the

radioactive source. System sensitivity should be reported as the ratio of counts

incident on the detector, per unit of time per unit of activity, (counts.s-1MBq-1

incident) and the type of collimator used.
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7.2.7 Energy Resolution.

This measures the detector capability to differentiate between unscattered and

scattered incident photons. The energy resolution can be determined from the

ratio of the FWHM of the photopeak of the radionuclide being measured to the

photopeak energy. The energy spectrum is accumulated using a point source fixed

centrally away from the camera face and positioned sufficiently far away so as a

uniform photon flux impinges the detector. Measurements should be performed

using at least two radionuclides covering the clinically useful energy range, and

repeated to ensure the camera is stable with respect to drift of detected photopeak

energy. For this type of measurement there is no difference between LFOV and

SFOV gamma cameras.
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7.3 Results

In this section an appropriate scheme for characterisation of the Compact Gamma

Camera [Bhatia et al., 2015] is described. The Compact Gamma Camera (CGC)

[Lees et al., 2011], as shown in Figure 7.2, has undergone a full assessment using

the procedures outlined in the previous section.

Figure 7.2: The Compact Gamma Camera (CGC, University of Leicester)

The CGC consisted of a thallium-81 doped tightly packed columnar

structured caesium iodide scintillator [Hamamatsu, 2016] of 600 µm thickness

coupled to an EMCCD, an e2v CCD97-00 back illuminated EMCCD

[e2vTechnologies, 2004]. Scanning electron microscope (SEM) images of the

tightly packed columnar structured caesium iodide scintillator (type

ACS-HL-20-30-600-UK) with each column of diameter approximately 10 µm

across are shown in Figure 7.3. The SEM images show that the columns are

almost orthogonal to the base of the crystal although there are several

dislocations. The columns however increase the optical photon collection by

directing the light to the EMCCD.
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Figure 7.3: Scanning electron microscope cross-section images showing the tightly
packed columns within a structured 600 µm thick caesium iodide scintillator with
columns of diameter approximately 10 µm across. The top image shows the
superior surface, and the bottom image (slightly translated relative to the other
images) shows the unstructured scintillator at the base of the crystal.
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A schematic of this SFOV gamma camera is shown in Figure 7.4. The EMCCD

operates at 10 frames per second and must be cooled with a thermoelectric cooler

to reduce dark current noise, described in section 2.3.1. Dark current noise is

inherent within the detector whether it operates in counting or integrating mode.

In this section some of the results are described to demonstrate how the

protocols have worked in practice. The knife-edge pinhole tungsten collimator is

6 mm thick with a 0.5 mm pinhole and an acceptance angle of 60 degrees. The

imaging performance characteristics for the CGC have been jointly published

and reproduced from this paper in this chapter, [Bugby et al., 2014]. The

protocol was developed by B.S. Bhatia [Bhatia et al., 2015] and experiments

were performed by S.L. Bugby with joint discussion. The results in this chapter

were analysed independently obtained by the author using the same SFOV

gamma camera for corroboration, apart from section 7.3.1 which was developed

by S.L. Bugby and the calculation of system sensitivity section 7.3.7 with these

results referenced therein. Table 7.1 shows the comparative results for an

example Large Field-Of-View and the evaluated Small Field-Of-View gamma

camera from the jointly published paper, [Bugby et al., 2014].

tungsten enclosure

columnar
caesium iodide
scintillator

silicon
depletion layer

bulk of detector

aluminium

knife-edge pinhole
tungsten collimator

Figure 7.4: Schematic of the Compact Gamma Camera
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7.3.1 Image Correction

The frames created by the EMCCD may contain hot pixels, defined as those in

more than 5% of frames in a dark image whose counts were above the expected

thermal noise threshold [Bugby et al., 2014]. In order to correct the images a

flood image and a dark image were acquired. A flood image was taken with a

point source at 250 mm away from the uncollimated detector face, and a dark

image taken without incident illumination. The flood image and dark image were

corrected for hot pixels by replacing the pixels with the mean of their four nearest

neighbouring pixels. Then a master flat image was created from the subtraction

of the dark image from the flood image; these images had equal exposure times.

This master flat image was then normalised to its maximum value, as shown in

Figure 7.5. For subsequent acquired images in the following sections, each image

would be corrected for flat field effects by subtracting the dark image and then

dividing by the master flat image.
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Figure 7.5: Top: Flood image normalised to its maximum value.
Bottom: Flat field flood image, normalised to the corrected maximum value.
[Bugby et al., 2014]
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7.3.2 Intrinsic Spatial Resolution

For evaluation purposes, an existing lead transmission mask of dimensions 10 mm

thick, diameter 45 mm and internal line slit dimensions 2 mm x 20 mm was used

to measure the intrinsic spatial resolution of the CGC. The transmission mask

was placed as close as possible to the scintillator in place of the camera collimator

(7 mm from the scintillator face due the design constraints). A 14 MBq point

source of 3 mm diameter was placed at 200 mm above the transmission mask.

An image of 2,000 frames was acquired with the CGC operating at 10 frames per

second (with about 10 counts per frame). Each frame is analysed individually

to extract the event position from the detected “light splash” onto the EMCCD

[Lees et al., 2011]. An image of the slit transmission mask is shown in Figure 7.6.

This image was used to obtain the Edge Response Function measurements by

measuring counts across the single non-distorted edge of the mask as shown in

Figure 7.7; a least squares fit was used to derive the fitted centre of the imaged

slit [Bugby et al., 2014]. Recalling that the detected counts across the edge of the

mask ideally correspond to a step function, then its derivative gives a LSF. The

intrinsic spatial resolution derived from the LSF, which is the profile of measured

counts as a function of position across a line source, is shown in Figure 7.8 which

at 7 mm from the scintillator was calculated to be 0.80 ± 0.02 mm (FWHM).

For the e2v CCD97-00 pixels are binned into pixels of size 64 µm by 64 µm

[e2vTechnologies, 2004], so the best intrinsic spatial resolution this detector can

achieve is 128 µm or two pixels across. The reason for the larger FWHM of

0.8 ± 0.02 mm compared to 128 µm is discussed in section 7.4.
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y

x

Figure 7.6: SFOV gamma camera image of a 2 mm internal slit width transmission
mask normalised to its maximum value for the intrinsic spatial resolution
measurement. The slit is almost aligned to the orthogonal axes {xy} of the
detector array. Each pixel dimension is 64 µm by 64 µm.
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Figure 7.7: An Edge Response Function of the slit image. The edge is taken to
be 1 mm away from the fitted centre of the slit image.
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Figure 7.8: Line spread function calculated as the derivative of the ERF.

The slit is almost aligned to the orthogonal axes {xy} of the detector array as

this is difficult to achieve in practice. Note the asymmetry of the LSF which arises

owing to the variation in measured counts across the two edges of the slit as a

function of position along the slit edges as shown in Figure 7.6. This is due to non-

uniform coupling of the thallium-81 doped columnar structured caesium iodide

scintillator [Hamamatsu, 2016] to the e2v CCD97-00 back illuminated EMCCD

[e2vTechnologies, 2004]. This coupling was achieved using a layer of a few microns

of Dow Corning grease (compatible for use within the evacuated camera chamber);

this uneven coupling is shown as darker pixels in the lower right of the line slit

image in Figure 7.6.
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Figure 7.9: The modulation transfer function obtained from the line spread
function.

The modulation transfer function (MTF) is shown in Figure 7.9, and is derived

from the Fourier Transform of the LSF. As expected the MTF shows the best

camera response for low spatial frequencies, and decreases as the spatial frequency

increases.
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7.3.3 System Spatial Resolution.

For the CGC the spatial resolution was measured with an available 1 mm

diameter capillary line source with 40 MBq of technetium-99m and with a

0.5 mm diameter pinhole collimator in place. The 1 mm diameter capillary line

source was imaged with polyacrylamide in front of the camera collimator face

providing tissue equivalent scattering to a depth of between 5 mm to 30 mm.

This collimator centre was 10 mm away from the scintillator surface. 1,000

frames were acquired with the EMCCD operating at 10 frames per second for

each measurement. The alignment of the capillary line source or internal slit

transmission mask to the camera orthogonal axes may be difficult to achieve in

practice and several alignment images should be taken with the SFOV camera

prior to measurement of the system spatial resolution. A least squares fit was

used to the derive the fitted centre of the imaged 1 mm diameter capillary line

source so that its orientation could be adjusted to the orthogonal axes of the

detector array.

The system spatial resolution for an expected linear fit using a range of

polyacrylamide thicknesses is shown in Figure 7.10. Linear regression was

performed using the R programming language and has R2=0.99 which is well

matched to theory [Bugby et al., 2014]. As demonstrated in Figure 7.10 system

spatial resolution degrades with increasing depth of polyacrylamide.
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Figure 7.10: System spatial resolution for a linear fit using a range
of polyacrylamide (Perspex) thicknesses. The linear fitting is given by
y = 1.3 + 0.0827x where x is the depth of polyacrylamide and y is the system
spatial resolution, with R2=0.99.

Using the LSF for the internal slit transmission mask as described in the

previous section, the system spatial resolution at the 10 mm from the collimator

face for the CGC was determined to be 1.21 mm ± 0.2 mm (FWHM) [Bugby

et al., 2014]; 10 mm from the collimator face is the non-magnifying position of

the pin-hole collimator.
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7.3.4 Spatial Distortion.

For each image of the slit, a central line of best fit was calculated. By considering

each row across the slit, for a slit image aligned to the y-axis, the centre point

was compared to its expected position determined by the line of best fit. The

process was then repeated for the slit aligned to the x-axis. For both orthogonal

directions the mean deviation was calculated to be 0.117 ± 0.002 mm, and a

maximum deviation of 0.429 ± 0.002 mm.

7.3.5 Intrinsic Spatial Uniformity.

The intrinsic spatial uniformity was obtained using a 3 mm diameter source

containing 25 MBq technetium-99m at a displacement of 250 mm from the

uncollimated detector. Although it would have been preferable to increase the

source-detector distance to 300 mm so as to ensure a uniform photon flux across

the whole of the detector surface (GFOV), 250 mm was chosen as it

corresponded to the master flat image which was created from the subtraction

of a flood image taken with a point source at 250 mm away from the

uncollimated detector face, described in section 7.3.1. Approximately 12000

counts per pixel were recorded. For the UFOV, the integral spatial uniformity

was 8.5 ± 0.9%, and the differential spatial uniformity was 1.3 ± 0.9%. The

coefficient of variation for the counts per pixel in the UFOV (standard deviation

of counts per pixel to mean number of counts per pixel) was 1.6 ± 0.8%. This

intrinsic non-uniformity arises owing to a variation in response across the

EMCCD pixel array, non-uniformity of the scintillator crystal and

non-uniformity of the coupling of the scintillator to the EMCCD. Clinically it is

paramount to achieve a spatially uniform response across the UFOV for

diagnostic imaging with an intrinsic integral uniformity of 5% and intrinsic

differential spatial uniformity of 5% used in routine clinical practice [Bolster

et al., 2003]. Whilst the intrinsic differential spatial uniformity is clinically
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acceptable, that for the intrinsic integral uniformity is not owing to the

non-uniform coupling of the scintillator to the EMCCD.

7.3.6 Count-rate Capability.

For each image, incident counts at the detector can be calculated taking into

account the initial activity, source detector distance, time of image acquisition

and the solid angle subtended by the detector from the source. Incident counts

are then plotted against recorded counts to produce a count-rate capability

curve. Since the incident counts are accumulated over a sufficiently long

duration, negligible dead-time count-rate losses will be included. Linear

regression was performed using the R programming language for the linear

portion of the curve. Incident activity at which the measured counts differ from

the linear fit by more than 10% of the expected value is calculated. The

maximum measured count-rate should be reported. The frame rate limited

count-rate capability for CGC detector is shown in Figure 7.11. Measurements

of incident count-rates of > 1200 counts.s-1 were not performed at the time

owing to the Environmental Agency restriction of on-site radionuclide activity

(maximum 300 MBq for technetium-99m). Linear regression was performed

using the R programming language with R2=1.0. However, beyond 1200

incident counts.s-1 the relationship between incident counts and recorded counts

would be expected to be non-linear as the CGC has a finite temporal resolution

(the EMCCD operates at 10 frames per second) and its algorithm to separate

multiple events within the pixel array is limited, both of which causes loss of

measured counts at higher count-rates.
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Figure 7.11: Frame rate limited count-rate capability for CGC detector. The
e2v CCD97-00 back illuminated EMCCD [e2vTechnologies, 2004] operates at 10
frames per second. The statistical uncertainty in the ordinate and that for the
abscissa was ±

√
N . The linear fitting is given by y = 0.0672 + 0.023x where x is

the incident counts and y is the recorded counts, with R2=1.0

7.3.7 System Sensitivity.

The intrinsic sensitivity of the CGC shown in Figure 7.12 using a 3 mm diameter

technetium-99m source of activity 21 MBq at a distance of 350 mm away from

the uncollimated detector face. Measurements were performed by adding slabs

of polyacrylamide on top of the uncollimated detector face. The decrease in

intrinsic sensitivity is shown with increasing slabs of polyacrylamide. Poisson

regression was performed using the R programming language. The exponent 0.15

is the attenuation coefficient of polyacrylamide was determined from the Poisson
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regression fitting. The residual deviance is given by the difference between the

current Poisson regression model and the maximum deviance of the ideal model

(i.e. the observed values). As the residual deviance was small then the goodness

of fit χ2 test was not significant (p>0.05) so this model fitted the data well.
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Figure 7.12: Sensitivity of the uncollimated CGC with increasing depths
of intervening polyacrylamide. The Poisson regression fitting is given by
y = exp(11−0.15x) where x is the depth of polyacrylamide and y is the sensitivity.
For Poisson regression fitting the residual deviance was small then the goodness
of fit χ2 test was not significant (p>0.05) so this model fitted the data well.
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In order to calculate the system sensitivity, the proportion of incident photons

through the pinhole collimator must be taken into account. Pinhole collimators

have a height-dependent sensitivity S that can be calculated from Equation 7.1

[Metzler et al., 2001]

S =
d2.sin3θ

16h2
+

[
sin5θ.tan2(α/2)

8h2µ2

]
× (7.1)[

1− cot2θ

tan2(α/2)

]0.5
×[

1− cot2θ

tan2(α/2)
+

µd

sinθtan(α/2)

]

where d=0.5 mm is the diameter of the pinhole, θ=π/2 radians is the angle of

the source to the pinhole, h=3 mm is the distance from the source to the pinhole

centre, α=π/3 radians is the acceptance angle of the pinhole, and µ= 32.17 cm-1

is the linear attenuation coefficient of the tungsten collimator for incident gamma

photons at 140.5 keV.

Combining the intrinsic sensitivity and that for the sensitivity of the pinhole

collimator, the system sensitivity for the CGC was found to be

(214±7) counts.s-1MBq-1 at its entrance face, [Bugby et al., 2014].
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7.3.8 Energy Resolution.

At least two radionuclide sources are needed for calibration of the energy

spectrum, one of which should be technetium-99m since this is the most

clinically used radionuclide. The uncollimated detector was irradiated uniformly

and an image acquired for each radionuclide used. Energy channels were

calibrated using technetium-99m photopeak (140.5 keV) and the principal X-ray

peaks of cadmium-109; an example of this calibration plot may be seen [Lees

et al., 2011]. The energy resolution for technetium-99m is shown in Figure 7.13.

The percentage energy resolution was determined to be 2.35σ/140.5 = 56.8% at

140.5 keV with σ ' 34. For the Gaussian regression fitting within the energy

interval 40 keV to 240 keV, the residual deviance was large so the goodness of fit

χ2 test was significant (p<0.05). This is due to the asymmetry in the low energy

edge as this includes non perfect alignment of the slit transmission mask to the

orthogonal axes of the detector, part of the noise tail of the noise spectrum for

the EMCCD and broadening of the low energy edge as discussed in chapter 5.
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Figure 7.13: The energy resolution measurement using the CGC with a mono-
energetic technetium-99m photon source. The dotted line is the Gaussian
regression fitting within the energy interval 40 keV to 240 keV, given by y =
a.exp − 0.5((m − x)/σ)2 where x is the recorded photon energy, y is the counts
per channel, with fitted parameters a=710, m=140.5 and σ=34. For the Gaussian
regression fitting within the energy interval 40 keV to 240 keV, the residual
deviance was large so the goodness of fit χ2 test was significant (p<0.05).

For a LFOV gamma camera a typical energy resolution is of the order of 10%

or less at the technetium-99m photopeak [Baechler et al., 2003, Polemi et al.,

2016]. Comparative results for the SFOV (Compact Gamma Camera) [Bugby

et al., 2014] and for an example LFOV gamma camera (Siemens Ecam) from

literature [Baechler et al., 2003] are shown in Table 7.1. As there has not been

any significant changes in the design of LFOV gamma camera system [Baechler

et al., 2003] has been used for comparative purposes as more recent studies e.g.

[Polemi et al., 2016] do not perform complete characterisation.
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LFOV (Siemens Ecam) SFOV (Compact

Gamma Camera)

[Baechler et al., 2003] [Bugby et al., 2014]

Intrinsic Spatial Resolution 3.9 mm FWHM

7.4 mm FWTM

at crystal face

0.8 mm FWHM

at 7 mm from the

scintillator

System Spatial Resolution 7.6 mm FWHM
at 100 mm away from

camera face.

Low Energy High

Resolution parallel hole

collimator

1.21 mm FWHM
at 10 mm away from

camera face
(non-magnifying point).

0.5 mm pinhole

collimator

Spatial Distortion 0.55 mm 0.12 mm

Intrinsic Spatial Uniformity NEMA Integral:

3.00% UFOV

2.37% CFOV

NEMA Differential:

1.59% UFOV

1.55% CFOV

NEMA Integral:

8.50% UFOV

NEMA Differential:

1.32% UFOV

Coefficient of Variation:

1.58% UFOV

Spread of the DU 0.6%

Count-rate Capability count-rate losses ≥ 20%

44.8 kcounts.s-1
count-rate losses ≥ 20%

> 1.2 kcounts.s-1

System Sensitivity 33.0 counts.s-1MBq-1

at the camera face.

Low Energy High

Resolution collimator

214 counts.s-1MBq-1

at the camera face.

0.5mm pinhole

collimator

Energy Resolution (at 140.5 keV) 10.5% 58%

Table 7.1: Comparative results for an example Large Field-Of-View and the
evaluated Small Field-Of-View gamma camera
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In Table 7.1 one can see that the CGC has better intrinsic spatial resolution,

system resolution, sensitivity and less spatial distortion than the representative

LFOV gamma camera. The CGC employs an EMCCD which naturally has a

better intrinsic spatial resolution and spatial distortion due to its smaller pixel

size compared to the photomultiplier tubes in a LFOV gamma camera. As the

system resolution takes into account the type of collimator installed, the observed

difference in proportional variation from the camera face in Table 7.1 is due

to the different behaviour of pinhole and parallel hole collimation. The CGC

shows comparable sensitivity to the LFOV gamma camera, however the use of the

pinhole will mean that the sensitivity of the system will drop off faster at distance

than parallel hole systems. It should also be noted that the energy resolution and

spatial uniformity of the CGC is poor in comparison to the LFOV gamma camera.

Whilst the intrinsic differential spatial uniformity is clinically acceptable, that for

the intrinsic integral uniformity is not owing to the non-uniform coupling of the

scintillator to the EMCCD. The poor energy resolution of the CGC is due to light

collection losses from the scintillator and at the scintillator/ detector interface. In

addition fluorescence within the tungsten collimator and lead shielding (59 keV

to 85 keV) may also be the cause of some the spread in the technetium-99m peak;

at the higher energy limit, spreading may also be caused by overlapping light

splashes being analysed as a single event. The count rate capability of the CGC

is limited by the ability to resolve different light splashes on the detector; its

frame rate is 10 Hz and it is found to saturate at 3 events per frame.
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7.4 Discussion

The introduction of SFOV gamma cameras into clinical practice has resulted in

the need for appropriate quality assurance schemes. This chapter has addressed

these issues taking account of the specific requirements for these systems.

Although some characterisation protocols have been used for other SFOV

systems it is beneficial to have a standard set of tests to address their variation

and to ensure measurements were easier to reproduce; these characterisation

protocols are described in the following paragraphs for a selection of SFOV

systems for each type of test.

For some imaging performance tests, such as system sensitivity and energy

resolution, the protocols are equivalent for both LFOV and SFOV gamma

cameras. However for the others, although there are similarities, modifications

are necessary to account for the SFOV system resolution, pixel arrays and

detector characteristics.

7.4.1 Intrinsic and System Spatial Resolution

Quantitative assessment for LFOV gamma cameras uses a standard capillary

line source or standard point source. In order to sample the PSF or LSF,

NEMA standards require that the “pixel size” should be ≤ 0.1 x FWHM

[Chapman et al., 2007]. The Rayleigh criterion usually states that the minimum

resolvable angular displacement occurs when the maximum belonging to one of

the PSFs is positioned over the minimum of the other PSF. This accepted

criterion for determining the angular resolution was developed by Lord Rayleigh

in the 19th century. However, the factor of 0.1 is defined arbitrarily by NEMA

from the Rayleigh criteria to allow clear separation of two adjacent profiles of

the point spread function. The intrinsic spatial resolution derived from the LSF

for the CGC, which is the profile of measured counts as a function of position
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across a line source, is shown in Figure 7.8 which at 7 mm from the scintillator

was calculated to be 0.80 ± 0.02 mm (FWHM). For SFOV gamma cameras, the

tolerances of having line sources and point sources with dimension less than

0.1 mm, and manufacture of bar transmission phantoms with smaller

dimensions become progressively more challenging. The ERF Method,

[Vayrynen et al., 1980] is better suited as only an edge needs to be imaged. In

the evaluated SFOV gamma camera the CGC has on-chip binning giving pixels

64 µm by 64 µm covering an active area of 8 mm by 8 mm, [Lees et al., 2011].

So the best intrinsic spatial resolution this gamma camera can achieve is

128 µm. From experiment the intrinsic spatial resolution was found to be

0.8 mm. An incident gamma photon can produce X-ray fluorescence (providing

the gamma photon energy is greater than the K shell binding energy). This

X-ray fluorescence can be re-absorbed elsewhere in the scintillator so reducing

the intrinsic spatial resolution. The intrinsic spatial resolution may also be

broadened by incomplete charge collection, drift and transfer through the shift

and gain registers, noise within the detector chain, optical light diffusion and

optical light refraction through coupling media between the scintillator and the

silicon detector.

System spatial resolution is measured with the collimator in-situ and in the

presence of scattering medium simulating thickness of tissue. The collimator type

and its dimensions should be stated as in many cases it will be the major limiting

factor for system spatial resolution which varies as a function of displacement

from the detector face. The thickness of scattering medium simulating tissue

should be representative of the clinical situation for imaging. For example for the

simulation of imaging deep sentinel nodes which may be found in the axilla of

breast tumour patients up to 80 mm of scattering medium should be used, [Pitre

et al., 2003].
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A summary of alternative SFOV methodology is shown in Table 7.2 with most

using the LSF method [Pitre et al., 2003, Sánchez et al., 2004, Tsuchimochi et al.,

2003, Ferretti et al., 2013, Tsuchimochi and Hayama, 2013] and Menard et al.

[1998] using the PSF method for the system spatial resolution. Only Sánchez

et al. [2004] used the slit transmission mask to determine the intrinsic spatial

resolution. In the case of line sources from practical experience uniform filling

of capillary tubes of the order of a few hundred microlitres becomes challenging.

The ERF method is an alternative method which avoids this difficulty.
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Reference System Spatial Resolution

[Ferretti et al., 2013] LSF extracted from a 1 mm internal diameter capillary
tube filled with 1.4 MBq technetium-99m, placed
on the surface of the collimator. Obtained the
FWHM for the LSF for each additional cm thickness
of polyacrylamide

[Tsuchimochi et al.,
2003]

[Tsuchimochi and
Hayama, 2013]

LSF extracted from a 1 mm internal diameter capillary
tube filled with 0.37 MBq/ mm technetium-99m, placed
on the surface of the collimator. Obtained the
FWHM for the LSF for each additional cm thickness
of polyacrylamide

[Menard et al., 1998] PSF extracted from a 0.5 mm diameter collimated
Co-57 source (using a 10 mm thick lead
plate) placed on the surface of the collimator,
Obtained the FWHM for the PSF

[Pitre et al., 2003] LSF extracted from a 0.5 mm internal diameter capillary
tube filled with unquoted activity of technetium-99m,
placed on the surface of the collimator. Obtained
the FWHM for the LSF for each additional cm
thickness of polyacrylamide

[Sánchez et al., 2004] Intrinsic - 2 mm thick lead transmission mask
with slits 1 mm wide separated by 5 mm. An
uncollimated technetium-99m 2 mm diameter
source was placed at 23 cm from the surface of
system in the centre of the UFOV. Orthogonal
measurements of intrinsic spatial resolution.
System - LSF extracted from a 2 mm internal
diameter capillary tube filled with unquoted activity of
technetium-99m, placed on the surface of the collimator.
Obtained the FWHM for the LSF for 5 cm thickness of
polyacrylamide

Table 7.2: Existing system spatial resolution measurements noting the designated
collimator is removed for intrinsic spatial resolution and in-situ for system spatial
resolution measurements.
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7.4.2 Spatial Distortion

The measurement of the spatial distortion for the CGC demonstrated its mean

deviation to be 0.117 ± 0.002 mm in both orthogonal directions of the detector

array. Given each pixel dimension is 64 µm by 64 µm, this spatial non-distortion

is good as it is less than two pixels across. Other methods to measure spatial

distortion are shown in Table 7.3 for comparison. Pitre et al. [2003] and Ferretti

et al. [2013] both used single point sources translated at known displacement

across the GFOV, whereas Menard et al. [1998] and Tsuchimochi et al. [2003]

used specifically manufactured transmission masks (i.e. to each SFOV system)

to assess spatial distortion. Only Sánchez et al. [2004] the slit transmission mask

which is easier to reproduce measurements and is used for the CGC.

Reference Spatial Distortion

[Ferretti et al., 2013] Point source technetium-99m 8.5 MBq positioned at
different locations within the FOV and compared
relative displacements from acquired images.

[Tsuchimochi et al.,
2003]

Inferred from transmission bar phantoms for a
289 MBq technetium-99m source positioned 750 mm
from each bar phantom. Bar phantoms of width and
pitch respectively 1.8 mm / 3.6 mm, 2.4 mm/ 4.8 mm,
3.0 mm/ 6.0 mm and 3.6 mm/ 7.2 mm were used.

[Menard et al., 1998] Uniform Co-57 source flood source irradiating a 6 mm
thick lead transmission mask perforated by a 5 x 5 array
with 1 mm diameter holes separated by 4 mm.

[Pitre et al., 2003] 1 mm diameter collimated Co-57 source (using a 10 mm
thick lead plate placed) translated in 6 mm steps across
the surface of the collimator at an unspecified distance
away.

[Sánchez et al., 2004] 2 mm thick lead transmission mask with slits 1 mm
wide separated by 5 mm. An uncollimated technetium-
99m 2 mm diameter source 2 mm in diameter source
was placed at 23 cm from the surface of system in
the centre of the UFOV. Orthogonal measurements of
spatial linearity.

Table 7.3: Spatial Distortion measurements
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7.4.3 Spatial Uniformity

In practice when performing this measurement care should be taken to ensure

uniformity of radioactivity within the Petri dish. For comparison alternative

methodology to evaluate spatial uniformity is shown in Table 7.4 with

[Tsuchimochi et al., 2003, Sánchez et al., 2004, Ferretti et al., 2013] each using a

Petri dish filled with a uniform solution of radioactivity. Menard et al. [1998]

and Pitre et al. [2003] did not perform this measurement but it is an essential

requirement for clinical imaging.

Reference Spatial Uniformity

[Ferretti et al., 2013]

Filled a 9 cm Petri dish with uniform solution of
115 MBq / 8 ml technetium-99m. Acquired 10 kcounts
per pixel. Calculated the integral and differential
uniformity.

[Tsuchimochi et al.,
2003]

Filled a 85 mm x 85 mm x 15 mm Petri dish with
uniform solution of 444 MBq technetium-99m. Acquired
image of 600 s duration with the collimator 2 mm
away from the surface of the solution. Calculated the
variation in counts per pixel over the FOV.

[Menard et al., 1998]
[Pitre et al., 2003]

Method not quoted

[Sánchez et al., 2004]

Filled a 25 mm Petri dish with uniform solution of
unspecified activity technetium-99m to depth of 1 mm.
Acquired 10 kcounts per pixel. Calculated the integral
and differential uniformity.

Table 7.4: Spatial Uniformity measurements
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7.4.4 Count-rate Capability

Count-rate capability is necessary to assess the SFOV gamma camera

performance in the presence of regions of high uptake or injection sites as

demonstrated elsewhere, [Tsuchimochi et al., 2003, Tsuchimochi and Hayama,

2013].

Count rates should be measured over the clinical range of administered

radioactivity and ideally the camera count-rate response should be linear over

this range. From the existing SFOV studies only one had performed this

evaluation as shown in Table 7.5. For the CGC, as each incident gamma photon

interacts at different depths in the scintillator then this leads to broadening of

the light splash across the EMCCD pixel array. At low EMCCD frame rates (10

frames per second) there may well be overlapping of event profiles (“pile-up”)

which makes the extraction of the event position difficult. The system

sensitivity for the CGC was found to be (214±7) counts.s-1MBq-1 at its entrance

face, [Bugby et al., 2014]. This limits this use of this SFOV system to clinical

imaging involving just a few tens of MBq administered activity, for example in

lymph node imaging or thyroid imaging using technetium-99m. If one increased

the administered activity, then the dose to the patient would increase.

Reference Count-rate capability

[Ferretti et al., 2013] Decay method using source activities (24.8 MBq to
1.7 MBq) in 2.5 ml volumes, imaged at 1 hour intervals
at the centre of the FOV.

[Tsuchimochi et al.,
2003, Tsuchimochi
and Hayama, 2013]
[Menard et al., 1998]
[Pitre et al., 2003]

[Sánchez et al., 2004]

Method not quoted

Table 7.5: Count-rate capability measurements
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7.4.5 System Sensitivity

The system sensitivity depends on the energy of the radionuclide, the source

distribution and position from the gamma camera, the type of collimator used and

the mass attenuation coefficient and thickness of the detector. In addition there

is a trade-off between system sensitivity and system spatial resolution. Clinically

system sensitivity affects the ability to detect small volumes of activity within

targeted tissue.

Other methods to obtain the system sensitivity are shown in Table 7.6.

[Pitre et al., 2003, Tsuchimochi et al., 2003, Tsuchimochi and Hayama, 2013,

Ferretti et al., 2013] each used a point source. Only Ferretti et al. [2013] used

polyacrylamide to simulate tissue equivalent thickness whereas Tsuchimochi

et al. [2003], Tsuchimochi and Hayama [2013] used a filled water tank. Using

polyacrylamide slabs with a point source is a more practical solution.
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Reference Sensitivity

[Ferretti et al., 2013]

Point Source technetium-99m 8.5 MBq on surface
of collimator. Determined the depth transmission
curve for each additional cm thickness of
polyacrylamide. Sensitivity value quoted at the
polyacrylamide thickness at which the detected counts
decreased to 50%.

[Tsuchimochi et al.,
2003]

[Tsuchimochi and
Hayama, 2013]

Point Source technetium-99m away from the surface of
collimator. Sensitivity value quoted but distance from
the surface of the system unknown.

[Menard et al., 1998] Method not quoted

[Pitre et al., 2003]
Point Source technetium-99m away from the surface of
collimator. Sensitivity value quoted with 1 cm and
5 cm tissue equivalent thickness

[Sánchez et al., 2004]

Filled a 25 mm Petri dish with uniform solution of
unspecified activity technetium-99m to depth of 1 mm.
Acquired 10 kcounts per pixel. Sensitivity value quoted
at given distance from the surface of the system.

Table 7.6: System sensitivity measurements

7.4.6 Energy Resolution

A key issue is to differentiate unscattered events from scattered events,

otherwise this creates blurring in the clinical image. This depends on the

gamma ray conversion efficiency, the presence of fluorescence, transmission

losses of the optical photons, and the detection efficiency. The percentage

energy resolution for the CGC was determined to be about 58% at 140.5 keV.

This is worse than for typical LFOV systems, which for example for the NaI(Tl)

scintillator based silicon Position Sensitive Photomultiplier Low Profile gamma

camera is 10.8% [Polemi et al., 2016]. For solid state detector based gamma

cameras without a scintillator the percentage energy resolution is even better,

222



for example for the CdTe Small Semiconductor gamma camera its percentage

energy resolution is between 6.9% to 7.8% [Tsuchimochi et al., 2003,

Tsuchimochi and Hayama, 2013] at 140.5 keV. A summary of alternative

published methodology for testing SFOV systems is shown in Table 7.7. Menard

et al. [1998], Pitre et al. [2003], Tsuchimochi et al. [2003], Sánchez et al. [2004]

all used a distant point source although Ferretti et al. [2013] did not publish

this measurement.

Reference Energy Resolution

[Ferretti et al., 2013] Method not quoted

[Tsuchimochi et al.,
2003]

[Tsuchimochi and
Hayama, 2013]

Point Source technetium-99m 18.5 MBq in air at a
distance of 100 cm from the surface of the system.

[Menard et al., 1998] 1 mm diameter collimated Co-57 source (using a 10 mm
thick lead plate placed) placed on the surface of the
collimator

[Pitre et al., 2003] Point Source technetium-99m of unspecified activity in
air at unknown distance from the surface of the system.

[Sánchez et al., 2004] Lead hole-mask 2 mm thick with 137 holes 1 mm in
diameter covering the UFOV of the gamma camera.
An uncollimated technetium-99m 2 mm diameter source
was placed at 23 cm from the surface of system in the
centre of the UFOV.

Table 7.7: Energy Resolution measurements
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7.5 Conclusions

The existing protocols used in clinical environments for assessing the

performance of Large Field-Of-View (LFOV) gamma cameras need to be

adapted for Small Field-Of-View (SFOV) gamma camera systems. Although

some characterisation protocols have been used for other SFOV systems it is

beneficial to have a standard set of tests to address their variation. The

proposed procedures for evaluating the imaging parameters, as outlined in this

chapter provide a more appropriate scheme for characterising the high

resolution SFOV gamma camera and for optimising image quality.

What is also important for clinical imaging is the time taken to survey a

suspect lesion. The clinical operator in theatre has to integrate counts while

surveying the target region; how long this takes depends on the confidence of

the clinical operator’s determination of a true positive lesion. Future protocols

should be developed to take into account specific clinical requirements for Small

Field-Of-View applications, such as detectability of lesions in sentinel lymph node

biopsy or image registration in hybrid camera systems [Bugby et al., 2017].
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Chapter 8

Future Work

In this novel work Monte Carlo modelling was used to understand and predict the

underlying physics as impinging gamma photons transport through two SFOV

systems developed here at the University of Leicester. In doing so, there are

several branches of further research which should be explored. Thus starting

with Chapter 3, this described Monte Carlo simulations of a model of the CGC

with a 0.5 mm diameter cylindrical pinhole tungsten collimator 6 mm thick.

However, the actual mechanical design of the collimator hole is tapered with

a larger acceptance angle. This consists of a 0.5 mm diameter pinhole with an

acceptance angle of 60 degrees in a 6 mm thick tungsten collimator. The aperture

penetration and scatter from a tungsten knife-edge pin-hole of diameters between

100 µm to 500 µm for technetium-99m has been investigated using GEANT

v4..5.0 [Have and Beekman, 2004]. They reported that the proportion of the

detected scatter events to the total detected photons can be of the order of 2-5%.

This scatter fraction degrades the spatial resolution [Metzler et al., 2001].

The PENELOPE modelling in this chapter also employed a 1500 µm thick

caesium iodide monolithic crystal which was modelled as an approximation to a

close-packed (85%) columnar crystal [Hamamatsu-Photonics, 2019]. The

cross-section of the 5 µm silicon detector and the 1500 µm thick caesium iodide
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monolithic crystal were both 8 mm2. These simulations may be improved by

using the more refined geometry construction capabilities of GEANT4

compared to quadrics used in PENELOPE. In such a simulation the geometry

simulated would include a 0.5 mm diameter pinhole with an acceptance angle of

60 degrees and a close-packed (85%) columnar caesium iodide crystal. The

physical basis for the caesium iodide crystal is demonstrated by scanning

electron microscope (SEM) images of the tightly packed columnar structured

caesium iodide scintillator (type ACS-HL-20-30-600-UK), with each column of

diameter approximately 10 µm across. SEM images show that the columns are

almost orthogonal to the base of the crystal although there are several

dislocations. The columns however increase the optical photon collection by

directing the light to the EMCCD. The GEANT4 C++ coding of PENELOPE

v2008 called “G4 EmPENELOPE” should be used for photon interactions at low

energies (less than 200 keV), including the small angle columnar tilt found in

structured caesium iodide (up to 5 degrees away from the orthonormal to the

crystal base) and unstructured scintillation layer at the base of columns (15%)

[Badano and Sempau, 2006], the passive substrate layer (amorphous carbon)

[Hamamatsu-Photonics, 2019] and back-scatter from the thermoelectric cooler.

The surface pixel properties of the silicon detector including reflectivity of the

individual pixels and pixel array dead space should also be included.

The systematic approach used to investigate effects of individual

components within the SFOV low energy systems was explored in Chapter 4

using PENELOPE. Although the focus of this thesis was on photon interactions

including the effects of fluorescence from photoelectron interactions, it did not

include detailed interactions of electrons with atoms of the intervening medium.

Elastic interactions of electrons are those which preserve the quantum state of

the target atom, and may be described by the scattering of the electrons by the

charge distribution of the target nucleus and the electron cloud. The energy
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losses of the projectile electrons is of the order of a few meV and so can be

neglected. This is because the target nucleus is much bigger than the mass of

the electron. However, there are also inelastic interactions to consider which

may create electronic excitations and ionisation in the medium. The energy

losses of these projectile electrons undergoing inelastic interactions is of the

order of a few eV, and should be considered in future modelling using GEANT4.

Photoabsorption creates photoelectrons of energy 139.9 keV, which have a mean

free path of 0.113 µm for inelastic scattering within caesium iodide (calculated

using PENELOPE for source photons of energy 140.5 keV and a mean

excitation energy for caesium iodide of 0.553 keV, obtained from PENELOPE

simulation tables). The subsequent de-excitation creates fluorescence X-rays

and secondary knock-on electrons which gradually dissipate their energy within

the crystal. The influence of photoelectron inelastic scattering should be

considered, using for example simulation of inelastic interactions as described in

PENELOPE [Salvat et al., 2011] or using the “G4PenelopeIonisationModel” in

GEANT4 [GEANT4 Collaboration - G4Physics, 2018].

Chapter 5 evaluated the amount of pixel charge sharing for incident events

in the EMCCD pixel array. These events are clusters of pixels marking the

position whereby a charge cloud has been generated along the trajectory of

incident photons, and has diffused outwards within the silicon depletion layer.

The lateral spreading of the charge cloud may be described by analytical

models as a cascade of photoelectrons which are generated until a charge cloud

with thermalised electrons is produced [Hopkinson, 1987, McCarthy et al., 1995,

Lees, 2010]. These photoelectrons drift in non-linear paths under the E−field as

electron hole pairs are generated along their trajectory. The charge collected by

the detector represents the radius of the charge cloud, amount of recombination,

charge losses and any partial reflection of thermalised electrons near the Si-SiO2

surface layer [McCarthy et al., 1995, Short et al., 2002, Lees, 2010]. More
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detailed modelling which includes these effects may be simulated using a

GEANT4 extension package called G4MicroElec [GEANT4 Collaboration -

G4Physics, 2018]. This incorporates the generation and transport of low energy

electron as discrete events using the GEANT4 process called

“G4MicroElecInelastic”. The low energy limit described by the model is 16.7 eV

and its experimentally validated upper energy limit is 50 keV [Valentin et al.,

2012]. This package also just treats all electron interactions as ionisation

neglecting excitation, which may lead to atomic relaxation by fluorescence or

Auger electrons. Nonetheless low energy GEANT4 packages like

“G4PenelopeIonisationModel” if included within this modelling can fulfil this

requirement. Lastly, existing models of the Gaussian charge dispersion of the

measured charge at the electrodes provided by [Nilsson et al., 2002, Wang et al.,

2011] require further investigation in order to be justified. While GEANT4 has

the capability to model electromagnetic fields within the silicon detector, it may

also be beneficial to use a multi-physics package open source framework such as

Allpix2 [Spannagel et al., 2018] which incorporates the electric field distribution

from technology computer aided design simulations (TCAD), and the charge

carrier deposition using GEANT4.

The optical Monte Carlo simulations using GEANT4 carried out in chapter

6 explored the frequency distribution of the optical photons that were generated

within the scintillator, and their frequency distribution when impacting onto

the silicon detector. This modelling can be extended to include the spatial

distribution of the optical photons, not only across the orthogonal dimensions of

the pixelated silicon, but also to include their depth-of-interaction in the

columnar scintillator. As each incident gamma photon interacts at different

depths in the scintillator, creating scintillation photons, then this leads to

broadening of the light splash across the pixelated silicon detector. The radius

of the light splash across the pixelated silicon detector should be explored along
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with its distribution as a function of the initial position of the optical photon at

the site of creation within the scintillation crystal.

A technique to extract this event profile may use Scale Space transformation,

[Bart and Romeny, 1996] however, there is scope to use neural network algorithms

to extract the statistical light distribution across the pixelated detector [Babiano

et al., 2019]. These methods use the light intensity to estimate the position of the

gamma photon interaction and the creation of scintillation photons. However,

if the time-stamp of the first scintillation photons on the pixelated silicon are

recorded, then it is possible to estimate the position of the depth-of-interaction.

The rise and decay time of the scintillator response and the temporal resolution

of the pixelated silicon detector would affect the recording of these time-stamps.

Early modelling of this time-stamps has been described [Tabacchini et al., 2015]

but this should be verified with fast timing experiments with a pixelated silicon

detector of the temporal resolution less than a few nanoseconds.

The GEANT4 optical modelling carried out in chapter 6 also highlighted the

requirement to use experimentally derived simulation parameters to improve the

simulation. The optical absorption length as a function of wavelength can be

measured using a spectrophotometer with two beams of light; one for sampling

the attenuation length through caesium iodide, and the other as the reference,

[Knyazev et al., 2019]. Although a photodiode array over 2π to measure

reflectance for a specific wavelength (440 nm) has been used for aluminium foil

[Janecek, 2012], a wavelength tunable laser may be used extend this work for

caesium iodide crystals and silicon within the optical region 300 - 800 nm,

matching the quantum efficiency of the CCD97-00 EMCCD [e2vTechnologies,

2004]. The refractive index of the optical coupling between the caesium iodide

crystal and silicon detector, as a function of wavelength within the optical range

may be determined using wavelength tunable laser [van Dam et al., 2012]. In

the CGC, this optical coupling is provided by layer of a few microns of Dow
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Corning grease (compatible for use within the evacuated camera chamber).

Transmission measurements of a wavelength tunable laser through the optical

coupling create a set of parameters which may be fitted to a single set of

Sellmeier coefficients describing the refractive index as a function of wavelength.

Lastly, for the characterisation protocol work performed in chapter 7, future

protocols should be developed to take into account specific clinical requirements

for small field-of-view applications, such as detectability of lesions in sentinel

lymph node biopsy or image registration in hybrid camera systems [Bugby

et al., 2017]. From the experimental characterisation the energy resolution of

the SFOV gamma camera at 140.5 keV was 58% which is poor and the system

sensitivity (214±7) counts.s-1MBq-1 at its entrance face, [Bugby et al., 2014],

showed comparable sensitivity to the LFOV gamma camera; however the use of

the pinhole will mean that the sensitivity of the system will drop off faster at

distance than parallel hole systems. Monte Carlo modelling should be used to

include not just collimator design and back-scatter from the whole SFOV

system, but also explore different modern scintillators. At the time of writing

these include for example cerium doped lathanide halides such as LaBr3, cerium

doped garnet scintillators such as Gd3(Al,Ga)5O12 [GAGG] and europium

doped strontium iodide SrI2 [Yanagida, 2018]. Table 8.1 shows a summary of

their scintillator properties [Lowdon et al., 2019].
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caesium

iodide

(thallium

doped)

lanthanum

bromide

gadolinium

oxide

garnet

(cerium

doped)

strontium

iodide

(europium

doped)

Density/

gcm-3

4.51 5.22 6.33 4.55

Emission
peak/

nm

560 380 520 435

Light

Yield/

photons per

keV

54 63 60 80

Decay
Time/

ns

2.1, 1000 16 87 1200

Table 8.1: Selection of modern scintillators at the time of writing referenced to
thallium doped caesium iodide [Lowdon et al., 2019].
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These scintillators have equivalent or higher light yield compared to thallium

doped caesium iodide which is important because the energy resolution of the

whole SFOV detector correlates with the number of scintillation photons

created and collected by the silicon detector (assuming negligible light collection

losses between the coupling of the scintillator crystal and the silicon detector).

In chapter 6 there was a limitation in the optical modelling in that the

frequency distribution of the optical photons were recorded rather than its

energy spectrum as GEANT4 does not conserve energy once the optical photons

are created from the primary photon(s) and propagated to produce secondary

photon tracks [GEANT4 Collaboration - G4Physics, 2018]. This should be

addressed with C++ coding development in GEANT4. Table 8.1 also shows

that these scintillators have high mass attenuation coefficient to attenuate these

optical photons. Clearly, optical simulation parameters would require

experiments to assess the optical absorption length, reflectivity and refractive

indices as a function of wavelength as described above.
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Chapter 9

Summary

In nuclear medicine the physiological function of an organ is imaged by

administrating a radiolabelled pharmaceutical either intravenously,

intra-dermally, orally, by inhalation or by placement intra-cavity, and collecting

the photons emitted from within the patient with a suitable detector. These

photons are either photoabsorbed, Compton scattered or Rayleigh scattered.

The radio-labelled pharmaceutical component follows the physiological process

within the organ and for gamma camera imaging, it is usually labelled with

technetium-99m. Sites of tumours and sentinel nodes are imaged by Small

Field-Of-View (SFOV) low energy (less than 200 keV) photon imaging systems.

These photon imaging systems use detectors which are employed either a

solid-state detector on their own, or an inorganic scintillator coupled to a

solid-state detector. Some of the known limitations of gamma probes used in

surgery (such as spatial resolution and depth of tumours), is addressed by using

high resolution SFOV hand-held gamma cameras to provide dynamic images

and indeed their development enables imaging procedures to be undertaken at

the bedside, within intensive care units, clinics and in the operating theatres. In

the wider scope scintillator and silicon based detectors are wide-spread in other

types of clinical imaging [van Eijk, 2003, Roncali et al., 2017].
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This work is focused on two Small Field-Of-View (SFOV) systems developed

at the University of Leicester viz. the Portable Imaging X-ray Spectrometer

detector [PIXS], a pre-scintillator system for non-medical use, and the thallium

doped caesium iodide scintillator based Compact Gamma Camera [CGC] used

for medical imaging. An e2v CCD97-00 back-illuminated Electron Multiplying

Charge Coupled Device [e2vTechnologies, 2004] in used in the construction of

each system. At the time of writing no publications are described for Monte

Carlo simulations of the detailed tracking of these low energy gamma and X-ray

photons through the SFOV system. A literature search using the Web of

Science (1970-2019) and Scopus (1960-2019) with the keywords “gamma,

camera” AND “monte carlo” AND “small” OR “compact” 200 and 215 results

respectively are acquired, but without any photon tracking studies. In this work

Monte Carlo modelling is used to understand and predict the underlying physics

as impinging gamma photons transport through these two models of SFOV

systems. In addition, the GEANT4 v10.5 Monte Carlo code [Agostinelli et al.,

2003] is used for the optical simulations together with an electromagnetic

PENELOPE physics model for interactions of the incident gamma and X-ray

photon flux. All Monte Carlo simulations are performed using the ALICE High

Performance Computing Facility at the University of Leicester. In this thesis

several novel Monte Carlo simulations are described which are used to

understand the design of the current SFOV gamma camera and inform its

development in order to improve its capability for clinical imaging. Both

experimental and analytical validation of the Monte Carlo simulations is also

described as appropriate. These SFOV systems are performed with the EMCCD

modelled as an 8 mm x 8 mm x 5 µm thick monolithic silicon detector. The

clinical context for use of such SFOV imaging systems is established in the first

chapter, and includes some of the types of solid state detectors used in SFOV

gamma cameras at the time of publication. A summary of the theory used in
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this work is provided in chapter 2 including aspects of low energy photon

interactions, a description of the types of noise in the EMCCD, scintillator

crystals and the Monte Carlo method.

By using both PENELOPE v2008 and GEANT4 v10.5 Monte Carlo

simulations fascinating insights are provided into the complex physics that

occur within these SFOV low energy systems; indeed such Monte Carlo

methodology is a useful alternative to purchasing expensive off-the-shelf

components prior to their construction. Hence, in chapter 3 a Monte Carlo

simulation of a model of the PIXS detector, without detector noise, is described

and is used to determine the distribution of energy deposited within the silicon

detector. Using an incident 22 keV photon source, an analytical derivation of

the proportion of the silicon K X-rays that escape from a finite

8 mm x 8 mm x 5 µm thick silicon detector is calculated, and is used to

determine the ratio of the silicon escape peak height to the incident parent peak

height as 0.004. In the corresponding Monte Carlo simulation the ratio of the

heights of the silicon escape peak to the 22 keV peak is determined as

0.003 ± 0.001 which is in good agreement. Using the full emission spectrum of

cadmium-109 as a photon flux, the recorded energy spectrum within the silicon

target is demonstrated to be consistent with referenced data [Chu et al., 1999].

In this Monte Carlo simulation a large peak is seen at 3.5 ± 0.2 keV due to

Ag L X-rays, owing to the quantum efficiency being higher at this low energy in

the silicon detector. In the Monte Carlo simulation of the modelled SFOV

detector aluminium fluorescence at 1.4 keV is demonstrated owing to the

aluminium enclosure which provides the integrity for the evacuated chamber

containing the silicon detector. However, both the aluminium fluorescence and

silicon escape peaks are masked by readout noise and detector noise in a real

detector. Clearly, it is important to understand these underlying physics

interactions in designs employing silicon detectors to validate their detected

235



response to the construction material used and the flux of source photons.

The CGC is designed for clinical imaging in nuclear medicine and has a

front-end tungsten pin-hole collimator installed. Any incident gamma and X-ray

photons are transmitted through the collimator, caesium iodide scintillator

crystal and onto the silicon detector. The detector efficiency as a function of

energy deposited for photons within the 5 µm silicon detector for a point source

is shown to be 0.17%, consistent with the physical interpretation that the

majority of gamma photons pass through the silicon detector.

An important feature of Monte Carlo modelling is that it allows for a

systematic approach to investigate the effects of individual components used

within the SFOV low energy systems. This is explored in Chapter 4 where the

distribution of energy deposited within caesium iodide and the fluence of

photons from the egress face of the caesium iodide crystal towards the detector

are demonstrated. Following these photons to a silicon detector, the distribution

of energy deposited is recorded there. In the Monte Carlo simulations energy

deposition and fluence accumulators are used which record the distribution of

photons respectively for the energy deposited or population distribution of

photons collected within them. However, in the case of energy deposition

accumulators, although the energy spectra perform well compared to the

referenced data [Chu et al., 1999], not all the modelled fluorescence intensities is

not recorded. If some of the Kα and Kβ fluorescence photons are created close

to the boundary of the accumulator i.e. less than its mean free path, then the

intensities of these distributions are not recorded within the Monte Carlo

accumulators.
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In the design of some low energy SFOV imaging systems, the scintillator is

coupled directly to the solid-state detector. In Monte Carlo simulations of the

distribution of photon fluence within a fluence accumulator at the egress face of

the caesium iodide crystal, Compton continuum and fluorescence X-rays which

corresponds to iodine and caesium Kα and Kβ fluorescence is demonstrated.

Following these photons onto the 5 µm silicon detector, Kα1 fluorescence from

both caesium and iodine is recorded in the distribution of the energy deposition

there. However, as noted, not all these events are collected within the

accumulator as its thickness is less than the mean free path of these fluorescence

photons. Nonetheless, the profile of this energy distribution within 5 µm silicon

is consistent with the response for the photon mass attenuation coefficients of

silicon at 140.5 keV.

It is important to corroborate findings either with experiment (where

possible) or by analytical means. In chapter 5, for validation purposes,

experimental responses are obtained using americium-241 and cadmium-109

sources in order to calibrate a bare silicon PIXS detector without the scintillator

being present. In this chapter, the response of the e2v CCD97-00 back

illuminated EMCCD with its gain potential difference ΦHV using cadmium-109

is demonstrated (with the EMCCD cooled to 256.0 ± 0.1 K). In the

experimental evaluation of this response using cadmium-109, a single photon

detection scheme of thresholding using the noise peak plus 5σ is shown to work

well for a gain potential difference ΦHV between 33.5 V and 39.5 V. If the total

mean electron gain in the gain register G � σreadout, where σreadout is the

standard deviation of the readout noise, then a signal above this threshold is

treated as a photoelectron event. This readout noise is independent of gain in

terms of electrons, and is thus thresholded at 5σ to distinguish between zero and

single input photoelectrons [Zhang et al., 2009]. The premise of distinguishing

between zero and single photoelectron as an input, with thresholding of the
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output signal from the amplifier using the noise peak plus 5σ is justified.

Broadening of the Ag Kα, Kβ peaks in the experimental response of the

EMCCD using cadmium-109 is also demonstrated and is compared to the

Fano-limited Monte Carlo simulation in chapter 3 using a 5 µm thick silicon

detector of area 8 mm x 8 mm in the absence of noise. The broadening of the

energy resolution (in the absence of a scintillator) is consistent with the

accumulative effects of incomplete charge collection, drift and transfer through

the shift and gain registers, and noise from the detector readout.

In the final part of chapter 5 the amount of pixel charge sharing for incident

events in the EMCCD pixel array is evaluated. Any events which are recorded

within the EMCCD pixel array are clusters of pixels marking the position

whereby a charge cloud is generated along the trajectory of incident photons, as

it diffuses outwards within the silicon depletion layer. As this diffusion occurs,

the probability distribution of charge collected within the potential wells across

several pixels is manifested as a shift of the centroid peak of multi-pixel events

towards lower energies, [Owens et al., 1994]. The broadening of the low energy

edge is caused by charge sharing between the pixels of the silicon array owing

to: the depth-of-interaction and photoelectron range, diffusion of electron and

hole pairs outwards within the silicon depletion layer along the trajectory of

incident photons, and fluorescence X-rays.
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Lastly, for the decomposition of the EMCCD counts recorded using an

americium-241 source it is shown that the proportion of mono-pixel events is

greater than bi-pixel events below an incident photon energy of about 28 keV.

The charge which is collected by the pixel array represents the radius of the

charge cloud, amount of recombination, charge losses and any partial reflection

of thermalised electrons near the Si-SiO2 surface layer, [McCarthy et al., 1995,

Lees et al., 2010]. The depth of the interaction of the gamma photon also

determines the radius of the charge cloud [McCarthy et al., 1995, Short et al.,

2002, Lees et al., 2010]. This change in the proportion of bi-pixel events

warrants using either analytical or Monte Carlo modelling to compare the

incident photon energy with charge collected by the pixel array in relation to

the silicon pixel size. If the silicon pixel array is coarser than that used in our

EMCCD, less charge sharing is expected. Conversely, higher energy photons are

more likely to cause the distribution of photoelectrons generated by the charge

cloud to spread over multiple pixels.

The addition of monolithic and columnar 8 mm x 8 mm x 1500 µm thick

caesium iodide scintillator crystals is discussed in chapter 6, and the effect of

optical photons impacting onto the silicon detector are considered. The columnar

1500 µm thick caesium iodide is modelled using columns 100 µm x 100 µm. In

this work the Monte Carlo code GEANT4 v10.4 provides a model for both the

transport of gamma and X-ray photons, and that of scintillation photons across

crystal surfaces and interfaces. The GLISUR surface description model [GEANT4

Collaboration - G4Applications, 2018] is used and includes a simplified surface

description with a polished monolithic scintillator crystal and monolithic silicon

detector. The proportion of optical photons which are created and impacting on

the silicon detector is greater in the case of the columnar caesium iodide crystal

laterally wrapped with 1 µm aluminium, in comparison to either to an unwrapped

columnar crystal, laterally wrapped monolithic or unwrapped monolithic crystals.
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A more refined model of the frequency distribution of scintillation photons

recorded should also include any crystal imperfections within the structure, the

probability of collection of optical quanta by the detector via a coupling

medium and the detector’s surface properties, the spatial distribution of optical

photons and the depth-of-interaction effect which creates broadening of the light

splash across the EMCCD pixel array. In terms of clinical imaging, accurate

physiological mapping for the positional accuracy of the primary emission event

from within the patient’s body is enhanced when the variance of the spatial

resolution in the position of the light splash across the pixels is minimised.

A baseline protocol for the clinical performance evaluation of SFOV gamma

cameras in the absence of any previous schema [Bhatia et al., 2015, Bugby et al.,

2014] is described in chapter 7. There are a variety of SFOV imaging system

designs used in research and although some characterisation protocols have been

used for other SFOV systems it is beneficial to have a standard set of tests to

address their variation in design. The proposed procedures for evaluating the

imaging parameters is demonstrated and this is a more appropriate scheme for

characterising the high resolution SFOV gamma cameras.

In this novel work Monte Carlo modelling is used to understand and predict

the underlying physics as impinging gamma photons transport through SFOV

detectors and in doing so, opens several branches of further research which is

described in the section on future work.
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